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[1] Wave breaking plays an important role in air-sea interaction. Laboratory and field
measurements suggest that the wave field dissipation can be significantly enhanced by
wave breaking and acts as a source of energy for generating current and entraining air
against the effect of buoyancy forces. In the present study, a breaking wave model is
formulated by taking the acceleration threshold value of �g/2 as breaking criterion, and
the statistics of breaking waves, such as breaking wave coverage per unit time, and the
volume of breaking water per unit area of wave surface per unit time are estimated.
Statistical models are also developed to assess energy and momentum dissipation through
wave breaking. It is found that the energy and momentum dissipation rates decay as k�3

and k�2.5, respectively. The energy loss is mainly due to wave components at frequencies
higher than the spectral peak frequency. Though energy loss due to wave components
at frequencies lower than the spectral peak frequency is found, these wave components
do not significantly lose energy after the breaking. The energy loss, when expressed
as phase speed cb of breaking waves, is mainly in the range 0.20 cp < cb < 0.90 cp, where
cp is the dominant wave phase speed, and the energy dissipation rate falls off rapidly
toward shorter scales. This offers no support for the hypothesis of a ‘‘Kolmogorov
cascade’’ in wind-generated waves analogous to that in turbulence, with energy input from
the wind at large scales and dissipation from the waves at the smallest scales. It is also
demonstrated that, compared with empirical formula results, our model of energy (or
momentum) dissipation rate lies between those models that estimate by empirical formula
the rate of energy (or momentum) loss from a breaker with proportional coefficients
0.0085 and 0.0007. In addition, the peak frequency of our model energy (or momentum)
dissipation rate downshifts to the lower-frequency band as wind speed increases, whereas
the peak of the empirical formula remains at the same frequency.
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1. Introduction

[2] The dynamical coupling between the atmosphere and
the ocean is mediated by the surface waves. The develop-
ment of the wave field depends on wind energy input, wave-
wave interaction, wave-current interaction, and wave field
dissipation by breaking. Breaking waves, being the visual
manifestation of the air-sea interaction, enhance the wave
dissipation, which is believed to generate surface current
and eddies and entrain air against the effect of buoyancy
forces [Mitsuyasu, 1985; Melville and Rapp, 1985; Yuan et
al., 1990; Lamarre and Melville, 1991; Agrawal et al.,
1992; Thorpe, 1993; Gemmrich et al., 1994; Melville, 1994;
Terray et al., 1996; Phillips et al., 2001; Melville and
Matusov, 2002; Deane and Stokes, 2002]. Breaking waves
also enhance the air-sea exchange of mass, heat, and gases
by the local increase in turbulence associated with breaking
and by entrainment of air that breaks up into bubbles

[Monahan and Spillane, 1984; Csanady, 1990; Thorpe,
1992, 1995; Melville, 1996; Jessup et al., 1997; Erickson
et al., 1999; Zappa et al., 2001; Zhang and Yuan, 2004;
Graham et al., 2004; Graham, 2004], which has a profound
effect on climate and weather.
[3] Using the output data of National Ocean and Atmo-

spheric Administration/National Center for Environmental
Prediction (NOAA/NCEP), Wang and Huang [2004a]
concluded that a large fraction of the energy transported
from wind to water is absorbed by the surface waves, and
only a small fraction of winds energy is input to the Ekman
layer [Wang and Huang, 2004b]. This gives direct evidence
to show that surface waves play a dominant role in the
energy transfer from wind to the ocean. Laboratory mea-
surements made byMelville and Rapp [1985] suggested that
up to 40% of the total wave energy may be lost through
breaking. However, the energy and momentum dissipation
through wave breaking remains a problem because field
observation is extremely difficult. There is no complete
agreement on the adequacy of the models for the wave
dissipation through breaking. In this paper, we mainly
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discuss the energy and momentum dissipation by wave
breaking based on a breaking wave model.

2. Breaking Wave Model and its Statistics

2.1. Breaking Wave Model and its Spectrum

[4] Waves break on a variety of scales. Small-scale
ripples or capillary waves formed on the crest or leading
face of steep gravity waves can cause small-scale breaking
[Banner and Phillips, 1974; Jessup et al., 1997; Zappa et
al., 2001]. The more familiar breaking occurs on a large
scale, with spilling or plunging, entraining air to create
dense plumes of bubbles that can extend 0.5 m or more
below the surface [Lamarre and Melville, 1992; Farmer and
Gemmrich, 1996; Deane and Stokes, 2002].
[5] Longuet-Higgins [1963] examined the breaking

mechanism of Stokes waves and pointed out that a breaker
only occurs at the wave crest when the downward acceler-
ation reaches �g/2, where g is the acceleration of gravity.
Laboratory measurements by Lou [1997] and field obser-
vations by Snyder et al. [1983] also supported a breaking
criterion of �g/2. In contrast, other investigations of ran-
dom, deepwater wave fields have suggested acceleration
threshold values of less than g/2 [Holthuijsen and Herbers,
1986; Dawson et al., 1993]. The discrepancy between
different observations may be attributed to differences in
Eulerian and Lagrangian observational methods, as well as
to the influence of multiple-frequency superposition and
directionality on real crest acceleration [Nepf et al., 1998].
Although it remains for further experiments to provide a
definitive answer to this issue, some insight can be obtained
by examining the experimental results of Lou [1997]. Lou
[1997] measured the downward accelerations at three dif-
ferent cases: (1) before breaking (at the moment very near to
breaking), (2) at breaking (fluid appears to break out of the
surface and white water falls down the front face of wave),
and (3) after breaking (whitecaps occur at the surface). As
reported by Lou [1997], among 10 different breaking wave
trains the experimental results supported a breaking criterion
of �g/2 in case 1. However, in both cases 2 and 3 the
downward accelerations are less than g/2. Laboratory experi-
ments of Lou [1997] also implied that the breaking acceler-
ation threshold should be measured at the moment very near
to breaking rather than after breakingwhenwhitecaps occur at
the surface. In the present study, taking the limited condition
@2z/@t2 (hereinafter �z) � �g/2 as the criterion of breaking
acceleration threshold, the breaking waves model can be
proposed as

zB ¼ z
g=2
�z
�� �� H � g

2
� �z

� �
þ H

g

2
þ �z

� �( )
; ð1Þ

where z denotes the prebreaking surface elevation, zB is the
surface elevation after breaking, �z is the Eulerian accelera-
tion, and H( ) denotes the Heaviside unit function. Model
(1) implies that at wave breaking, zB is decreased locally
from z by a factor of 0.5g/j�zj. A comparison will be given in
section 3 by using different breaking acceleration thresholds
(0.5g and 0.4g) to test how sensitive the present model
predictions are to the breaking acceleration threshold
conditions.

[6] The wave spectrum after breaking can be obtained by
calculating the Fourier transform of the correlation function
E{zB(x, t1)zB(x, t2)} as

SB wð Þ ¼ M � w
wB

� �2

N

" #2
S wð Þ; ð2Þ

where E{ } represents the ensemble average, S(w) and SB(w)
are the one-dimensional frequency spectrum of z and zB,
respectively, and w is the frequency [Hua and Yuan, 1991].
Letting mi represent the ith-order moment of S(w), wB = (m4/
m2)

1/2, M and N can be expressed as follows:

M � 1� 1ffiffiffiffiffiffi
2p

p
s3

exp �s2

2

� �
; ð3Þ

N ¼ 1ffiffiffiffiffiffi
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p
s

1� 2

s2

� �
exp � s2

2

� �
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where s = 1/
ffiffiffiffiffiffiffiffi
2FB

p
and FB is the breaking wave coverage per

unit time. The filter function [M � (w/wB)
2 N]2 in (2)

describes the variation of wave spectrum during wave
breaking.
[7] In the present study, we consider a finite depth of

water and take the wave age parameter as 2.0. The disper-
sion relation and phase speed of sea waves are defined by

w2 ¼ gk þ gk3

rw

� �
tanh kdð Þ; ð5Þ

c ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g

k
þ gk

rw

� �
tanh kdð Þ

s
; ð6Þ

where g is the surface tension, d is the water depth, and rw is
the water density. The wave number spectrum SB(k) can be
obtained by converting frequency spectrum SB(w) via the
adopted dispersion relationship for long and short waves.
Additionally, the total energy should be preserved after
conversion. The one-dimensional wave number spectrum
S(k) adopted in this study is the one proposed by Elfouhaily
et al. [1997] expressed as a sum of two spectra regimes

S kð Þ ¼ k�3 Bl kð Þ þ Bh kð Þð Þ; ð7Þ

where subscripts l and h indicate low and high frequencies,
respectively, and B stands for the curvature spectrum. The
long-wave spectrum, S(k) = k�3 Bl(k), depends on the
dimensionless inverse wave age parameter U10/cp, where
U10 is the wind speed at a height of 10 m above the sea
surface. The short-wave spectrum, k�3 Bh(k), depends on
the dimensionless parameter (u*/cm), where u* is the friction
velocity at the sea surface, cm is the minimum phase speed
(cm = 0.23 m s�1) at the wave number associated with a
supposed gravity-capillary peak in the curvature spectrum.
It should be emphasized that for some wave spectra,
including the theoretical and experimental spectra, the
fourth-order spectral moment does not exist. The usual
means of handling such problems involving fourth-order
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spectral moment include the use of a frequency cutoff in
which the upper limit is replaced with some finite value.
However, such a treatment has serious theoretical deficien-
cies and leads to inconsistent quantitative results. The wave
number spectrum proposed by Elfouhaily et al. [1997] has
the ability to properly describe diverse fetch conditions and
to provide agreement with in situ observations of Cox and
Munk [1954], Jähne and Riemer [1990], and Hara et al.
[1994] data in the high wave number regime. Furthermore,
the fourth-order spectral moment can be calculated without
the need to cut off the higher-frequency components.

2.2. Statistics of Breaking Waves

[8] According to Yuan et al. [1990] the breaking wave
coverage FB per unit time and the volume of breaking water
VB per unit time and per unit area of wave surface can be
obtained by

FB ¼ 1

T

ZT
0

1

S

ZZ
S

H �g=2� d2z=dt2
 �

dS

2
4

3
5dt

¼ 1

4
ffiffiffi
2
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exp � g2
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; ð8Þ
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T
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2
4
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exp � g2

8m4

� �
; ð9Þ

where T and S denote the time interval and area of wave
surface, respectively. It should be noted that the wave-related
parameter FB is the same as the breaking rate and VB denotes
the volume within which bubbles are produced by breaking
waves. The volume of breaking water, physically, relates to
breaking wave coverage by VB = DhFB, where Dh is the
vertical thickness of the breaking water. A brief justification
of equations (8) and (9) is supplemented in Appendix A.
[9] As a first approximation the breaking wave coverage

is expected to closely follow wind speed. However, our
model results indicate that the breaking wave coverage is
not linearly correlated with the wind speed. As shown in
Figure 1, the breaking wave coverage estimated by our
model (solid line) increases from 0.05 to 0.27 s�1, as wind
speed ranges from 3.0 to 30 m s�1; this is in good
agreement with the laboratory measurements of fractional
surface area covered by surface renewal generated through
wave breaking, as reported by Zappa et al. [2001] for wind
speeds from 4.6 to 10.7 m s�1.
[10] Its worth noting that though our model results fit

with the laboratory measurements of fractional surface area
covered by surface renewal generated because of wave
breaking, they are much higher than the breaking rates
measured in the open sea. This may be partly attributed to
the observation techniques of breaking rate. The available
techniques used in the open sea focus on wave breaking at
larger scales; the presence of small-scale breakers is largely
ignored. To our knowledge, smaller breakers occur much
more frequently, and thus their overall contribution to the
breaking rate should not be ignored.

Figure 1. Breaking wave coverage FB (s�1) versus wind speed of U10. Solid line presents our model
results; open circles (cleaned water surface) and solid circles (surfactant-influenced surface) represent the
data measured by Zappa et al. [2001] in a wind-wave tank using passive IR imagery technique for wind
speeds from 4.6 to 10.7 m s�1.
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[11] The volume of breaking water is believed to be an
important wave-related parameter correlated with the bub-
ble plume generation and the transfer of momentum fluxes
from the wave field to the current. Modeling by Zhang and
Yuan [2004] suggested that the average total volume of
bubbles per unit time and per unit area of wave surface is
proportional to the volume of breaking water. At active
wave breaking a jet of water with speed of about c is ejected
forward with momentum flux per unit length of wave crest
rwc

2
Dh/2, where c is the wave phase velocity. Figure 2

shows the volume of breaking water VB per unit time and
per unit area of wave surface versus the wind speed. It can
be seen from Figure 2 that the volume of breaking water VB

increases significantly from 0 to 0.22 m s�1, as wind speed
ranges from 5.0 to 30 m s�1.

3. Wave Energy Loss by Wave Breaking

[12] It is of greater dynamical interest and challenge to
estimate the distribution of wave energy dissipation through
wave breaking. The difference between energy spectra of
wave components before and after a breaker can accurately
reveal the energy dissipation as a function of frequency.
Figure 3 shows comparison between energy spectra of
wave components before and after a breaker at wind speed
of 15 m s�1. It is indicated that the major energy loss occurs
at frequencies higher than the peak frequency. Though
energy loss due to wave components at frequencies lower
than the peak frequency is found, these wave components do
not significantly lose energy after breaking. These findings
are similar to the observations of Rapp and Melville [1990],
Kway et al. [1998], and Meza et al. [2000].

[13] Laboratory measurements [Duncan, 1981] indicated
that the distribution of energy loss rate is proportional to
rwg

�1c5, with a constant of b = 0.03. In a careful review,
Melville [1994] inferred that in transient breaker b = (3 to
16) 
 10�3. Long-range radar measurements [Phillips et al.,
2001] suggested that wave energy dissipation by breaking is
significant at large scales, and the proportional coefficient
should be b = (7 to 13) 
 10�4. In a well-developed sea,
observations made by Melville and Matusov [2002] con-
cluded that wave field dissipation is proportional to U10

3 and
dominated by intermediate-scale waves. Because of the
uncertainty of the proportional coefficient used in the
empirical formula of wave field dissipation, we calculated
the energy of prebreaking wave in terms of the one-
dimensional wave number spectrum in a general form as
[Kinsman, 1965]

eb kð Þ ¼ 1

2
rwgS kð Þ: ð10Þ

The wave energy after breaking can be similarly given by

ea kð Þ ¼ 1

2
rwgSB kð Þ: ð11Þ

Consequently, the distribution of wave energy loss, eed(k), is
then expressed as

eed kð Þ ¼ eb kð Þ � ea kð Þ: ð12Þ

[14] Wave energy is dissipated, roughly, over the time
taken for the wave to collapse [Shaw, 2003]. As measured

Figure 2. Volume of breaking water VB (m s�1) versus wind speed of U10. Diamonds indicate present
model results.
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by Deane and Stokes [2002], the active wave breaking
mainly consist of two processes: (1) The overturning wave
crest has struck the wave face before the cavity of air
trapped between the breaking water and wave face has
fragmented. (2) About 1s later, a shear flow on the wave

face has formed, and a layer of air trapped between the
spreading jet and wave face is observed to form and split
into filaments and bubbles. Therefore it is reasonable to
assume that in the first process, wave energy loss at surface
has almost completely ceased and acts as a source of energy

Figure 3. Comparison between wave spectra before (solid line) and after (dash-dotted line) a breaker at
wind speed of 15 m s�1. The spectral peak wave number kp = 0.17 rad m�1.

Figure 4. Energy dissipation rate versus the normalized wave phase velocity at wind speed of 15 m s�1.
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for generating surface current and forming a violent turbu-
lence in breaking zone, which results in the bubble plume
[Lamarre and Melville, 1991]. Wu [1992] also reported that
breaking occurs at the wave crest and typically covers a few
tenths of a wavelength. This implies that breaking crest will
pass a stationary point in about 1s. As a consequence, the
breaking energy loss rate is assumed to be proportional to
the difference of wave energy levels [eb(k) � ea(k)] through-
out this article.
[15] We have shown the trend of energy loss against the

normalized phase velocity. Figure 4 shows that breaking
waves exist over a wide range of scales, most of them being
significantly shorter than the dominant wave. The energy
loss, when expressed as phase speed cb of breaking waves,
is mainly in the range 0.20 cp < cb < 0.90 cp. To a large
extent, this is the same range as that of the dissipation scale
reported by the laboratory and field observations [Ding and
Farmer, 1994; Smith et al., 1996; Gemmrich and Farmer,
1999; Phillips et al., 2001;Meza et al., 2000]. In addition, it
is also implied that at the smaller values of c, the dissipation
rate falls off rapidly. This is consistent with the field
observations by Melville and Matusov [2002], which were
taken under a well-developed wave condition, and offers no
support for the hypothesis of a ‘‘Kolmogorov cascade’’
[Kitaigorodskii, 1992; Zakharoff, 1992] in wind-generated
waves analogous to that in turbulence, where energy input is
from the wind at large scales and dissipation is from the
waves at the smallest scales, as first commented by Phillips
et al. [2001].
[16] In order to test how sensitive the present model

predictions are to the breaking acceleration threshold con-
ditions, we have estimated the energy dissipation rates by

using breaking acceleration thresholds �0.5g and �0.4g.
Figure 5 illustrates the prediction of our model about the
choice of acceleration threshold. As shown, significant
differences exist between those estimated with breaking
acceleration thresholds �0.5g and �0.4g, especially at
frequencies higher than the peak frequency. In other words,
our model prediction is sensitive to the choice of acceler-
ation threshold. When the breaking acceleration threshold is
taken as �0.4g, more wave energy is dissipated by breaking
than that in the case of �0.5g.
[17] The total energy dissipation by breaking can be

obtained by integrating equation (12) from k1 = 0.01 to
k2 = 370 rad m�1, then we have

Eb � Ea ¼
Zk2
k1

eed kð Þdk; ð13Þ

where k1 and k2 correspond to the long gravity wave and the
Ku-band radar backscatter measurements of gravity-capillary
waves, respectively. By integrating over corresponding wave
number ranges the total energy dissipation (Eb � Ea) versus
U10 is shown in Figure 6. Figure 6 illustrates that the total
energy dissipation is closely proportional to U10

3 as wind
speed U10 > 7 m s�1, which is consistent with the field
observations made by Melville and Matusov [2002] under a
well-developed wave condition.
[18] The empirical formula of energy dissipation rate by

breaking with respect to the wave phase speed is given by

eEnergy ¼ brwg
�1c5L cð Þ; ð14Þ

Figure 5. Comparison between our model of energy dissipation rates by using different acceleration
thresholds at wind speed of 15 m s�1. Solid line is for the acceleration threshold of �0.4g, and dashed
line is for the acceleration threshold of �0.5g.
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Figure 6. Total energy dissipation (Eb � Ea) through wave breaking versus wind speed of U10. Solid
line is for the model result, and dashed line is for the values of U10

3 . See color version of this figure in the
HTML.

Figure 7. A comparison of energy dissipation rates between our model and those estimated by the
empirical formula. Open circle is for our model result; solid line is for the empirical results with a
proportional coefficient of 0.0085 suggested by Melville and Matusov [2002]; and dashed line is for
empirical results with a proportional coefficient of 0.0007 reported by Phillips et al. [2001].
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where L(c)dc is the average length of breaking crests per
unit area of ocean surface traveling at velocity in the range
(c, c + dc), introduced by Phillips [1985] as a statistical
description of breaking waves. In a well-developed sea,
Melville and Matusov [2002] had made measurements in
which, when weighted by U10

�3, L(c) has the following form

L cð Þ ¼ 3:3
 10�4 exp �0:64cð Þ: ð15Þ

Melville and Matusov [2002] also indicated that most of the
wave dissipation occurs around the frequency of the
characteristic breaking waves, and its phase velocity c is
approximately 80% of the characteristic linear phase speed
of the wave.
[19] As mentioned earlier, there was a large uncertainty in

determining the proportional coefficient b supported by
different observations. In the present study, we use the

Figure 8. Energy dissipation rates estimated for wind speeds of 10, 15, and 20 m s�1. (a) Model results.
(b) Empirical results calculated by using equation (14) with a proportional coefficient of 0.006. See color
version of this figure in the HTML.
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proportional coefficient b of 0.0085 suggested by Melville
and Matusov [2002] and b of 0.0007 reported by Phillips
et al. [2001]. The comparison between our model of
energy dissipation rate and those estimated by empirical
formula (14), at wind speed of 15 m s�1, is shown in
Figure 7. Our model of energy dissipation rate lies
between those estimated by empirical formula with pro-
portional coefficients 0.0085 and 0.0007. As shown
in Figures 8a and 8b, on the other hand, though the
peak energy dissipation rate of our model is nearly the
same in magnitude with that estimated by empirical
formula with a proportional coefficient of 0.006 at wind
speed of 10, 15 and 20 m s�1, respectively, the peak
frequency of our model downshifts to the lower-frequency
band as wind speed increases, whereas that of empirical
formula (14) fails to show the phenomenon. In addition,
the energy dissipation rate of our model decays as k�3

(Figure 8a), which is closely to the field measurements by
Melville and Matusov [2002] under a well-developed wave
condition.
[20] The fractional energy dissipation can be defined as

Eb � Eað Þ=Eb ¼
Zk2
k1

eb kð Þ � ea kð Þð Þdk=
Zk2
k1

eb kð Þdk: ð16Þ

Figure 9 shows the fractional energy dissipation (Eb � Ea)/
Eb due to breaking for a wind speed of 3 to 30 m s�1. The
fractional energy dissipation increases significantly as wind
speed ranges from 3 to 20 m s�1, but no significant increase
is found at wind speed higher than 20 m s�1. About 15% of

the wave energy may be dissipated through breaking at
wind speed up to 30 m s�1.

4. Wave Momentum Loss by Wave Breaking

[21] Since wave energy and momentum densities are
related by m(k) = e(k)/c(k), the momentum density of
surface waves in terms of the one-dimensional spectrum is

mb kð Þ ¼ 1

2
rwgS kð Þ=c kð Þ: ð17Þ

Similarly, the momentum density after breaking can be
expressed as

ma kð Þ ¼ 1

2
rwgSB kð Þ=c kð Þ: ð18Þ

Then, the distribution of wave momentum loss becomes

eem kð Þ ¼ mb kð Þ � ma kð Þ: ð19Þ

[22] The empirical formula of momentum dissipation rate
of breaking crest with respect to the wave phase speed is
given by

eMomentum ¼ brwg
�1c4L cð Þ: ð20Þ

In order to compare our model results with those of
empirical formula (20), we use two proportional coefficients
0.0085 and 0.0007. Figure 10 shows that, at wind speed of
15 m s�1, the momentum dissipation rate of our model lies
between those estimated by empirical formula with
proportional coefficients 0.0085 and 0.0007. In comparing
Figures 11a and 11b, on the other hand, we find that though
the peak momentum dissipation rate of our model is nearly

Figure 9. Fractional energy dissipation (Eb � Ea)/Eb versus wind speed of U10.
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the same in magnitude as that estimated by empirical
formula with a proportional coefficient of 0.006 at wind
speed of 10, 15, and 20 m s�1, respectively, the peak
frequency of our model downshifts to the lower-frequency
band as wind speed increases, whereas that of empirical
formula (20) fails to show the phenomenon. In addition, the
momentum dissipation rate of our model decays as k�2.5,
which is close to the field measurements of Melville and
Matusov [2002] under a well-developed wave condition.
[23] The fractional momentum dissipation can be defined

as

Mb �Mað Þ=Mb ¼
Zk2
k1

mb kð Þ � ma kð Þð Þdk=
Zk2
k1

mb kð Þdk: ð21Þ

The fractional momentum dissipation estimated by our
model as a function of wind speed is shown in Figure 12.
Figure 12 shows that the fractional momentum dissipation
increases as wind speed ranges from 3 to 30 m s�1. About
15% of the wave energy may be dissipated through
breaking as wind speed up to 30 m s�1.

5. Conclusions

[24] It is a formidable task to provide a detailed descrip-
tion of wave breaking and how it affects air-sea energy and
momentum transfer. Although, strictly speaking, our model
is only an approximate description of wave breaking, we
believe that it captures the main features of wave breaking,
which is important in determining the wave field dissipation.
[25] We have shown that the breaking wave coverage per

unit time increases from 0.05 to 0.27 s�1 as wind speed

ranges from 3.0 to 30 m s�1, and the volume of breaking
water per unit time and per unit area of wave surface increases
significantly from 0.0 to 0.22 m s�1, as wind speed ranges
from 5.0 to 30 m s�1under developing wave conditions.
[26] Breaking is believed to be the main factor in wave

energy dissipation. We have concluded that the energy loss
is mainly due to wave components at frequencies higher
than the peak frequency. Though energy loss due to wave
components at frequencies lower than the peak frequency is
found, these wave components do not significantly lose
energy after breaking. The energy dissipation rate, when
expressed as phase speed cb of breaking waves, is mainly in
the range 0.20 cp < cb < 0.90 cp. In addition, the total energy
loss is approximately proportional to the cube of wind speed
in moderate and high sea states.
[27] Our work has also demonstrated that the energy and

momentum dissipation rates decay like k�3 and k�2.5,
respectively. The fractional energy (or momentum) loss
is not more than 15% for wind speed ranges from 3 to
30 m s�1 under developing wave conditions. Compared
with the energy (or momentum) dissipation rate of empirical
formula by wave breaking, our model result lies between
those estimated by empirical formula with proportional
coefficients 0.0085 and 0.0007. Furthermore, the peak
frequency of our model energy (or momentum) dissipation
rate downshifts to the lower-frequency band as the wind
speed increases, whereas that of the empirical formula
remains at the same frequency.
[28] It should be emphasized that the open sea observa-

tion of breaking rate is one field in which the presence of
small-scale breakers is largely ignored. Further observation
of breaking rate should include the contribution of small-

Figure 10. A comparison of momentum dissipation rates between our model and those estimated by
empirical formula. Open circle is for our model result, solid line is for empirical results with a
proportional coefficient of 0.0085 suggested by Melville and Matusov [2002], and dashed line is for
empirical results with a proportional coefficient of 0.0007 reported by Phillips et al. [2001].
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Figure 11. Momentum dissipation rates estimated for wind speeds of 10, 15 and 20 m s�1. (a) Model
results. (b) Estimated by empirical formula with the proportional coefficient of 0.006. See color version
of this figure in the HTML.
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scale breakers, which may make an important contribution
to breaking rate. Thermal imagery, rather than visible
imagery, is likely to be important for resolving the statistics
of capillary-gravity wave breaking [Jessup et al., 1997;
Zappa et al., 2001].
[29] It should also be emphasized that the effects of the

nonlinearity of sea waves and directional properties of wave
breaking have not been considered in the present model. Both
extensive study of the nonlinearity of wave field, especially
the departure of wave height from a Gaussian distribution,
and extending our model results to address directional
properties of breaking waves to acquire a better estimate of
total wave field dissipation by breaking is required.

Appendix A

[30] As in the same approach used by Cartwright and
Longuet-Higgins [1956], Yuan et al. [1990] obtained the
joint distribution of (z, �z) per unit time in a normal original
wave field {z, p(z, _z, . . .)} under the condition of @z/@t
(hereinafter _z) to be a constant; this leads to

p z; �zj _z ¼ r
 �

¼
p z; _z ¼ r; �z
 �

�z
�� ��Z1

�1

Z1
�1

p z; _z ¼ r; �z
 �

�z
�� ��dzd�z

: ðA1Þ

The occurrence rate of _z = r, that is, N(r), can be expressed
as

N rð Þ ¼
Z1
�1

Z1
�1

p z; _z ¼ r; �z
 �

�z
�� ��dzd�z: ðA2Þ

Consequently, the joint distribution of (z, �z) per unit time
becomes [Yuan et al., 1990]

p z; �z
 �

¼
Z1
�1

p z; �zj _z ¼ r
 �

N rð Þp Nð ÞdN

¼
�z
�� ��

4p3=2 m0m2m4ð Þ1=2 1� r2ð Þ1=2

� exp � 1

2 1� r2ð Þ
zffiffiffiffiffim0p

 !2
2
4

8<
: þ 2r

z�zffiffiffiffiffiffiffiffiffim0m4
p þ

�zffiffiffiffiffim4p

 !2
3
5
9=
;;

ðA3Þ

where r = m2/(m0m4)
1/2, mi is the ith-order moment of the

wave spectrum. We assume that the wave fields are
homogeneous and stationary. The breaking wave coverage
per unit time can then be calculated by applying (A3) to
equation (8) as

FB ¼ E H � g

2
� �z

� �n o
¼ 1

4p3=2 m0m2m4ð Þ1=2 1� r2ð Þ1=2

�
Z�g=2

�1

�z
�� �� exp � 1

2

�zffiffiffiffiffim4p

 !2
8<
:

9=
;d�z

�
Z1
0

exp � 1

2 1� r2ð Þ
zffiffiffiffiffim0p þ r

�zffiffiffiffiffim4p

 !2
3
5

8<
:

9=
;dz

Figure 12. Fractional momentum dissipation versus wind speed of U10. Solid line indicates our model
results.
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¼ 1

4p
m4
m2

� �1=2
1

2p1=2

Z1
�1

exp � x2

2

� �
dx

�
Z1

g=2m1=2
4

y exp � y2

2

� �
dy

¼ 1

4
ffiffiffi
2

p
p

m4
m2

� �1=2

exp � g2

8m4

� �
: ðA4Þ

Similarly, the volume of breaking water can be calculated as

VB � m1=20 m3=24

2p3=2g2m1=22

exp � g2

8m4

� �
: ðA5Þ
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