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ABSTRACT

A combined satellite dataset consisting of nine altimeter, 12 radiometer, and two scatterometer missions of

wind speed and wave height is calibrated in a consistent manner against NDBC data and independently

validated against a separate buoy dataset. The data are investigated for stability as a function of time. In-

stances where there are discontinuities or drift in the data are identified and accounted for in the calibration.

The performance of each of the instruments at extreme values is investigated using quantile–quantile com-

parisons with buoy data. The various instruments are cross validated at matchup locations where satellite

ground tracks cross. The resulting calibrated and cross-validated dataset is believed to represent the largest

global oceanographic dataset of its type, which includes multiple instrument types calibrated in a similar

fashion.

1. Introduction

Oceanographic satellites have now been in operation

for more than 30 years, providing an almost continuous

record of wind speed and wave height with global cov-

erage. Such data have become routinely used in a range

of applications such as offshore engineering design,

testing of numerical models, studies of air–sea fluxes,

wind and wave climatology, and the investigation of

trends in oceanographic wind speed and wave height.

Four main instruments that provide global measure-

ments of wind speed and/or wave height have been op-

erational during this period—altimeters, radiometers,

scatterometers, and synthetic aperture radars. These

systems have been carried on more than 20 different

satellite missions.

Each of these missions is a valuable data source.

However, the full value of such data is achieved through

the long-term nature of the combined record. To realize

this value, the full dataset needs to be consistently cali-

brated, validated, and cross validated. Once this has

been achieved and there is consistency across the in-

struments, the added value of a long-term combined

database can be realized.

This paper describes the calibration of all these plat-

forms against an extensive buoy dataset and its

validation against an independent buoy dataset (see the

appendix tables). The instruments are checked for long-

term stability and where discontinuities or drift is

observed, such issues are corrected. Where multiple sat-

ellites are in orbit at the same time, the instruments on

board are cross validated. In addition to ‘‘scatterplot’’

calibrations, which are weighted to mean conditions, the

structure of the probability distribution function is ex-

amined for each instrument. This enables an assessment

to be made of the performance of instruments in mea-

suring extreme conditions. An error analysis considers

the potential errors in calibration against buoy data and

attempts to reconcile differences with previous calibra-

tions of individual instrument types. The resulting dataset

is believed to be unique, bringing together data from 23

missions using three different instrument types (synthetic

aperture radar is not used).

The structure of the paper is as follows. Section 2

provides an overview of satellite remote sensing of the

oceans. Section 3 provides a description of the satellite

platforms and the instruments they carried, which

make up the present database. This is followed by a

description of the calibration of the satellite data

against in situ buoy data, an assessment of the long-

term stability of the datasets, and an examination of the

probability distribution functions (section 4). Section 5

reports on the cross validation between satellite plat-

forms that were operational at the same time. An errorCorresponding author: Ian Young, ian.young@unimelb.edu.au
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analysis is considered in section 6, including compari-

sons with previous studies. Finally, conclusions are

reported in section 7.

2. Satellite remote sensing of the oceans

a. Radar altimeters

Since the launch of Geosat in 1985, there has been an

almost continuous coverage of global altimeter data

(see Fig. 1). The altimeter images a footprint between 5

and 10 km in diameter. Based on the shape and in-

tensity of the returned radar signal from this footprint,

the altimeter can estimate the significant wave height

Hs and wind speed U10 (Cheney et al. 1987; Walker

1995; Chelton et al. 2001; Queffeulou 2004; Young

1994, 1999; Zieger et al. 2009). The significant wave

height is estimated from the slope of the leading edge of

the return pulse (Chelton et al. 2001; Holthuijsen 2007)

and the wind speed from the energy of the return pulse,

as measured by the radar cross section s0 (Chelton

et al. 2001).

The satellites carrying altimeters have been placed in

near-polar orbits. As a result, over a period of time, the

satellite will image the full Earth. The along-track data

density is of order 10 km; that is, an observation of Hs

and U10 is made every 10km along the ground track.

After a period of time known as the Exact Repeat

Mission (ERM), the satellite will fly over the same

ground track. The ERM generally varies between 5 and

20 days depending on satellite orbit. As such, the sepa-

ration between ground tracks at the equator can vary

between 100 and 400 km. Therefore, although the along-

track resolution of the altimeter is relatively high, its

temporal and cross-track resolution is low (numbers of

days/hundreds of kilometers). Hence, although such

instruments provide global coverage, the low spatial/

temporal resolution means that some storm events may

be undersampled or missed completely (Young et al.

2011; Vinoth and Young 2011; Young et al. 2012; Zieger

et al. 2014).

b. Microwave radiometers

A continuous record of radiometer measurements of

the ocean commenced with the launch in 1987 of the

Special Sensor Microwave Imager (SSM/I) F8 in-

strument operating on polar-orbiting Defense Meteo-

rological Satellite Program (DMSP) satellites. The

radiometer measures the brightness temperature of the

sea surface, which is related to the emissivity and re-

flection properties of the ocean. These in turn are a

function of the roughness of the water surface and hence

the wind stress. This wind stress is then related to the

wind speed, usually assuming a neutrally stable atmo-

spheric boundary layer and a constant value of the drag

coefficient (Hollinger et al. 1990; Wentz 1997; Mears

et al. 2001; Meissner and Wentz 2012).

FIG. 1. Durations of satellite missions included in the combined database.
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The radiometer measures over a swath approximately

1400km wide and produces measurements of wind speed

(not direction) at a resolution of 25km (Mears et al. 2001).

These satellites are usually placed in sun-synchronous or-

bits, and the combination of ascending and descending

passes images almost the full Earth each day. Hence,

compared to altimeters, radiometers providemuch greater

spatial and temporal resolution. Generally, however, ra-

diometers cannot provide reliable wind speed data in re-

gions with heavy rain (Meissner and Wentz 2009).

c. Scatterometers

Like the altimeter, the scatterometer measures s0. By

the use of either multiple fan antennas or a rotating disk

pencil beam, scatterometers measure s0 from a range of

different azimuth angles, thus also allowing the wind

direction to be determined. The continuous coverage of

global scatterometer data commenced in 1991 with the

launch of ERS-1. As with the radiometer, scatterometer

missions have generally utilized sun-synchronous near-

polar orbits with a ground-track swath of up to 1400km

and a resolution of 25 km (Naderi et al. 1991; Kramer

1994; Henderson and Lewis 1998; Long and Drinkwater

1999; Spencer et al. 2000). Like radiometers, scatter-

ometer measurements in the presence of heavy rain are

generally not reliable.

d. Synthetic aperture radar

As its name suggests, the synthetic aperture radar

(SAR) takes advantage of the ‘‘synthetic aperture’’

created by the forward motion of the satellite platform.

This means that the resolution of the radar is far greater

than one would expect given the physical size of the

radar antenna. Synthetic aperture radars have flown on

ERS-1, ERS-2, Envisat, RadarSat, TerraSAT, and

Sentinel-1 missions, giving a near-continuous record

since 1991. Although the forward motion of the satellite

results in enhanced radar resolution, it also results in a

number of complexities when imaging ocean waves. The

relativemotions of the satellite and surface wavesmeans

that the resulting transfer function relating the radar

image to the directional surface wave spectrum is

strongly nonlinear. The basic principles of operation

were described by Alpers et al. (1981) and Hasselmann

et al. (1985), and a process to obtain the full directional

wave spectrum was first described by Hasselmann and

Hasselmann (1991). Numerous refinements to such

SAR inversion techniques have been developed, a

summary being provided by Li et al. (2011).

Importantly, the SAR is the only instrument with the

potential to measure the full directional wave spectrum

and, as a minimum, the integral properties of the sig-

nificant wave height, the mean/peak wave period, and

the mean wave direction. Wave mode SAR images are

typically 5 km 3 10km and spaced every 200km along

track (Li et al. 2011). As such, the spatial and temporal

resolution is low. Although the potential for SAR is

significant, the relatively low spatial/temporal resolution

has limited its application. As such, SAR data have not

been included in the present database. This situation will

change in future years. The launch of instruments such

as TerraSAR and more recently the Sentinel-1 mission

means the long-term dataset of more spatially dense

SAR imagery will rapidly grow.

e. Calibration/validation

It is common practice to calibrate satellite-based re-

mote sensing systems against in situ buoys as well as

against other satellite systems. However, there are few

calibration and validation exercises that have attempted

to ensure there are long-term consistent datasets by

calibrating multiple instrument systems (e.g., combined

altimeter and radiometer) in the same manner and then

cross validating to ensure consistency. Some attempts

have been made to produce consistent datasets from

some altimeter missions (e.g., Cotton and Carter 1994;

Callahan et al. 1994; Young 1998b; Alves and Young

2003). A consistent long-term altimeter dataset com-

bining seven altimeter missions over the period 1995–

2009 was develop by Zieger et al. (2009) and in the

context of the Globwave dataset by Ash et al. (2010).

Consistent long-term radiometer and scatterometer

datasets are described by Wentz (2013) using a combi-

nation of buoy data and cross validation between mis-

sions comparing the radiative transfer models for

instruments. A 20-yr dataset was produced by Atlas

et al. (2011) using a variational analysis method that

combined cross-validated radiometer data from multi-

ple satellites with in situ data and model results. We are

not aware of any attempts to combine different types of

instruments (e.g., altimeter and radiometer), as de-

scribed here to create a single long-term dataset.

As will be noted later, one of the challenges in the

calibration/validation of such datasets is that there is no

true ‘‘ground truth.’’ Buoy data, as used in this study,

are often regarded as such, but they are associated with

their own errors and limitations, particularly at ex-

treme conditions. Approaches, such as triple colloca-

tion, have been proposed to account for the variety of

error sources (Stoffelen 1998; Hoffman et al. 2013).

The various calibration studies have demonstrated

the accuracy of all the instruments considered here.

Zieger et al. (2009) report RMS errors of less than

0.25m for Hs and 1.7m s21 for U10 from altimeters,

whereas Wentz (2013) reports an RMS U10 error of

0.9m s21 for radiometer data.

JUNE 2017 YOUNG ET AL . 1287

Unauthenticated | Downloaded 04/29/21 02:55 PM UTC



3. Available data

One of the confusing and concerning elements of sat-

ellite oceanography is that the numerous calibrations of

satellite data against buoys appear to yield a range of re-

sults. This is caused for a number of reasons, including the

matchup criteria of time and position used to extract data

(see below and section 6), the period of time over which

the calibrated data has been considered, and the algorithm

or version used to determine the geophysical quantity (Hs

or U10) from the quantity sensed by the satellite. All of

these variables will be defined in some detail for the

present analysis. In addition, all satellite data used in this

study have been sourced from two publicly available ar-

chives, thus reducing the variability that may result from

sourcing data from a large number of primary sources.

a. Altimeter data

The altimeter data was sourced from the public do-

main Globwave archive (http://globwave.ifremer.fr/).

The data used were along-track LP2 data with the de-

tails provided in Table 1. The along-track LP2 data

consist of 1-Hz data along the altimeter ground track.

A total of nine altimeter missions were included in the

full dataset: Geosat, ERS-1, TOPEX, ERS-2, Geosat

Follow-On (GFO), Jason-1, Envisat, Jason-2, CryoSat

(expressed in order of launch). These altimeter mis-

sions spanned the period from 31 March 1985 until

1 April 2015 and are shown in Fig. 1. This is a period of

30 years with a gap of 1 year and 8 months in 1991 and

1992 between the Geosat and ERS-1 missions.

The values of Hs were taken directly from the Glob-

wave netCDF files. However, following the approach

used by Zieger et al. (2009),U10 was calculated from the

Globwave values of s0 using the algorithm proposed by

Abdalla (2007),

U
10
5U

m
1 1:4U0:096

m exp(20:32U1:096
m ), (1)

where

U
m
5

�
46:52 3:6s

0
for s

0
# 10:917 dB

1690 exp(20:5s
0
) for s

0
. 10:917 dB

.

In (1), U10 is in meters per second and s0 is in decibels.

This approach was adopted to ensure a consistent al-

gorithm was used across all altimeter platforms.

At each matchup point between buoy wind speed,

corrected for anemometer height, and altimeter, s0 was

extracted (see section 4).As demonstrated byZieger et al.

(2009), an altimeter-specific s0 offset needs to be applied

to each altimeter dataset before the Abdalla (2007) re-

lationship can be applied. Thes0 offset was determined to

yield the minimum least squares difference between the

Abdalla (2007) function and the U10 (buoy)–s0 (al-

timeter) data. The resulting s0 offset values are shown

in Table 1. The s0 offset for most instruments is rela-

tively small. However, for Jason-1 and Jason-2, it is

TABLE 1. Summary of all satellite instruments in the combined database. Duration of each satellite mission and s0 offset used to calculate

U10 for altimeters are listed. Versions of the raw datasets sourced from Globwave or RSS are listed.

Mission Dates s0 offset (dB) Instrument Data source

Geosat 31 Mar 1985–30 Dec 1989 0.091 Altimeter GW_L2P_ALT_GEOS_GDR

ERS-1 1 Aug 1991–2 Jun 1996 0.030 Altimeter GW_L2P_ALT_ERS1_GDR

TOPEX 25 Sep 1992–8 Oct 2005 20.697 Altimeter GW_L2P_ALT_TOPX_GDR

ERS-2 29 Apr 1995–11 May 2009 20.030 Altimeter GW_L2P_ALT_ERS2_GDR

GFO 7 Jan 2000–7 Sep 2008 20.394 Altimeter GW_L2P_ALT_GFO_GDR

Jason-1 15 Jan 2002–3 Mar 2012 23.214 Altimeter GW_L2P_ALT_JAS1_GDR

Envisat 14 May 2002–8 Apr 2012 20.152 Altimeter GW_L2P_ALT_ENVI_GDR

Jason-2 22 Jun 2008–10 May 2012 23.038 Altimeter GW_L2P_ALT_JAS2_GDR

CryoSat 14 Jul 2010–1 Apr 2015 20.212 Altimeter GW_L2P_ALT_CRYO_GDR

SSM/I F8 9 Jul 1987–31 Dec 1991 — Radiometer REMSS V7

SSM/I F10 8 Dec 1990–14 Nov 1997 — Radiometer REMSS V7

SSM/I F11 3 Dec 1991–16 May 2000 — Radiometer REMSS V7

SSM/I F13 3May 1995–4 Nov 2009 — Radiometer REMSS V7

SSM/I F14 8 May 1997–8 Aug 2008 — Radiometer REMSS V7

SSM/I F15 18 Dec 1999–31 Dec 2011 — Radiometer REMSS V7

SSM/I F16 26 Oct 2003–28 May 2013 — Radiometer REMSS V7

SSM/I F17 14 Dec 2006–25 May 2013 — Radiometer REMSS V7

AMSR-E 1 Jun 2002–4 Oct 11 — Radiometer REMSS V7

AMSRJ 18 Jan 2003–24 Oct 2003 — Radiometer REMSS V5

TMI 6 Dec 1997–6 Jun 2013 — Radiometer REMSS V4

WindSat 5 Feb 2003–23 Jun 2013 — Radiometer REMSS V7

QuikSCAT 19 Jul 1999–19 Nov 2009 — Scatterometer REMSS V4

SeaWinds 10 Apr 2003–24 Oct 2003 — Scatterometer REMSS V3
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approximately 3 dB. The reason for this large offset is

not clear and appears to be unique to the versions of the

data in the Globwave database, as such large offsets

were not found by Zieger et al. (2009). Once this offset

is applied, however, all other aspects of the Jason-1 and

Jason-2 wind speed data appear consistent with buoy

measurements and other altimeters. That such offsets

are needed reflects the fact that functions such as (1)

are developed only for a specific subset of satellites and

for use with particular versions of the satellite products.

As noted earlier, care needs to be exercised to ensure

the particular set of data under consideration is cali-

brated consistently before being used.

b. Radiometer and scatterometer data

The radiometer and scatterometer data were sourced

from the public domain Remote Sensing Systems

(REMSS) archive (http://www.remss.com/). The data

used were the daily gridded fields, which provide data

along the satellite track and across the swatch at 25-km

resolution. A total of 12 radiometers were included in the

dataset: SSM/I F8–F17, AMSR-E, AMSRJ, TMI, and

WindSat. These missions span a period of 26 years from

July 1987 to June 2013. Two scatterometer missions were

also included: QuikSCAT and SeaWinds, which span a

period of 10 years from July 1999 toNovember 2009.Wind

speed valuesU10 andwind direction uw (for scatterometer)

were taken directly from the REMSS data files.

c. In situ buoy data

To adequately calibrate and assess the long-term

stability of the satellite dataset, it is desirable to have

a high-quality in situ buoy dataset covering the full

30 years of satellite data with a broad geographic dis-

tribution. The best known and most commonly used

buoy dataset is the NDBC archive (Evans et al. 2003).

Although the NDBC dataset covers the full period of

the satellite database, it is geographically limited to

areas around the continental United States andHawaii.

The NDBC data are generally regarded as high quality,

although questions have been raised about its long-

term consistency (Gemmrich et al. 2011; Jensen et al.

2015). As a result, a second independent buoy dataset

was also utilized. The European Centre for Medium-

Range Weather Forecasts (2014, personal communi-

cation) provided access to its combined buoy dataset.

This dataset contains data sourced from a range of

different agencies, including theMetOffice,Météo-France,
the French Naval Hydrographic and Oceanographic

Service [Service hydrographique et océanographique
de la Marine (SHOM)], the Marine Environmental

Data Service (MEDS; Canada) and TAO/TRITON

(tropical data). This combined ECMWF dataset signifi-

cantly enhances the geographic spread of the data, but

as it originates from a large range of sources, ensuring

consistent analysis and recording processes is problem-

atic. Therefore, the NDBC dataset has been used as the

primary source for calibration of the satellite database,

with the combined ECMWF dataset used as an in-

dependent validation for results. The locations of all

buoys in both the NDBC and composite ECMWF

databases are shown in Fig. 2.

The vast majority of the buoys in both networks

measure hourly values of either Hs, Uz, or both, where

Uz is the wind speed at the height of the anemometer z.

The wind speed at a standard reference height of 10m

FIG. 2. Locations of buoys used for the calibration and validation of the satellite systems: NDBC buoys (red

squares) and ECMWF combined buoys (blue dots).
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was determined assuming a logarithmic boundary layer

profile (Young 1999),

U
10
5U

z

ffiffiffiffiffiffi
k2

C
d

s
1

ln(z/z
0
)
, (2)

where k is the von Kármán constant ’ 0.4 and Cd is the

drag coefficient. Measurements of Cd over the ocean yield

results with scatter of an order of magnitude, and much

research has focused on the wind speed and sea state de-

pendence of Cd (e.g., Donelan 1982; Young 1999; Guan

andXie 2004). Noting the inherent difficulties in accurately

measuring wind speed from a floating buoy (e.g., Bender

et al. 2010), a representative constant value of Cd 51.2 3
1023 was adopted. This value is consistent with the

recommendations of Guan andXie (2004) and the wind

speed–dependent relationship of Donelan (1982), Cd 5
(0:961 0:041U10)3 1023, assuming a typical mean oce-

anic wind speed of U10 5 5ms21. With Cd 5 1.2 3 1023

and z5 10m, (2) yields z0 5 9.7 3 1025m. A range of

tests was conducted with constant wind speed–dependent

and sea state–dependent values of Cd. These different

assumptions had little impact on the final satellite wind

speed calibrations. A fuller investigation of the po-

tential errors associated with the determination of U10

from buoy anemometer measurements can be found

in section 6.

4. Calibration against buoy data

a. Altimeter calibration

The altimeter and buoy datasets were searched for

‘‘matchups,’’ where the altimeter track was within 50km

of a buoy and the overpass occurred within 30min of

the buoy recording data. These matchup criteria were

consistent with that adopted by Dobson et al. (1987),

Monaldo (1988), Gower (1996), Queffeulou (2003, 2004),

Queffeulou et al. (2004), and Zieger et al. (2009). A range

of values for both spatial and temporal mismatches was

tested and this combination seemed an optimal choice. It

produced a sufficient number of collocations for a stable

result while ensuring both buoy and altimeter responded

to the same approximate wind/wave field (see section 6).

Only buoys located more than 50km offshore were con-

sidered, so as to avoid nearshore impacts on both buoy

and satellite data (see section 6). A range of additional

quality control criteria was set:

d A minimum of five points were required in the

altimeter pass within the 50-km radius region around

the buoy.
d Cases where there was large along-track variability in

the altimeter data were excluded. Passes for which

s(Hs)/Hs . 0:2 were excluded, where s(Hs) and Hs

are the standard deviation and mean of values of Hs

along the altimeter subtrack, respectively. The same

criteria were also applied for wind speed U10.
d The Globwave altimeter files contain a quality flag,

swh_qcl. Only data with swh_qcl 5 0, indicating

‘‘good’’ data were retained.

The implicit assumption in calibration against buoy

data is that the buoy data are the ground truth. In reality,

both wind speed and wave height measurements from

buoys are subject to both sampling and instrumental

errors. Buoy values of Hs are usually obtained from

spectral analysis of 20-min records and wind speed

from a 10-min mean. As such, each of these estimates

represent one realization of the true value (Bendat and

Piersol 1971; Young 1986) and are subject to statistical

sampling errors. In addition, the accelerometers that are

used to measure wave height and the anemometers that

measure wind speed are subject to instrumental accu-

racy. Finally, most of the in situ measurements are ob-

tained from floating buoys. The motion of the buoys, the

sheltering provided by large waves in extreme sea states,

and the mooring systems all limit the accuracy of the

in situ measurements (Large et al. 1995; Zeng and

Brown 1998; Taylor and Yelland 2001; Howden et al.

2008; Bender et al. 2010; Jensen et al. 2015). Section 6

provides an analysis of the potential impacts on wind

speed measurements. Therefore, both satellite and buoy

data contain errors. This situation can be accommo-

dated, to some extent, by the use of reduced major axis

(RMA) regression (Trauth 2007). RMA regression

minimizes the triangular area bounded by the x and y

axes and the cord of the regression line. This contrasts

with conventional regression that minimizes the y offset

from the regression line. Standard least squares re-

gression analysis is highly sensitive to outliers. Such

outliers can be removed by the use of robust regression

(Holland andWelsch 1977). Robust regression assigns a

weight to each point, with values between 0 and 1. Points

with a value less than 0.01 were designated as outliers

and removed from the analysis before applying the

RMA regression analysis.

The matchup data for each of the altimeter missions

were used to carry out the RMA regression calibration

against the NDBC buoy dataset. The results for these

calibrations appear in Table A1, with examples of the

resulting scatterplots shown in Fig. 3. Figure 3 clearly

shows that there is less scatter in the matchup plots for

Hs than for U10, supporting the common view that the

altimeter has greater precision when measuring wave

height than wind speed. This probably occurs for two

reasons. First, wind by its nature is more spatially variant
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than wave height. There can be rapid spatial variations,

including fronts in a wind field. In contrast, wave fields

are dispersive and vary smoothly in space. Hence, the

spatial and temporal mismatch between altimeter and

buoy will be larger for wind speed measurements than

for wave height measurements. Second, the imaging

mechanism for wind speed is less direct than for wave

height. The wind speed is determined from the radar

backscatter, which is influenced by high-frequency

waves generated by the wind. In addition, contami-

nates on the water surface, such as the presence of bi-

ological or chemical slicks, can impact the radar

backscatter (Qi andZhao 2015). The presence of surface

currents can also influence the surface stress, which will

impact values of U10 obtained by satellites.

To assess the quality of the RMA fit to the data, Table

A1 also includes the 95% confidence limits on both the

slope and offset for the regression, using the approach of

Ricker (1973). A more detailed Monte Carlo analysis of

the confidence limits appears in section 6.

As noted above, a comparison of the results with

previous studies is difficult, as the durations of the data

comparisons and the precise version numbers of the al-

timeter product vary. However, Ash et al. (2010) have

undertaken a similar analysis for Globwave altimeterHs

to the data reported in Table A1. Although the duration

for which data are considered for each satellite varies,

compared to the present analysis the results are very

similar. The slope of the regression line differs by at

most 3% for any of the altimeters (Ash et al. 2010; do not

consider Geosat or CryoSat). The NDBC calibration

results for Hs are also consistent with the ECMWF

composite buoy dataset (Table A2); however, the slope

of the regression line is lower for every altimeter with

the exception of CryoSat by an average of 5%. This may

be because the datasets cover different geographic regions,

with the ECMWF dataset containing European data and

significantly more equatorial data. However, it appears

more likely that the ECMWF Hs values are, on average,

lower than the NDBC dataset. Durrant et al. (2009)

undertook a similar analysis using Jason-1 and Envisat as

references and reported that the Canadian MEDS buoys

measureHs on average 10% lower thanNDBCbuoys. The

present ECMWF dataset includes the MEDS buoys and

hence the 5% underestimation seen in the present data is

consistent with Durrant et al. (2009).

The calibrations for altimeter U10 are also consistent

across the NDBC and ECMWF datasets. Again, the

ECMWF data appear to be approximately 4% lower

than the NDBC data. However, this is largely driven by

CryoSat, where the ECMWF comparison is 12% lower

than NDBC. If CryoSat is removed, then the ECMWF

data are only 1.5% lower than NDBC. The reason for

the difference in CryoSat is not obvious. As a relatively

new instrument, its long-term performance is still not

extensively investigated.

The calibrations reported in Tables A1 and A2 and

shown in Fig. 3 contain data from the full duration of each

altimetermission. As pointed out by Zieger et al. (2009), it

is important to also understand the long-term stability of

the data. Such an analysis can reveal any step changes in

calibration that might occur due to changes in satellite

FIG. 3. Calibration of Envisat altimeter against NDBC buoy data: (a) wind speed and (b) significant wave height.

Shown are the 1:1 agreement (dashed diagonal line) and the RMA regression (thick solid line). Contours show the

density of matchup data points. The density of values has been normalized such that the maximum value is 1.0.

Contours are drawn at 0.9, 0.8, 0.7, . . . , 0.1, 0.05.
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systems or data processing or any drift in the calibration

with time. The quantities DHs 5Hs(alt)2Hs(buoy) and

DU10 5U10(alt)2U10(buoy), where the terms in paren-

theses refer to the altimeter and buoy, respectively, were

calculated at each matchup and plotted as a function

of time. To remove some of the temporal variability,

the results were block averaged with nonoverlapping

blocks of 40 points. Examples of typical results are

shown in Fig. 4.

Figure 4d shows TOPEX DHs. The clear drift that

occurs between 1997 and 1999 has been previously re-

ported by a number of authors (e.g., Dorandeu 1999;

Zieger et al. 2009). Figure 4c shows ERS-2 U10, where

there appears to be a step change in DU10 in the period

from 1 January 2001 to 1 June 2005. Across all satellite

missions, only two examples of drift were apparent: the

TOPEX Hs drift noted above and a drift in GFO U10

that commenced around 1 March 2006 and continued

until the end of the mission in 2008. These occurrences

of drift were removed by fitting a function to the period

of the drift and subtracting this from the data (details of

functions shown in Table A3). In cases where there were

discontinuities or step changes in the data, as in Fig. 4c,

the data were partitioned either side of the discontinuity

and separate calibrations were carried out for each

segment (called ‘‘partial calibration’’). The positions of

such discontinuities were first determined from the

NDBC data and then confirmed with the ECMWF data.

There was strong correlation between the two datasets.

These results were then also confirmed from altimeter–

altimeter matchups (see section 5). The final partial

calibrations for both wind speed and wave height are

given in TableA3 (for NDBC). Figures 4a and 4b are the

same as Figs. 4c and 4d, respectively, but after the drift

and discontinues have been removed using the partial

calibration process.

Calibration results, such as those shown in Fig. 3,

indicate good agreement between altimeter and buoy

over the full range of buoy measurements of Hs and

U10. However, the calibration functions, shown in

Tables A1 and A3 are weighted toward the bulk of the

data at moderate values of wind speed and wave height.

A better understanding of the performance of the al-

timeter across the full range of values can be obtained

by comparing the probability distribution functions

(pdf) for altimeter and buoy. This can be done with the

use of quantile–quantile (Q–Q) plots. This was done

for all altimeters for bothHs andU10 and for both buoy

datasets (NDBC and ECMWF). In all cases the Q–Q

plots were in good agreement across the full range of

FIG. 4. Difference between altimeter andNDBC buoy values ofU10 andHs as a function of time. The ERS2 altimeter is shown in panels

(a) and (c) and the TOPEX altimeter in panels (b) and (d). Panels (c) and (d) show the result when a single calibration relation is used over

the full period of the mission (i.e. Table A1). Regions where there were either discontinuities (c) or drift (d) are shown by shading. Panels

(a) and (b) show the result when piecewise calibration was used (i.e., Table A3).
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available data. Figure 5 shows the Q–Q plots for En-

visat–buoy for both Hs and U10. Figure 5a suggests that

Envisat may produce slightly higher wind speeds than

the buoys at high values of U10. GFO showed a similar

tendency, although in neither case is this entirely clear,

as there are little data above 20m s21. This behavior

was not present in any of other altimeters, which

showed good agreement between the probability dis-

tribution functions out to values of 25m s21. This

agreement does, however, raise the question of

whether floating buoys can accurately measure wind

speed and wave height under extreme conditions, as

noted above. This is examined in more detail in

section 6.

The performance of altimeter-derived wind speed

and wave height at extreme value is particularly im-

portant for many engineering applications and, although

the good agreement between altimeter and buoy pdfs

is encouraging, the lack of confidence in the ability

of buoys to accurately measure such condition raises

doubts about the use of such altimeter data to predict

extreme conditions. If, for instance, buoys underesti-

mate high wind speed and wave height (Large et al.

1995; Zeng and Brown 1998; Taylor and Yelland 2001;

Howden et al. 2008; Bender et al. 2010; Jensen et al.

2015), then the abovementioned results indicate that

altimeter extreme values (U10 . 15m s21,Hs . 7m)may

also be underestimated. In addition to issues around

buoy accuracy, the s0 2U10 relationship for the altim-

eter becomes less sensitive at high wind speeds and

questions over the accuracy of altimeter wind speed

measurements at high wind speeds have been raised

(e.g., Young 1993). Young et al. (2011) also raised con-

cerns about the accuracy of Geosat U10 at high wind

speeds. The present results indicate that Geosat per-

formance at high wind speeds is comparable to the other

altimeter missions.

b. Radiometer and scatterometer calibration

The same matchup criteria were applied to the radi-

ometer/scatterometer data as for altimeter., that is, a

collocation separation of 50kmand 30min (see section 6).

In addition, there needs to be a minimum of five points

in the satellite pass and only points that have a ‘‘no

rain’’ flag and a ‘‘good quality’’ flag set were retained.

All points in the pass that met these criteria were aver-

aged to obtain a representative radiometer/scatterometer

U10 to be compared to the buoy wind speed, corrected for

anemometer height as in section 3c. As for the altimeters,

only buoys greater than 50km offshore were considered

(see section 6). TheRMAanalysis was then applied as for

altimeter data.

Figure 6 shows typical examples of the analysis for

the SSM/I F13 radiometer (Fig. 6a) and the QSCAT

scatterometer (Fig. 6b). The full RMA analysis results

appear in Tables A4 and A5. Table A4 shows the cali-

bration against the NDBC dataset and Table A5 shows

the validation against the ECMWF composite dataset.

In contrast to the altimeters, where the calibrations

differed significantly between the instruments, all of the

SSM/I instruments have very similar calibration results.

This is not surprising, as the REMSS wind speed re-

lationships were developed by intercomparison between

the SSM/I instruments, rather than by the calibration of

FIG. 5. Q–Qplots between theEnvisat altimeter andNDBCbuoy data. Shown are (a) wind speed and (b) significant

wave height.
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individual instruments against buoys (Wentz 2013).

With the exception of the TMI radiometers, the vali-

dation against the ECMWF buoy data is consis-

tent with the altimeter results and indicated that the

ECMWF dataset is, on average, 1% lower than the

NDBC data.

The results shown in Tables A4 and A5 indicate, on

average, a small negative U10 offset compared to the

REMSS values (i.e., buoys less than REMSS). For a

typical global average wind speed of U10 5 7:5 m s21,

the results in Tables A4 and A5 give average (averaged

across all satellites) offsets of 20.220ms21 (22.9%)

for the NDBC buoys and 20.319ms21 (24.2%) for the

ECMWF buoys. This offset varies across the satellites.

For the NDBC buoys, it has a maximum of20.388ms21

(25.2%) for SSM/I F10 and a minimum of20.088ms21

(21.2%) for AMSR-E–MF. For the ECMWF buoys,

the offset has a maximum of20.445m s21 (25.9%) for

WindSat and a minimum of 20.112m s21 (21.6%)

for TMI–LF. The fact that there is a consistently neg-

ative offset (although magnitude varies) compared to

the REMSS values, which used a similar set of cali-

bration buoys, suggests that the explanation for these

differences may lie in the selection of buoys or the

treatment of the buoy wind speed measurements.

The fact that the relative magnitudes of the offsets

for individual satellites vary between the NDBC

and ECMWF datasets (i.e., the maximum and mini-

mum values are for different satellites) suggest that

these small differences may represent the limitations

of buoy accuracy. These possibilities are examined in

more detail in section 6. Compared to the altimeter

wind speeds, however, the REMSS radiometer winds

represent a consistent dataset in good agreement with

buoy data.

As with the altimeter data, the radiometer/scatterometer

U10 was also checked for long-term stability by deter-

mining DU10 5U10(rad)2U10(buoy) as a function of

time, where U10(rad) is the radiometer/scatterometer

wind speed. Figure 7 shows examples of these relations

as a function of time for the TMI radiometer (MF

band) (Fig. 7a) and the QSCAT scatterometer (Fig. 7b).

The results for all radiometers/scatterometers were

stable as a function of time with no indications of drift

or discontinuities. This is perhaps not surprising, as the

REMSS calibration process uses intercomparisons of

satellite missions as a key element of the approach.

Hence, a single calibration for each mission, as shown

in Table A4, is appropriate for all the radiometer/

scatterometer missions. If one assumes that the initial

REMSS intersatellite calibrations minimized the dif-

ferences between satellite missions, then the individual

buoy-related relations in Tables A4 and A5 will in-

troduce some inconsistency between the satellites.

However, the results in Tables A4 and A5 do minimize

the differences with the present buoy datasets (see

section 7).

A clear periodicity of 1 year is evident in Fig. 7 with

DU10 reaching a maximum in January and a minimum

in June/July. This same feature was also apparent in

FIG. 6. Calibration of (a) SSM/I F13 radiometer wind speed against NDBC buoy data and (b) QSCAT scat-

terometer wind speed against NDBC buoy data. Shown are the 1:1 agreement (dashed diagonal line) and the RMA

regression (thick solid line). Contours show the density of matchup data points. The density of values has been

normalized such that the maximum value is 1.0. Contours are drawn at 0.9, 0.8, 0.7, . . . , 0.1, 0.05.
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altimeter DU10 and to some extent DHs in Fig. 4. In

assessing the reason for this seasonal oscillation, it is

important to note that the vast majority of the NDBC

buoys are at latitudes greater than 1308. January cor-

responds to the Northern Hemisphere winter, when

both wind speed and wave height are a maximum for

these latitudes. Although the oscillations are clear in

the DU10 time series, the amplitude of the oscillations

are relatively small, typically of order 0.3m s21. Typ-

ical climatologies for the North Pacific and North

Atlantic indicate mean monthly wind speeds for

January of approximately 12m s21 (e.g., Young 1999);

that is, the oscillations are approximately 3% of the

mean condition.

There are two likely causes for these oscillations. The

first is the influence of atmospheric stability on the

boundary layer (Large and Pond 1982; Young 1998a).

Under neutral conditions, when the air and water tem-

peratures are equal, there is a logarithmic boundary

layer in the air. If the water is warmer than the air (un-

stable conditions), there will be an upward flux of heat

and more dense air will overlay less dense air. The result

is a more uniform distribution of velocity in the

boundary layer than under neutral conditions. Unless

accounted for, this will impact the estimates of U10. It

will also impact the shear stress on the water surface that

the altimeter, radiometer, and scatterometer all in-

directly rely upon to determine U10. During winter (i.e.,

January in the Northern Hemisphere) the air tempera-

ture will often be less than the water temperature and

unstable conditions will not be uncommon. Hence, it is

not surprising that a seasonal signal exists in the wind

speed difference for all instruments. Mears et al. (2001)

reported similar stability-related impacts for buoy–

radiometer comparisons.

Atmospheric stability also has an influence on wave

height. Young (1998a) has shown that the changes to the

atmospheric boundary layer changes the generation of

waves and results in enhanced wave growth rates under

unstable conditions. However, it is unlikely that this

mechanism would result in a seasonal signal in DHs. The

altimeter measures Hs from the shape of the return al-

timeter pulse (see section 2a), which is directly influ-

enced by the average height of the waves over the

altimeter footprint. The changed shape of the boundary

layer may change the wave spectrum in some manner

(e.g., the relationship between height and period), but

this is likely to have a small impact on the altimeter

measurements of Hs. However, the seasonal oscillation

in altimeter DHs was much less clear than for DU10.

Envisat, Jason-1, and TOPEX show some evidence of

the oscillation; the other five altimeters do not show this

phenomenon.

The second possible cause for the seasonal oscilla-

tion is that there is a small mismatch between the

calibrated altimeter/radiometer/scatterometer data and

the buoy data. Moving from summer to winter results

in the wind speed/wave height seasonally increasing

and decreasing. This is the same as moving up and

down the diagonal line on Figs. 3 and 6. If the data

cloud is not perfectly distributed around the calibra-

tion line, then this will result in an average mismatch

between buoy and satellite data that will also vary

seasonally. The absolute error is likely to be larger

during larger winds/waves and smaller during smaller

wind/waves. Although the calibration relations were

developed using RMA regression to best fit the buoy

data, they were developed for aggregate data from the

whole NDBC dataset. Had, for instance, only buoys

with a latitude north of 1308 been consider, the re-

sulting RMA regression would have been different.

Tests with different subsets of buoys showed that a

difference of 2%–3% could easily result in these cir-

cumstances (see section 6).

FIG. 7. Differences between (a) TMI radiometer (MF band) and NDBC buoy wind speed as a function of time and (b) QuikSCAT

scatterometer and NDBC buoy wind speed as a function of time.
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Separating the two influences is difficult, as both

have the same phase and frequency. Presenting DU10

and DHs in nondimensional form (i.e., DU10/U10) was

investigated as an alternative presentation. Although

this might address the issue of calibration mismatch

as a function of the absolute magnitude, it will not

address any atmospheric stability issues. Alternative

presentations of this form proved inconclusive. Tests

were also performed where the calibration relations

were systematically increased/decreased at large values

of U10 and Hs in an attempt to investigate the sen-

sitivity to a calibration mismatch. Through this pro-

cess it was possible to reduce the magnitude of the

oscillations for DHs but DU10 was not significantly

impacted.

Data from a deep-water buoy at an equivalent

Southern Hemisphere location would help to resolve

this issue. However, there is very little such long-term

data available. One possibility is the Southern Ocean

Flux Station (SOFS) (Rapizo et al. 2015) buoy located

at latitude 246.78, south of Australia in the Southern

Ocean. The full deployment covers a period of ap-

proximately 3.5 years (March 2010–October 2013), but

the total duration of data is only approximately 700 days

with two large data gaps of many months when the

buoy was serviced. This data record was investigated

but found to be too short and fragmented to be able to

be analyzed for a periodic signature in DU10.

Without further data, we speculate that the oscilla-

tions are largely the seasonal response to atmospheric

stability (Mears et al. 2001). The fact that this can

be clearly seen in the data when it is only a few percent

of the mean shows the quality and volume of the

present dataset.

The shape of the radiometer/scatterometer pdf

compared to the buoy dataset was investigated using

Q–Q plots. Typical examples for both radiometer and

scatterometer are shown in Fig. 8. Figure 8a shows the

result where only ‘‘matched’’ data are considered;

that is, for every buoy data point there is a matching

radiometer/scatterometer data point. These are the

same data used in developing the RMA calibrations

(Table A4; Fig. 7). As noted above, radiometer/

scatterometer data during heavy rain are unreliable.

Hence, the data in Fig. 8a exclude such data from

both the buoy and satellite records. However, a Q–Q

plot does not require this one-to-one matchup of

data. Figure 8b includes all data where there was a

spatial and temporal matchup of buoy and satellite.

That is, the buoy data include points for which the

‘‘rain flag’’ was set for the radiometer/scatterometer.

As before, the radiometer/scatterometer excludes

these data.

The results in Fig. 8 are typical of theQ–Q plots for all

of the radiometer/scatterometer instruments when com-

pared with both buoy datasets. Above approximately

20ms21, the ‘‘matched up’’ radiometer/scatterometer

data have a greater percentage of the data in the tail of

the pdf (Fig. 8a) than the buoy data. This is shown by

the data falling below the diagonal line in the figure.

This indicates there is a tendency for these instruments

to record higher values of U10 than buoys at high wind

FIG. 8. Q–Qplots between SSM/IF15 andNDBCbuoywind speeds. (a) Case where there is a 1:1 correspondence

between data points. (b) Case where there is amatchup between data points but SSM/I F15 points with a rain flag set

are excluded. Difference between the panels is caused by the fair weather bias in the radiometer data.
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speeds. As noted, above, buoy wind speeds are poten-

tially biased low at higher wind speeds. Hence, the

REMSS analysis potentially corrects for this feature.

The magnitude of this correction is further investigated

in section 6.

It could be assumed that since the radiometer/

scatterometer data cannot measure during heavy

rain, that this would introduce a ‘‘fair weather’’ bias.

As strong winds in storms are often associated with

rain, it is reasonable to assume that there would be

less high wind data in the tail of the radiometer pdf

as a result. Figure 8b addresses this issue by including

‘‘rain’’ data for the buoy but excluding these data

from the radiometer/scatterometer data. This results

in a reduction in the amount of data in the tail of the

radiometer pdf, which elevates the Q–Q plot com-

pared to Fig. 8a. That is, there is a fair weather bias in

radiometer/scatterometer data, which means that

these instruments miss some high wind cases due to

heavy rain.

5. Cross validation between satellites

A further check on the consistency and stability of

the various satellite instruments can be made by cross

validation between the missions. The same criteria as

used for the calibrations against buoys were used to

extract matchup points between altimeter–altimeter

and altimeter–radiometer/scatterometer missions. There

are numerous such combinations of satellite missions

(18 altimeter–altimeter and 49 altimeter–radiometer/

scatterometer). In addition, the number of such collo-

cated matchups is large when radiometer/scatterometer

data are involved because of the width of the ground

track swath. As a result, the search process to ex-

tract matchups was lengthy and in many cases the

resulting matchup datasets have more than 250 000

points. All of the matchups for these various combi-

nations were extracted and analyzed as above. That is,

RMA validations were performed for each of the

combinations, as well as for the investigation of the

difference between the satellite Hs and U10 values as a

function of time. Q–Q plots were also analyzed for each

combination.

Figure 9 shows representative samples of RMA

cross-validation results. Figures 9a and 9b show ex-

amples of RMA cross validation of wind speed be-

tween altimeter and radiometer and altimeter and

scatterometer, respectively. As both instruments have

been calibrated against buoy data, one would expect

the cross-validation data to agree well. This was the

case for all combinations of altimeter/radiometer/

scatterometer. The maximum deviation in the slope of

the RMA regression was 3%. As noted earlier, and in

section 6, this magnitude of difference could be ex-

pected simply because this is an independent set of

data to the NDBC buoy calibration dataset. Figures 9c

and 9d show altimeter–altimeter cross validations for

wind speed and Figs. 9e and 9f for significant wave

height. Again, all cross validations between altimeters

were in good agreement with the buoy calibrations

(maximum difference of 3% in the slope of RMA

regression).

Figures 9c–f show two different altimeter–altimeter

combinations: Jason-1–GFO (Figs. 9c and 9e) and

Jason-1 –TOPEX (Figs. 9d and 9f). Jason-1 and GFO

are in different orbits and hence matchups generally

occur when the satellite ground tracks cross at signif-

icant angles. In contrast, Jason-1 and TOPEX are in

the same orbit. They follow the same ground track

with a time difference of less than 30min to meet the

selected matchup criteria. It is clear that when the

satellites are in the same ground track, the scatter in

the figures is very significantly reduced (Figs. 9d and 9f

compared to Figs. 9c and 9e). This suggests that the

scatter apparent in all of the results is largely due to

the requirement to set a range of spatial and temporal

matchup criteria rather than the inherent accuracy of

the instruments.

Figure 10 show examples of Q–Q plots for a repre-

sentative altimeter–radiometer wind speed combina-

tion (Jason-1–SSM/I F15). Two cases are shown in

Fig. 10. The first (dashed–dotted line) is for the case of

all matchup points. That is, there needs to be a unique

matchup between radiometer and altimeter, with good

data from both instruments (similar to Fig. 8b).

Hence, this result will not show any ‘‘fair weather’’

bias in the radiometer data. Noting this, the altimeter

produces lower estimates of wind speed than the al-

timeter above U10 5 20m s21. These results are con-

sistent with the buoy matchup Q–Q plots. Compared

to the REMSS radiometer/scatterometer data, the

altimeter underestimates the wind speeds at higher

values of U10. The performance of the REMSS radi-

ometer data at high wind speeds is further investigated

in section 6. Note also that Fig. 10 goes out to higher

wind speeds than the buoy comparisons in Fig. 5b, as

there are many more matchups for the radiometer–

altimeter cases.

Figure 10 also shows Jason-1–SSM/I F15 Q–Q

results for a region rather than for exact matchups

(‘‘1’’ symbols). All data for each instrument for a 18 3
18 square centered at 145.58, 180.58 (North Pacific)

and the duration of the Jason-1mission are considered

(i.e., there does not need to be a unique matchup).

This comparison was included to investigate whether
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FIG. 9. Cross-validation matchup plots for the satellite sensors. Shown are the 1:1 agreement (dashed

diagonal line) and the RMA regression (thick solid line). Contours show the density of matchup data

points. Density of values has been normalized such that the maximum value is 1.0. Contours are drawn at

0.9, 0.8, 0.7, . . . , 0.1, 0.05.
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the sampling patterns of the respective instruments

influences the pdf. As noted earlier, the repeat cycle

of the altimeter is such that it will retrace the same

ground tracks only every 10 days for Jason-1. This

means that it is possible that the altimeter misses

some storms and hence ‘‘undersamples’’ extremes

(Vinoth and Young 2011). Figure 10 confirms that

the altimeter does undersample extreme conditions

to some extent. The Q–Q plot for all data in a region

shows that for the same probability level, Jason-1

wind speeds are slightly lower than those for exact

matchups. However, the undersampling does not ap-

pear to have a major impact. Note also that the analysis

in Fig. 10 was repeated for a range of regions and

produced very similar results to those shown in Fig. 10.

Hence, it appears that both instruments have limita-

tions when measuring high wind speeds. The altimeter

transfer function (U10 2s0 relationship) appears to

underestimate high wind speeds, whereas the radi-

ometer fair weather bias also reduces the amount of

high wind speed data in the tail of the pdf. The sparse

ground track repeat frequency of the altimeter also

misses some storms and hence slightly undersamples

extreme conditions.

6. Error analysis

Thebuoyoffset of20.2 to20.35ms21 atU10 5 7:5ms21

compared to the REMSS radiometer/scatterometer

results and the cross-validation differences (altimeter

to radiometer) of approximately 0.3m s21 raises the

question of the cause of these differences. As a result,

a number of sources of potential error were investi-

gated. Issues that were investigated include 1) dis-

tance to shore of buoys used, 2) buoy–satellite

matchup criteria, 3) sample size used for RMA anal-

ysis, 4) drag coefficient used to determine buoy U10,

and 5) confidence limits on RMA analysis. Finally, the

high wind speed performance of the radiometer data is

investigated using a limited number of measurements

from a fixed offshore platform.

a. Distance to shore of buoys

The present analysis used only buoys more than

50 km offshore. This was intended to exclude satellite

data that might be corrupted by the proximity to land.

The chosen value (50 km) was based on the analysis of

Zieger et al. (2009) for altimeter data. To test whether

this value was responsible for the negative offset rela-

tive to the REMSS results for radiometer/scatterometer,

the buoy matchup analysis was repeated with a range

of different offshore values for the selection of buoys—

50, 100, 150, 200, and 300 km. The analysis was carried

out for SSM/I F8, SSM/I F13, and SSM/I F17. The re-

sulting offsets at U10 5 7:5m s21 were 20.381, 20.305,

20.478, 20.489, and 20.341m s21 for SSM/I F08;

20.184, 20.256, 20.271, 20.262, and 20.142m s21 for

SSM/I F13; and 20.207, 20.142, 20.143, 20.128,

and 20.048m s21 for SSM/I F17, respectively. All

values are negative, and there is no consistent trend

that, for instance, may show the magnitude of the offset

decreasing with distance offshore. The results do,

however, show that the selection of buoys (i.e., as the

offshore criterion changes, the actual buoys in the

analysis change) can account for a difference of ap-

proximately 0.2m s21 in the offset. Hence, we conclude

that using only buoys more than 50 km offshore does

not bias the matchup analysis.

b. Matchup criteria

The matchup criteria used in the abovementioned

analysis was Dx5 50 km and Dt5 30min. These criteria

were varied to see whether smaller values reduced the

offset atU10 5 7:5ms21. Values ofDx5 50 and 25kmand

Dt5 30 and 15minwere investigated. The resulting offsets

for Dx5 50 and 25km were20.381 and 20.286ms21 for

SSM/I F8, 20.184 and 20.132ms21 for SSM/I F13,

and20.207 and20.255ms21 for SSM/I F17, respectively.

FIG. 10. Q–Q plot between SSM/I F15 radiometer and Jason-1

altimeter wind speeds. Case for matchup data between the two

instruments (dashed–dotted line). Case where all data measured

by both instruments within a 18 3 18 square centered on 145.58,
180.58 are used (crosses). The fact that the data fall below the

diagonal indicates that the altimeter underestimates wind speed

at high values compared to the radiometer. Difference between

the two lines is caused by spatial undersampling of extreme wind

events by the altimeter.
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For Dt5 30 and 15min, the offsets were 20.381 and

20.390ms21 for SSM/I F8, 20.184 and 20.033ms21 for

SSM/I F13, and 20.207 and 20.209ms21 for SSM/I F17,

respectively. Again, there was no clear reduction in the

offset as thematchup criteria were reduced. Therefore, we

conclude that the matchup criteria used do not result in a

negative offset.

c. Sample size

As noted above, the radiometer/scatterometer

buoy matchups contain many collocation points. For

instance, SSM/I F13 has 163 377 points used in the

RMA buoy analysis (Table A4). To determine

whether the selection and number of points in the

analysis had an impact on the result, the points were

resampled. Initially, the matchup dataset was sub-

sampled randomly in groups of 30 000 points. The

RMA analysis for these subsampled groups gave al-

most identical regression results to the full analysis of

Table A4. Across five different subsamples, the buoy

offset at U10 5 7:5m s21 varied by only 0.01m s21, in-

dicating that these large data samples are little im-

pacted by such subsampling.

In a second such analysis, the subsamples were se-

lected across individual groups of buoys (i.e., not

random); that is, 30 000 points were selected from one

group of buoys and then a second 30 000 from a dif-

ferent group. The groups were not specifically selected

on regional grounds, although this may also impact

the results. Across six such selections of points, the

offsets atU10 5 7:5m s21 were20.412,20.224,20.155,

20.143,20.077, and20.127m s21. This analysis shows

that the selection of buoys can account for differences

in this offset of up to 0.25m s21. The exact cause of

these differences is unknown, although it is most

likely an indication of the accuracy of anemometer

calibration across the buoys, possibly the effects of

flow distortion around different buoys and boundary

layer correction. Such differences do not account for

the consistent small negative bias noted above, but

they easily account for the differences between the

calibration results noted for individual radiometer/

scatterometer missions.

d. Drag coefficient

Buoy data are recorded at a variety of anemometer

heights, although the significant majority of the data are

from buoys where the anemometers are less than 5m

above the mean sea level. These data were converted

to a reference height of 10m using a value of the drag

coefficient Cd and the assumption of a logarithmic

boundary layer profile [(2)]. The impact of different

values for Cd was assessed for the NDBC buoy results

of SSM/I F13. The resulting buoy offsets at U10 5
7:5m s21 were 20.184, 20.168, and 20.059m s21 for

Cd 5 1:23 1023, 1:33 1023, and 2:03 1023, respec-

tively. A value of Cd 5 1:23 1023 was used in this

analysis;Cd 5 1:33 1023 was used in the earlier REMSS

analysis of Mears et al. (2001). The offset reduces as the

value of Cd increases, and a value of Cd 5 2:03 1023

almost completely removes the offset. It is not clear

what value of Cd has been used by REMSS in the

development of SSMI algorithm, version 7, in Wentz

(2013). A sea state–dependent value of Cd was

also tested (Donelan 1982), yielding an offset of

20.166m s21, which is in reasonable agreement with

the value Cd 5 1:23 1023 used in the present analysis.

As noted above, measured values of Cd can scatter

over an order of magnitude. Therefore, the observed

offset between REMSS values and the present buoy

results could be the result of different assumed values

of the drag coefficient.

e. Confidence limits

The data cloud in Fig. 6 is indicative of the fact that

there are sampling and measurements errors in both

the buoy measurements of wind speed and the radi-

ometer measurements. The RMA regression analysis

and the confidence limits calculated using the ap-

proach of Ricker (1973) should account for the vari-

ability of such data. Because of the large number of

data points in the analysis, the confidence limits on

the regression are very small (see Table A4). An

alternative Monte Carlo approach to estimating the

confidence limits was investigated. The data cloud

in Fig. 6a (SSM/I F13) can be approximated by a two-

dimensional Gaussian distribution with s 5 0.87m s21

in both dimensions of the buoy wind speed and the

radiometer wind speed. Each of the 163 377 points

in the buoy–SSM/I F13 matchup analysis was con-

sidered to be a randomGaussian variable with a mean

given by the measured value and s 5 0.87m s21. A

total of 1000 realizations of each of these points fol-

lowing this probability distribution were generated

and the RMA analysis was conducted for each of the

realizations. The slope and intercept of each of the

1000 realizations were rank ordered and the 5%

and 95% values determined. The resulting confidence

limits for SSM/I F13 are slope m 5 0:987 6 0:002

and intercept c 520:0866 0:012, with the offset at

U10 5 7:5m s21, DU10 520:1836 0:005m s21. These

error values are extremely close to the Ricker (1973)

results in Table A4 and confirm that the confidence

limits for these random errors are extremely small

due to the very large datasets. As noted above, how-

ever, systematic errors such as those brought about
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through anemometer calibration are potentially

significantly larger.

f. High wind calibration

The Q–Q analysis in section 4 indicated that for

wind speeds above 15m s21, the altimeter and buoys

are in good agreement, whereas the radiometers/

scatterometer measures higher values than the buoys.

As a number of studies indicate that buoys underesti-

mate at high winds, the radiometer/scatterometer result

is in the appropriate direction; however, whether the

magnitude of the increase above buoy measurements is

correct requires further data. The problem, however, is

that there is little reliable high wind ground truth (not

buoy) data.Within theECMWFcompositewind dataset,

one location at 161.68, 3.78 is a fixed North Sea oil

platform with an anemometer height of 33m. Although

oil platforms are not ideal for the measurement of wind

speed, because of flow disturbance around the structure,

this location provides the opportunity to investigate the

radiometer Q–Q performance at high wind speed for a

fixed measurement platform.

As the amount of data at this single location for any

one radiometer is relatively small, data were pooled

from all SSM/I missions (F10–F17). In this manner, a

total of 5400 matchups were obtained. Figure 11 shows

the (platform–radiometer) matchup points and the

Q–Q plot. The RMA regression result for the com-

bined data is U10* 5 0:976U10 2 0:135, with an offset at

U10 5 7:5m s21 of 20.32m s21. Both the regression

result and the offset are in remarkably good agreement

with the buoy results in Table A4. As the anemometer

values needed to be corrected from a height of 33m,

this good agreement suggests that the drag coefficient

used in this analysis is reasonable. More importantly,

the Q–Q plot indicates that the pdfs of the platform

U10 and the radiometer are in reasonable agreement.

In contrast to the buoy matchup data (Fig. 8a), the

platform wind speeds are in good agreement with the

radiometers at high wind speeds. Although data from a

single location is not definitive, this result suggests that

the REMSS radiometer results perform reasonably

well above U10 5 15 m s21, whereas the altimeter un-

derestimates such high wind speeds.

7. Conclusions

This paper presents the calibration and validation

of a combined satellite database consisting of nine al-

timeters, 12 radiometers, and two scatterometers that

have flown over the last 30 years. All instruments are

calibrated in a consistent manner against the NDBC

buoy dataset and then validated against an indepen-

dent buoy dataset. The various satellite missions are

cross validated at matchup points, where they overfly

the same region of the ocean at approximately the

same time. The calibrated satellite datasets were

checked for consistency as a function of time. Where

instrument drift or discontinuities were detected, these

were corrected and documented.

The altimeter calibrations are consistent with those

previously undertaken by Ash et al. (2010) for Glob-

wave data. In particular, periods of instrumental drift

for TOPEX Hs and GFO U10 are identified and func-

tions to correct such drift are proposed. As identified

by Zieger et al. (2009), a number of discontinuities in

the altimeter records are identified. In the case of

ERS-1 and ERS-2, U10 corrections are large, 20% for

ERS-1 and 10% for ERS-2 (Table A1). Again, this is

consistent with Ash et al. (2010). These issues dem-

onstrate the importance of such calibrations before

using altimeter data.

In contrast to the altimeter data, the REMSS

radiometer/scatterometer data are a high-quality and

consistent U10 dataset. Comparisons with buoys indi-

cate a small negative bias (buoys less than radiometer/

scatterometer) of approximate 3%. At a mean global

wind speed of 7.5m s21, this offset represents a reduc-

tion in REMSS values of between20.2 and20.3m s21.

An extensive error analysis is undertaken to attempt

FIG. 11. Comparison of combined SSM/I wind speeds from

F8–F17 with wind speeds measured at a fixed platform at 161.68,
13.78 (small dots). The small-dot data points fall into horizontal

lines as the data are archived in increments of 1m s21. Q–Q plot for

these data is shown by the asterisk (*).
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to identify the basis of this difference. It is determined

that different assumed values of the drag coefficient

used to adjust buoy wind speeds to a reference height of

10m could account for an offset of this magnitude.

Also, differences of this magnitude can occur if dif-

ferent groups of buoys are used in the matchup analy-

sis. This indicates that calibration differences between

different sets of buoys are of order 0.3m s21. Hence,

although the present analysis indicates a negative offset

in the REMSS radiometer/scatterometer calibration, it

is of the same order as the accuracy of the buoy wind

speed measurements.

The performance of the satellite systems was also

investigated across the full magnitude of the measured

values of U10 and Hs. This analysis shows that the al-

timeter provides values of Hs consistent with buoy

TABLEA2. RMAaltimeter calibration relations for the full missions using the ECMWF composite buoy dataset. Slope and offset of the

RMA regression are listed with 95% confidence values for both these quantities. Number of matchup data points in the regression n and

percentage of outliers excluded from the RMA regression are listed.

Altimeter Slope Offset 95% limit slope 95% limit offset n Outlier (%)

Hs Geosat

ERS-1 1.098 0.169 1.051 to 1.145 0.047 to 0.290 831 2.8

TOPEX 0.980 20.046 0.972 to 0.988 20.066 to 20.027 12 719 4.2

ERS-2 1.050 20.070 1.039 to 1.060 20.097 to 20.043 10 127 4.1

GFO 1.000 0.091 0.989 to 1.011 0.065 to 0.116 6257 5.6

Jason-1 1.010 20.108 1.002 to 1.017 20.127 to 20.088 14 322 4.5

Envisat 0.990 20.039 0.981 to 0.999 20.062 to 20.015 9827 5.8

Jason-2 1.023 20.148 1.013 to 1.033 20.174 to 20.122 8691 4.5

CryoSat 1.004 20.222 0.990 to 1.019 20.262 to 20.181 2568 6.5

U10 Geosat

ERS-1 1.018 20.403 0.978 to 1.058 20.761 to 20.046 1279 1.3

TOPEX 1.001 20.739 0.989 to 1.013 20.845 to 20.632 15 014 0.8

ERS-2 0.942 20.420 0.930 to 0.955 20.533 to 20.307 12 584 0.5

GFO 1.014 20.631 0.996 to 1.031 20.775 to 20.486 8154 0.7

Jason-1 0.940 20.388 0.931 to 0.949 20.468 to 20.308 20 292 1.0

Envisat 0.965 20.569 0.953 to 0.978 20.676 to 20.461 12 322 0.9

Jason-2 0.935 20.402 0.924 to 0.947 20.499 to 20.305 13 610 1.1

CryoSat 0.959 20.374 0.942 to 0.976 20.508 to 20.239 5364 1.8

TABLE A1. RMA altimeter calibration relations for the full missions using the NDBC buoy dataset. Slope and offset of the RMA

regression are listed with 95% confidence values for both of these quantities. Number of matchup data points in the regression (n) and

percentage of outliers excluded from the RMA regression are listed.

Altimeter Slope Offset 95% limit slope 95% limit offset n Outlier (%)

Hs Geosat 0.961 0.053 0.924 to 0.997 20.035 to 0.141 467 5.4

ERS-1 1.213 20.056 1.184 to 1.242 20.121 to 0.009 1578 5.7

TOPEX 1.061 20.094 1.053 to 1.070 20.110 to 20.078 8416 5.9

ERS-2 1.110 20.090 1.096 to 1.123 20.117 to 20.062 5658 6.3

GFO 1.069 0.089 1.058 to 1.080 0.068 to 0.110 4533 8.3

Jason-1 1.060 20.078 1.051 to 1.069 20.096 to 20.060 7732 6.9

Envisat 1.007 0.044 0.998 to 1.016 0.026 to 0.062 7584 7.2

Jason-2 1.061 20.099 1.049 to 1.073 20.123 to 20.074 4627 8.1

CryoSat 1.001 20.123 0.985 to 1.017 20.157 to 20.090 2862 5.7

U10 Geosat 1.065 20.880 1.001 to 1.128 21.356 to 20.405 575 0.7

ERS-1 1.017 20.543 0.0990 to 1.044 20.751 to 20.335 2625 1.6

TOPEX 0.999 20.420 0.985 to 1.014 20.533 to 20.307 8618 1.6

ERS-2 0.975 20.182 0.961 to 0.989 20.287 to 20.077 9647 1.4

GFO 1.039 20.563 1.017 to 1.062 20.742 to 20.383 4593 1.1

Jason-1 0.976 20.258 0.963 to 0.990 20.360 to 20.157 9081 1.9

Envisat 1.030 20.617 1.016 to 1.044 20.726 to 20.509 9972 2.0

Jason-2 0.971 20.253 0.955 to 0.987 20.372 to 20.135 6868 1.9

CryoSat 0.985 20.400 0.964 to 1.006 20.556 to 20.242 3934 1.3
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data across the full range of available data (0–10m).

Across the range 0–15m s21, altimeter, radiometer,

and scatterometer instruments also provide values of

U10 that are consistent with buoy data and between the

various instrument systems. For wind speeds above

15m s21, the altimeter appears to underestimate U10,

whereas the radiometer/scatterometer data appear in

reasonable agreement with the limited fixed-platform

anemometer data. Buoy data tend to underestimate

wind speeds at high values of wind speed. The

TABLE A3. RMA altimeter calibration relations as in Table A1, but using piecewise regressions to account for discontinuities in the

calibrations as a function of time. Drift removal functions are also stated where appropriate.

Altimeter Period Calibration relation 95% limit slope 95% limit offset n Outlier (%)

Hs Geosat 31 Mar 1985–30 Dec 1989 Hs*5 0:961Hs 1 0:053 0.924 to 0.997 20.035 to 0.141 467 5.4

ERS-1 1 Aug 1991–2 Jun 1996 Hs*5 1:213Hs 2 0:056 1.184 to 1.242 20.121 to 0.009 1578 5.7

TOPEX 25 Sep 1992–25 Apr 1997 Hs*5 1:051Hs 2 0:060 1.035 to 1.068 20.090 to 20.030 2402 5.9

TOPEX 25 Apr 1997–30 Jan 1999
Hs*5Hs 1 0:03032

0:0542[exp(0:0027t)]1:1080
— — — —

TOPEX 30 Jan 1999–8 Oct 2005 Hs*5 1:065Hs 2 0:080 1.055 to 1.075 20.099 to 20.060 5110 6.8

ERS-2 29 Apr 1995–11 May 2009 Hs*5 1:110Hs 2 0:090 1.096 to 1.123 20.117 to 20.062 5658 6.3

GFO 7 Jan 2000–7 Sep 2008 Hs*5 1:069Hs 1 0:089 1.058 to 1.080 0.068 to 0.110 4533 8.3

Jason-1 15 Jan 2002–3 Mar 2012 Hs*5 1:060Hs 2 0:078 1.051 to 1.069 20.096 to 20.060 7732 6.9

Envisat 14 May 2002–1 Aug 2004 Hs*5 1:033Hs 1 0:004 1.009 to 1.058 20.045 to 20.052 1078 7.5

Envisat 1 Aug 2004–8 Apr 2012 Hs*5 1:003Hs 1 0:052 0.994 to 1.013 0.032 to 0.071 6506 7.2

Jason-2 22 Jun 2008–10 May 2012 Hs*5 1:061Hs 2 0:099 1.049 to 1.073 20.123 to 20.074 4627 8.1

CryoSat 14 Jul 2010–1 Apr 2015 Hs*5 1:001Hs 2 0:123 0.985 to 1.017 20.157 to 20.090 2862 5.7

U16 Geosat 31 Mar 1985–30 Dec 1989 U10* 5 1:065U10 2 0:880 1.001 to 1.128 21.356 to 20.405 575 0.7

ERS-1 1 Aug 1991–2 Jun 1996 U10* 5 1:017U10 2 0:543 0.0990 to 1.044 20.751 to 20.335 2625 1.6

TOPEX 25 Sep 1992–8 Oct 2005 U10* 5 0:999U10 2 0:420 0.985 to 1.014 20.533 to 20.307 8618 1.6

ERS-2 29 Apr 1995–1 Jan 2000 U10* 5 0:979U10 1 0:032 0.953 to 1.005 20.157 to 20.222 2918 1.4

ERS-2 1 Jan 2000–1 Jan 2001 U10* 5 1:002U10 2 0:565 0.949 to 1.056 20.985 to 20.145 650 1.5

ERS-2 1 Jan 2001–1 Apr 2001 U10* 5 0:952U10 2 1:389 0.801 to 1.103 22.905 to 0.127 126 0.8

ERS-2 1 Apr 2001–1 Jun 2005 U10* 5 0:953U10 2 0:294 0.928 to 0.978 20.490 to 20.098 2878 1.6

ERS-2 1 Jun 2005–11 May 2009 U10* 5 1:017U10 2 0:350 0.992 to 1.043 20.532 to 20.168 3075 1.2

GFO 7 Jan 2000–1 Jan 2001 U10* 5 0:972U10 2 0:477 0.869 to 1.075 21.556 to 20.202 200 2.0

GFO 1 Jan 2001–1 Mar 2006 U10* 5 1:085U10 2 0:240 1.057 to 1.112 20.649 to 20.230 2900 2.5

GFO 1 Mar 2006–7 Sep 2008 U10* 5U10 2 0:0025t1 0:2 — — — —

Jason-1 15 Jan 2002–3 Mar 2012 U10* 5 0:976U10 2 0:258 0.963 to 0.990 20.360 to 20.157 9081 1.9

Envisat 14 May 2002–8 Apr 2012 U10* 5 1:030U10 2 0:617 1.016 to 1.044 20.726 to 20.509 9972 2.0

Jason-2 22 Jun 2008–10 May 2012 U10* 5 0:971U10 2 0:253 0.955 to 0.987 20.372 to 20.135 6868 1.9

CryoSat 14 Jul 2010–1 Feb 2011 U10* 5 0:978U10 2 0:854 0.930 to 1.026 21.221 to 20.487 710 1.1

CryoSat 1 Feb 2011–1 Apr 2015 U10* 5 0:983U10 2 0:270 0.960 to 1.007 20.442 to 20.098 3224 1.6

TABLEA4.RMAradiometer and scatterometer calibration relations for the fullmissions using theNDBCbuoy dataset. Slope andoffset of

the RMA regression are listed with 95% confidence values for both these quantities. Number of matchup data points in the regression n and

the percentage of outliers excluded from the RMA regression are listed. The asterisk denotes values corrected by the calibration.

Satellite Sensor Calibration relation 95% limit slope 95% limit offset n Out (%)

U10 SSM/I F8 Radiometer U10* 5 0:961U10 2 0:088 0.956 to 0.966 20.126 to 20.050 24 711 0.4

SSM/I F10 Radiometer U10* 5 0:966U10 2 0:133 0.963 to 0.970 20.161 to 20.105 40 864 0.7

SSM/I F11 Radiometer U10* 5 0:971U10 2 0:138 0.968 to 0.975 20.162 to 20.114 55 903 0.8

SSM/I F13 Radiometer U10* 5 0:987U10 2 0:086 0.986 to 0.989 20.100 to 20.072 163 377 0.7

SSM/I F14 Radiometer U10* 5 0:984U10 1 0:007 0.982 to 0.987 20.008 to 0.023 117 691 0.8

SSM/I F15 Radiometer U10* 5 0:984U10 2 0:032 0.982 to 0.986 20.045 to 20.018 166 287 0.9

SSM/I F16 Radiometer U10* 5 0:977U10 2 0:060 0.975 to 0.979 20.072 to 20.047 191 116 1.0

SSM/I F17 Radiometer U10* 5 0:975U10 2 0:019 0.973 to 0.976 20.034 to 20.005 137 167 1.1

AMSR-E–LF Radiometer U10* 5 1:009U10 2 0:228 1.007 to 1.011 20.241 to 20.216 15 0386 1.0

AMSR-E–MF Radiometer U10* 5 0:990U10 2 0:013 0.988 to 0.992 20.025 to 0.000 151 186 1.0

TMI–LF Radiometer U10* 5 0:981U10 2 0:160 0.979 to 0.983 20.171 to 20.145 183 316 1.1

TMI–MF Radiometer U10* 5 0:959U10 1 0:189 0.957 to 0.962 0.173 to 0.205 116 228 0.5

WindSat Radiometer U10* 5 1:005U10 2 0:282 1.003 to 1.007 20.296 to 20.267 124 599 1.3

QuikSCAT Scatterometer U10* 5 1:010U10 2 0:235 1.008 to 1.011 20.247 to 20.223 161 203 1.6
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radiometer and scatterometer cannot accurately

measure wind speed in heavy rain. The exclusion of

these cases, which often are associated with high

winds, produces a fair weather bias. The distance be-

tween altimeter tracks is often many hundreds of ki-

lometers and the repeat time for a given track up to

10 days. This relatively course spatial coverage means

that the altimeter potentially undersamples storm

events and may miss wind speed extremes. Cross

validation between the instruments confirms that the

altimeter underestimates extreme wind speeds.

As reliable ground truth calibration data at high wind

speeds are very limited, all systems (altimeter, radiom-

eter, scatterometer) should be used with caution for

wind speeds greater than 20ms21.

The final calibrated combined satellite database

provides a valuable resource for the study of a wide

range of ocean issues, including engineering design,

ship routing, air–sea interaction, climatology, climate

change, and model validation. Both of the datasets

used in this study are available in the public do-

main (altimeter—Globwave, http://globwave.ifremer.fr/;

radiometer/scatterometer—Remote Sensing Systems

(REMSS), http://www.remss.com/). The matchup data are

available from the corresponding author by request.
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APPENDIX

Calibration and Validation Relationships

The tables in the appendix show relationships for

missions using various datasets. See Tables A1, A2, A3,

A4, and A5.
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