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ABSTRACT

The observed and predicted response of the bulk — skin sea surface temperature difference (AT) to changes
in the wind speed and net heat flux is analyzed. Observations of AT from the northern Atlantic and tropical
Pacific Oceans demonstrate that the wind speed affects AT through the net heat flux and turbulent mixing.
Increased winds typically increase the net heat flux, which increases the size of AT. At the same time, increased
winds cause enhanced mixing, which decreases the size of AT. To predict the net change to AT, both effects
must be properly modeled. The theoretical development of existing models for AT is traced and compared. All
the models can be similarly derived from surface renewal theory with their differences resulting only from the
corresponding definition of the dissipation rate. The differences are manifested in the predicted dependence of
AT on the wind speed. The predicted AT values and wind speed dependencies are evaluated with the available
AT observations to determine the most accurate approach. A new model for AT is developed to better reproduce
the observed behavior of AT. The new model follows from surface renewal theory and includes timescales for
both the shear-driven and free convection regimes. The model is shown to accurately reproduce both aspects of
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the observed effect of wind speed on AT and predict the value of AT to better than 0.1 K.

1. Introduction

The bulk — skin sea surface temperature difference
(AT) refers to the temperature gradient that exists
across the molecular boundary layer at the surface of
the ocean. Viscous effects dominate in the molecular
boundary layer and heat transfer occurs by molecular
processes. The thickness of the molecular boundary
layer is typically less than 1 mm (Grassl 1976). The
ocean skin comprises the top few molecules of the mo-
lecular boundary layer. The ocean skin is generally a
few tenths of a degree cooler than the water between
the base of the molecular boundary layer and several
meters below the surface due to the nature of the heat
transfer at the ocean surface (McAlister and McLeish
1969; Hasse 1971; Grassl 1976; Robinson et al. 1984,
Coppin et al. 1991). The existence of this temperature
difference has an important effect on air—sea exchange
processes and the measurement of sea surface temper-
ature (SST) from satellites.
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Many studies have investigated the parameters that
govern the behavior of AT (Ewing and McAlister
1960; Saunders 1967; McAlister and McLeish 1969;
Hasse 1971; Paulson and Parker 1972; Grassl 1976;
Katsaros 1977; Liu et al. 1979; Katsaros 1980; Paulson
and Simpson 1981; Schliissel et al. 1990; Coppin et al.
1991; Soloviev and Schliissel 1994 ). The precise effect
of wind speed on AT is still unclear, however. The
various theoretical predictions differ on the dependence
of AT on wind speed. Some models (e.g., Saunders
1967) predict that AT is inversely proportional to the
friction velocity while others (e.g., Brutsaert 1975a)
predict a more complicated dependence where the wind
speed appears in the model via the roughness Reynolds
number. Similarly, different in situ datasets appear to
suggest different effects of wind speed on AT. Fairall
et al. (1996) noted that in skin temperature measure-
ments taken by Schliissel et al. (1990) the largest AT
values occurred at high wind speeds, while in mea-
surements taken by Coppin et al. (1991) the largest AT
values occurred at low wind speeds.

The purpose of this paper is to investigate the wind
speed dependence of AT. Both in situ data and theo-
retical predictions are examined to clarify the effect of
wind speed on AT. Since AT also depends on the net
heat flux and the net heat flux varies with the wind
speed, the dependence of AT on the net heat flux is
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studied simultaneously. Two datasets containing mea-
surements of AT are used to study the observed depen-
dence of AT on wind speed under different climato-
logical conditions. The development and predicted be-
havior of various theoretical models for AT are
presented and compared. The modeled AT values are
compared with the in situ observations to determine
which theoretical approach most accurately predicts the
dependence of AT on wind speed. Based on these re-
sults, a new model is derived for the prediction of AT.

2. In situ data

Two recent datasets contain accurate measurements
of AT, wind speed, and the additional meteorological
quantities required to compute the net heat flux using
the bulk aerodynamic formulas. The first was collected
aboard the German F/S Meteor in the northeast Atlan-
tic Ocean in October and November of 1984. Mea-
surements were collected between 21° and 50°N, 0° and
28°W. The conditions included in the dataset are rep-
resentative of relatively dry midlatitude conditions. The
second dataset was collected in March 1993 in the
equatorial Pacific aboard the R/V John V. Vickers as
part of the Central Equatorial Pacific Experiment (CE-
PEX). The section of the cruise used in this analysis
extended between 2°N and 2°S from 165°E to 150°W.
The corresponding conditions were representative of
moist tropical conditions.

The measurements collected during both cruises
consist of skin and bulk SST, downwelling solar and
longwave radiation, wind speed, air temperature, and
humidity. On the Meteor, the skin temperature was
measured with a Barnes PRT-5 radiometer and the bulk
temperature was measured with platinum resistance
temperature devices (RTDs) at depths of 0.1, 2, 4, and
7 m beneath the surface. Further details on the Meteor
measurements, their accuracy, and an analysis of the
data were presented by Schliissel et al. (1990). On the

Vickers, the skin temperature was measured by the new-

Ophir Multi-Band Infrared Sea-Truth Calibrator
(MISTRC) and the bulk temperature was measured at
a depth of roughly 3 m with a precision thermistor. The
downwelling solar and longwave radiation were mea-
sured with an Eppley pyranometer and pyrgeometer,

respectively. The radiation sensors were gimbaled to

eliminate effects of ship roll. The measurements were
processed following Schliissel et al. (1990) to provide
an accuracy of about 10 W m™2. The wind speed, air

" temperature, and humidity were measured with sensors
operated by the ship. Documents provided by the crew
of the Vickers list the accuracy of the bulk SST as 0.1
K, the air temperature as 0.3 K, and the relative hu-
midity as 3%.

The Ophir MISTRC took measurements at wave-
lengths of 3.728, 4.025, 10.752, and 11.785 ym. In ad-
dition, the measurements at 3.728 and 4.025 um were
taken both with and without a vertical polarizer. The
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TABLE 1. Average AT values (K) computed
for wind speeds above and below 5 ms™'.

Dataset u<5ms™* u>5ms!
Meteor 0.27 0.34
CEPEX 0.23 0.20

skin temperature measurements at each wavelength and
polarization were independently calibrated in an iden-
tical manner using a well-mixed seawater reference fol-
lowing Schliissel et al. (1990). The results showed dis-
crepancies up to 0.1 K between the different measure-
ments. The differences were similar during both day
and night, implying that the differences were not
caused by reflected solar radiation. The precise source
of the differences is still being investigated, but the
differences suggest that the seawater reference calibra-
tion system is not adequately correcting for effects due
to the nonblackness of the sea surface. The net effect
on this study is to add an additional uncertainty to the
accuracy of the radiometric skin temperature measure-
ments. Single wavelength measurements cannot show
this problem, and thus the uncertainty is believed to
apply to the Meteor measurements as well. The differ-
ences between the MISTRC measurements suggest a
skin temperature uncertainty of 0.1 K. Standard error
analysis for the computation of skin temperature from
the reference system indicates errors of only 0.05 K.
For this work, the accuracy of all skin temperature mea-
surements was assumed to be 0.1 K.

The skin temperature measurements from the 4.025-
wpm polarized channel were used because they had the
lowest noise level. The temperatures were increased by .
0.07 K to force average agreement with the 10.752-um
measurements. The 10.752-pm average was selected
for consistency with the PRT-5 radiometer used for the
Meteor cruise.

Further analysis of the Meteor data since the paper
by Schliissel et al. (1990) indicated a possible problem
with the accuracy of the bulk temperature measure-
ments at 2-m depth. The 2-m temperature was consis-
tently about 0.05 K cooler than both the 4-m and 7-m
temperatures, even during periods of strong mixing
when no offset is expected. When the measurements at
0.1 m were available, they agreed more closely with
the 4-m measurements than the 2-m measurements.
The AT values for the Meteor data were, therefore,
calculated relative to the 4-m bulk temperature rather
than the 2-m bulk temperature as in Schliissel et al.
(1990).

Hourly averages of AT and all meteorological mea-
surements were calculated for both datasets. Measure-
ments were only considered when all quantities re-
quired to calculate the net heat flux were available.
Measurements where the wind speed was greater than
10 m s ™! or the skin temperature was greater than the
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Fic. 1. Relationship between AT and wind speed for hourly averages of nighttime measure-
ments from the F/S Meteor. The different symbols correspond to different segments of the cruise
as indicated in the legend. Note that there is no apparent relationship between AT and wind speed
during any of the cruise segments. The correlation coefficient for all of the points grouped together

is 0.19.

bulk temperature at night were also eliminated. All
analyses were limited to the nighttime to eliminate any
possible effects of daytime warming of the near-surface
layer in the ocean. The heat flux was computed from
the averaged meteorological measurements using the
bulk aerodynamic formulae following the approach of
Clayson et al. (1996). Hourly averages were used to
reduce the random errors associated with individual AT
measurements and to improve the approximations in-
volved in the use of the bulk aerodynamic formula.

Following Schliissel et al. (1990) the average AT for
wind speeds both above and below 5 m s™' was calcu-
lated for each dataset. The results are shown in Table 1.
As found by Schliissel et al. (1990), the largest AT values
in the Meteor dataset occur at the highest wind speeds.
In contrast, though there is only a small change in the
average AT values, the largest AT values in the CEPEX
dataset occur at the lowest wind speeds. This is the same
contrast noted by Fairall et al. (1996 ) between the Schliis-
sel et al. (1990) and Coppin et al. (1991) datasets.

To further investigate this difference and determine
what the in situ data reveals about the relationship be-
tween wind speed and AT, the hourly averaged night-
time AT values were plotted against the corresponding
hourly averages of the wind speed. The results from the
Meteor are shown in Fig. 1, while the results from CE-
PEX are shown in Fig. 2. Though the average AT is
greater at higher wind speeds for the Meteor data, there
is no significant correlation between AT and wind
speed. There are also large AT values at low wind
speeds and low AT values at high wind speeds. Even
when the Meteor data is broken into small segments
with similar conditions, there is no significant correla-
tion between AT and wind speed during those periods.
Similarly, the CEPEX data shows only a small ten-
dency for AT to decrease as the wind speed increases.
The correlation coefficient is only —0.22. Plotting AT
against the friction velocity, u,, in place of the wind
speed does not significantly change the appearance of
the plots. Based on the degree of scatter in both data-



1972

CEPEX Data Nighttime Hourly Averaged Points
—

0.40 T T T
o ° ]
030 -
° N ° 1
< °
o 4 1
o o o, 0 < ° < °© J
L ° o J
L ° 4 o %% & % 4 » S o 4
[ Q ° 8
O Qo 8 °© o o
g o o 0 0% 08 o o ¢ ]
= 0201 X 34 ° ° o
< B AJ el o
° ©
o o (3 ]
8 ° °
L o |
[ o ° o °° ° 8 ]
© RS © o ° ]
F o
0.10— o —
[ ° e ]
oool . . ooty ]
2 4 6 8 10
Wind Speed (m/s)

FiG. 2. Relationship between hourly averages of nighttime mea-
surements of A7 and wind speed from the CEPEX data. The corre-
lation coefficient is only —0.22, indicating that no significant corre-
lation between AT and wind speed was observed in the data.

sets, the datasets cannot be said to show significantly
different behavior. It is impossible to conclude from
these figures how AT responds to a change in wind
speed. The effect of wind speed on AT cannot be de-
termined while ignoring the effect of other parameters
that influence AT.

To isolate the dependence of AT on wind speed
while still accounting for variations in AT due to
changes in the net heat flux, we used three-dimensional
projections to plot AT as a simultaneous function of
wind speed and net heat flux. The nighttime AT values
from each dataset were binned by wind speed and heat
flux values, and an average AT was computed for each
bin. A AT value of 0 was assigned if there were no
data available for the bin. Although O is a reasonable
AT value, it was chosen for the no-data value to give
the plots the best clarity. The heat flux is defined as
positive from the ocean to the atmosphere, the normal
orientation for nighttime conditions.

The results for the Meteor and CEPEX data are
shown in Figs. 3a and 3b, respectively. When plotted
in this manner, the datasets show similar overall trends.
Both datasets show that AT increases with the net heat
flux when the wind speed is held constant and that AT
generally decreases with increasing wind speed if the
net heat flux is held constant. The rate of change of AT
with wind speed is greatest at the lowest wind speeds.
The most significant difference between the datasets is
in the rate of increase in AT with increasing net heat
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flux. The data from the Meteor suggest a much greater
rate of increase.

The surfaces suggest a two-part dependence of AT
on wind speed through turbulent mixing and the net
heat flux. First, an increase in wind speed increases the
turbulent mixing near the ocean surface that acts to
decrease the temperature gradient across the molecular
boundary layer. Second, increases in the wind speed
also cause an increase in the net heat flux which in-
creases the cooling at the surface and increases AT. If
wind speed and heat flux were independent, it could be
concluded that AT increases with heat flux and de-
creases with wind speed. Since the heat flux and wind
speed are related, the precise state of the measurement
must be known. If a decrease in wind speed leads only
to a small change in the heat flux, AT will likely in-
crease. If instead a decrease in wind speed leads to a
significant drop in the heat flux such as when the latent
heat flux dominates, AT will probably decrease.

The different appearance of Figs. 1 and 2 is caused
by the different rates of increase of AT with net heat
flux and the different relative effect of wind speed on
the net heat flux. A scatterplot of the net heat flux ver-
sus wind speed for both datasets is shown in Fig. 4.
Over the same approximate wind speed range, the net
heat flux varies by 275 W m™? in the Meteor data in
comparison with only 200 W m~? in the CEPEX data.
A change in wind speed is typically accompanied by a
larger change in net heat flux in the Meteor data. The
response of AT to the change in net heat flux over-
whelms the response to the change in wind speed es-
pecially for the observed sharp response of AT to the
heat flux in the Meteor data. As a result, the correlation
between AT and wind speed is reduced for the Meteor
data as seen in Fig. 1. The effect of the varying response
of net heat flux to changes in wind speed will be dis-
cussed further in section 4a.

3. Theoretical predictions

To accurately predict AT and properly account for
its effects, theoretical AT models must be able to
reproduce this observed behavior. The current mod-
els for AT all generally predict the observed two-part
dependence of AT on wind speed, but differ on the
precise functional dependence on wind speed. The
derivations are similar, but slight differences have a
significant effect on the predicted response to wind
speed. It is necessary to compare the different pre-
dicted relationships and determine which is most ac-
curate.

a. Current AT models

Several different theories have been developed. to
predict the functional dependence of AT on the net heat
flux and wind speed (Saunders 1967; Hasse 1971;
Paulson and Parker 1972; Brutsaert 1975a; Grassl
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FIG. 4. Observed relationship between nighttime measurements of net heat flux and wind speed in the Meteor and
CEPEX datasets. The correlation coefficient is 0.70 for the points from the Meteor and 0.61 for the CEPEX data. The
net heat flux increases with increasing wind speed in both datasets, but for the same change in wind speed, the net heat

flux increases by a greater amount in the Meteor data.

1976; Katsaros 1977; Liu et al. 1979; Paulson and
Simpson 1981; Robinson et al. 1984; Wu 1985; Schliis-
sel et al. 1990; Coppin et al. 1991; Soloviev and Schliis-
sel 1994). The first model of AT was presented by
Saunders (1967, hereafter referred to as Saunders).
The Saunders model is based on the assumption that
the heat transfer across the skin layer occurs by molec-
ular conduction. For molecular conduction, the tem-
perature gradient is given by

0

AT=k,

(1)

where Qy is the net heat flux, § is the thickness of the
skin layer, and k is the thermal conductivity of sea-
water. The difficulty in applying (1) is determining the
thickness of the skin layer. From dimensional argu-
ments, Saunders assumed that § is given by

v
6o — |
Use

(2)

where v is the kinematic viscosity of water and u, is
the friction velocity of the water. The friction velocity
is related to the wind speed by
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N (3)
Pw

where u is the wind speed, Cj, is the drag coefficient,

and p, and p,, are the density of air and seawater, re-

spectively. Inserting (2) into (1) gives the Saunders
model for AT:

AT =2
Ugk

(4)
where \ is a constant of proportionality. Saunders did
not have data to determine the value of A but estimated
it to be between 5 and 10.

Since then, many investigators have determined val-
ues for A. Much of the work focused on whether \ is
truly a constant. Paulson and Parker (1972), Paulson
and Simpson (1981), and Coppin et al. (1991) pre-
sented data suggesting that \ has a constant value of
15, 6.5, and 6.5 respectively. Grassl (1976) and Schliis-
sel et al. (1990), in contrast, presented data suggesting
that \ is wind speed dependent. They both presented
the variation of N with wind speed in tabular form,
specifying different values of A for different wind
speeds. The A values generally showed a near-linear
increase with wind speed. Wu (1985, hereafter Wu)
examined previous datasets and concluded that \ varies
linearly with the wind speed up to 7 m s ! but then is
constant at greater wind speeds.

Hasse (1971) presented a model with the same func-
tional form as that of Saunders. Hasse’s (1971) devel-
opment was different in that he attempted to obtain a
solution for the temperature drop across a layer thicker
than the skin layer. He also began with (1) but consid-
ered one layer where the thermal diffusivity was as-
signed the molecular value and a second layer where
the thermal diffusivity was replaced with an eddy dif-
fusivity. As with Saunders, Hasse took the thickness of
the molecular layer to be inversely proportional to the
wind speed, u, and found AT across that layer to be
proportional to Qy/u. Hasse speculated, however, that
the functional behavior of the eddy diffusivity might
add an additional term with a different wind speed de-
pendence for the temperature drop beneath the molec-
ular layer. To investigate this, Hasse modeled the eddy
diffusivity and plotted the total temperature drop
against Qy/u. He found that even in the second layer,
the temperature drop was still well represented by
On

AT =C= (5)
Uu

The value of his constant varied slightly with the depth
of the bulk-measurement but insignificantly with wind
speed. Thus, Hasse’s results were essentially the same
as Saunders’s with an invariant A\. For a bulk temper-
ature measurement at a depth of 2.5 m, the value of the
constant was found to be 1.48 X 10> m* K W g~
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Equations (4) and (5) fail, however, as the wind
speed approaches zero. In both cases the denominator
approaches zero and the expression becomes undefi-
ned. As the wind speed approaches zero, there is a tran-
sition from a shear-driven to a free convection regime.
Saunders addressed this fact and presented a second
model for AT in the case of a dead calm. This rela-
tionship can be written

1/4 3/4
ore (2 (2"
ag k
where « is the coefficient of thermal expansion for wa-
ter, g is acceleration due to gravity, and « is the thermal
diffusivity of water. Katsaros (1977) derived the same
form from a classical analysis of thermal instability.
Fairall et al. (1995, hereafter Fairall) attempted to
incorporate the free convection regime into a model of
the form of (4) for use in the western Pacific warm
pool. They accomplished this by smoothly blending ex-
pressions for the skin layer thickness in the shear-
forced and free convection regimes. In the shear-forced
regime, Fairall used the same form for the skin layer
thickness as Saunders. The skin layer thickness in the
free convection regime was derived from Rayleigh
number scaling. The result was a new expression for A
incorporating both regimes. The expression is given by

3\ 3/471-1/3
x=6[1+<52§ﬂﬂ&1> ] o

ugk?

(6)

where Q, is the virtual cooling given by

_ SBc,
Oy=0n+ < oL, >QE9

(8)

¢, is the specific heat capacity of seawater at constant
pressure, S is the salinity, £ is the salinity expansion co-
efficient, L, is the latent heat of vaporization of seawater,
and Qg is the latent heat flux. At wind speeds above ap-
proximately 3 m s !, \ approaches a constant value of 6.
At lower wind speeds, \ varies with the wind speed.

Another group of models was developed from a differ-
ent background based on the theory of surface renewal
(Brutsaert 1975a,b; Liu and Businger 1975; Liu etal. 1979;
Soloviev and Schliissel 1994). The basic idea of the sur-
face renewal theory is that the water in the skin layer is
constantly renewed with bulk water from below. The bulk
water reaches the surface and cools before it sinks again
and is replaced with new water from below. The magnitude
of AT is then related to the length of time that a parcel of
water remains in contact with the interface.

Brutsaert (1975a) applied the theory of surface re-
newal to a study of evaporation rates but stated that his
results would apply to heat transfer as well. He as-
sumed that the renewal was accomplished by the small-
est possible eddies. The length and timescales of these
eddies are defined by the Kolmogorov microscales. He
also assumed the heat transfer at the ocean surface oc-
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FI1G. 5. Predicted response of AT to changes in wind speed in models by Saunders, LKB, Brutsaert, SS, Schliissel,
and Fairall. All meteorological and sea surface measurements were held constant except for wind speed. The predicted
response thus includes changes in the net heat flux caused by wind speed changes. Note the tremendous differences in

the predicted behavior of AT between the different models.

curred by molecular diffusion. By applying different
expressions for diffusion and the skin layer thickness
for smooth and rough surfaces, Brutsaert (1975a) then
derived expressions for the evaporation rate from both
surfaces. The equivalent expressions (hereafter re-
ferred to as Brutsaert) for heat transfer can be rear-
ranged to give

Ov

AT Re!/* Pri’? 9)
pwcpu*
for a rough surface and
AT « &—Prm (10)
pwcpu*

for a smooth surface, where Re, = zyu, /v is the rough-
ness Reynolds number, z; is the momentum roughness
length, and Pr = v/« is the Prandtl number. Brutsaert
(1975b) defined smooth surfaces to be where Re,
< 0.13 and rough surfaces to be where Re, > 2.0. The
proportionality constants for (9) and (10) as derived
from available evaporation data were 7.3 and 13.6, re-
spectively (Brutsaert 1975a). In this work, solutions in
the transition region are found by interpolating linearly
with Re, between these limits.

Surface renewal theory was applied more specifi-
cally to the oceanic cool skin by Liu and Businger
(1975), Liu et al. (1979), and Soloviev and Schliissel
(1994). Liu et al. (1979) and Soloviev and Schliissel
(1994) both followed a similar theoretical approach to
Liu and Businger (1975) but assumed different ex-
pressions for the renewal timescale. By relating the av-
erage surface contact time, ¢,, to the depth of a stagnant
layer with an equivalent heat flux sustained by molec-
ular diffusion, Liu and Businger (1975) found that

QN t 1/2
PwCp (;> .
Based on the work of Brutsaert (1975a), Liu et al.

(1979, hereafter LKB) took the average surface contact
time or time scale of surface renewal to be given by

(12)

AT « (11)

t, o (vzolug)'"?

as derived from the Kolmogorov microscale. Their re-
sulting model for AT is identical to (9) above. While
LKB did not present a separate expression for smooth
surfaces, they noted that the proportionality constant
would depend on interfacial roughness characteristics
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and that Re, would approach a constant value for a
smooth surface. These factors make their solution con-
sistent with (10) also. Liu et al. (1979) found the pro-
portionality constant for (9) to be 9.3 for conditions
typical of the air—sea interface.

Soloviev and Schliissel (1994, hereafter SS) adopted
different renewal timescales for low, moderate, and
high wind speed regimes. By doing this, SS success-
fully incorporated the free convection regime into their
model. Their timescales for the convective, moderate,
and high wind speed regimes were

t, % (vp,c,lagOn)'"?, (13)
t, < viuk, (14)

and
t, % uylg (15)

respectively. Soloviev and Schliissel (1994) defined
the transition from free to forced convection in terms
of a critical surface Richardson number. The sur-
face Richardson number, defined by SS as Rf,
= —agQw/p,c,u%, represents the ratio of buoyancy
to shear forcing. Free convection was assumed to apply
for |Rfy| > |Rf,| = 1.5 X 107*. Similarly the tran-
sition to high wind speed and long wave-breaking con-
ditions was defined in terms of the Keulegan number,
Ke = u3/gv. The high wind speed regime was defined
as where Ke > Ke., = 0.18, which corresponded to a
wind speed of 10 ms™'. Soloviev and Schliissel
(1994) combined all of the regimes into a simplified
expression given by

AT/Ty = Ao Pr'’?(1 + Rf,/Rf,) "1

X (1 + Ke/Ke,)'"* (16)

where Ty, = Qn/pucyuy and Ay was estimated as 13.3.

The final model for AT considered in this work was
derived by Schliissel et al. (1990) from the Meteor
data. The model (referred to hereafter as Schliissel ) has
the form

AT = ay + au(T, — T,) + ay(q; — qa) + a30w,
(17
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where T is the ocean skin temperature, 7T, is the air
temperature, g, is the saturation specific humidity, g,
is the specific humidity, and @y, is the net incoming
longwave radiative flux. In contrast with the Saun-
ders and surface-renewal-type models, this model is
statistical in nature. The basic idea of AT being pro-
portional to Qy is the same, but each component of
the net heat flux is considered separately. The coef-
ficients derived by Schliissel by regression against
observations are @, = —0.285 K, a, = 0.0115s m™!,
a, = 37.255 X, and a; = —0.00212 K m* W .
Though the model is statistical in nature, it was in-
cluded for comparison since it was derived for the
Meteor dataset being considered.

b. Equivalence of the models

The models are very similar in form despite the dif-
ferent derivations. The LKB and Brutsaert rough re-
gime models are consistent with (4) if X is assumed to
be proportional to Re)’*. This form for \ could explain
the wind speed dependence in A\ observed by Grassl
(1976) and Schliissel et al. (1990). The results of W,
SS, and Fairall are all consistent in the sense that an
equivalent \ is constant in some regimes and varies in
others. Also, the results of SS for the moderate wind
speed regime and Brutsaert’s smooth regime model
both agree with Saunders’ model with a constant \. The
similarity between the SS and Saunders models occurs
because the expression for the equivalent diffusion
depth derived by SS has the same form as the skin-
layer depth assumed by Saunders.

The similarity of the Saunders and surface-renewal-
type models is not surprising considering the similarity
of the physical mechanisms assumed in each approach.
As long as there is no wave breaking or spray and the
air—sea interface is intact, the heat transfer across the
interface must occur by molecular processes. Thus,
while a fluid element is in contact with the surface, the
heat transfer will be by molecular diffusion. The only
difference between the Saunders and surface renewal
models is whether the fluid in contact with the atmo-
sphere is assumed to remain there or be renewed from
below.

TABLE 2. Statistics for the comparison of observed AT values with predictions of the published parameterizations. The bias is the mean
difference between the observations and predictions, S.D. is the standard deviation of the differences, and r is the correlation coefficient

between the observations and predictions.

Saunders Schliissel LKB

Brutsaert

SS Fairall Wu Hasse

Bias S.D. Bias S.D. Bias S.D. Bias

S.D.
Dataset (K) (K) r K) K) r K K r &K (K

Bias S.D. Bias S.D. Bias S.D. Bias S.D.
KO o KK o KK r (K Ky

CEPEX  —0.01 0.04 .62 —-0.15 0.06 .57 —0.07 0.04 .59 -0.04 0.08
Meteor 0.05 0.15 .32 -0.12 0.09 .78 ~0.12 0.11 .73 0.02 022
Combined 0.02 0.12 .53 -0.13 0.08 .71 -0.10 0.09 .77 —0.01 0.17

45 —0.01 0.04 60 —0.01 0.04 64 —-0.01 0.04 .64 0.24 0.08 .66
.06 -0.03 0.10 .67 0.02 0.13 38 0.01 0.10 .62 036 0.18 .44
31 —0.02 008 .73 0.00 0.10 .58 0.00 0.08 .71 0.30 0.15 .61
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Fic. 8. Comparison between experimentally derived renewal time-
scale estimates with theoretical predictions from the (a) Z, (12) and
(b) 6 (14) timescales for nighttime measurements from CEPEX. In-
cluded in the figure are the correlation coefficient, equation of the
line of best fit constrained to pass through the origin, and the square
root of the coefficient of determination as defined in the text. The
solid line is the plot of the line of best fit constrained to pass through
the origin.

With the exception of the free convection and
Schliissel models, the model differences all correspond
to the predicted dependence of AT on wind speed. The
Hasse and Saunders models with constant \ predict that
AT is proportional to either Qy/u or Qn/uy. If \ de-
pends on the wind speed, the relationship between AT
and wind speed can be complicated. If A varies linearly
with the wind speed, however, the dependence on wind
speed cancels out and AT is simply proportional to the
net heat flux. If one substitutes Charnock’s (1955) ex-
pression zo = 0.11u%/g into the definition of Re,, the
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LKB and Brutsaert models predict that AT varies with
On/u%®. The predictions that AT is proportional to
either On/uy or Oy/u$® are consistent with the ob-
served two-part dependence of AT on wind speed de-
scribed in the previous section. To determine the best
model for AT, the precise dependence on wind speed
must be determined.

The differences can be further traced back to one step
in the derivation of the models from surface renewal
theory. The bulk — skin temperature difference is re-
lated to the renewal timescale by (11). Since the oce-
anic mixed layer is a highly turbulent region, suppose
that the renewal timescale must be comparable to the
timescale of the smallest eddies present in the mixed
layer. If so, the timescale should be proportional to the
Kolmogorov microscale,

t, < (v/e)'?,

(18)

where ¢ is the dissipation rate. The next step is to de-
termine e. Following Taylor (1935) as cited by Ten-
nekes and Lumley (1972),

e~ ull, (19)

where u is the characteristic velocity of the turbulent
eddies and [ is the integral length scale. If u, and z, are
taken as the characteristic velocity and length scale,
respectively, 7, is given by (12) and hence AT is given
by (9). If instead, € = u2/6 and the skin layer thickness
and renewal timescale are related by 6§ = («z,)'/? (Liu
et al. 1979), solving for the renewal timescale gives

2 1/3
)

(20)

r ufk
This expression for ¢, contains the same dependence on
uy as does (14). Inserting either (14) or (20) into (11)
gives an expression of the form of (4), where the only
difference is the value of \ and its dependence on the
physical constants v and «.

Therefore, with the exception of Schliissel’s model,
the basic models for AT in the shear-driven regime are
consistent with one of two definitions of the dissipation
rate. The dissipation rate then determines the wind
speed dependence of AT. In the following section we
compare the predicted timescales with experimentally
derived values to determine which approach is most
accurate. First, however, we investigate the effect the
different formulations have on the predicted behavior
of AT.

¢. Model-predicted AT behavior

The response of a subset of models to changes in
wind speed was compared under a set of conditions
taken from the Meteor data. The wind speed was varied
from 1 to 10 m s ™!, while all other measured quantities
were held constant. The dependence of the heat flux on
wind speed was included in the evaluation as the net
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TaBLE 3. Correlation coefficient, best fit slope, and coefficient of determination for comparisons
between the observed and computed Z, 4, and convective renewal timescales.

ZO:, 61,
Convective z,
All nighttime points |Rfg] < 1.5 % 107 All nighttime points IRfy| < 1.5 x 107 IRf| > 1.5 X 107*
Dataset r Slope r r Slope r r Slope r r Slope r r Slope r
CEPEX 81 245 73 .56 209 55 84 164 69 57 221 25 33 3.13 .33
Meteor 49 253 48 .18 243 100 52 102 19 15 204 undef. .03 2.29 undef.

heat flux varied with the changes in wind speed. In this
manner, the net effect of a wind speed change on AT
is observed. A subset of the models was used for clarity
since many of the models are similar. The scheme la-
beled Saunders used a constant A value of 6.0.

The results of the comparison are shown in Fig. 5.
The differences in the predicted wind speed depen-
dence lead to a dramatic difference in the predicted
behavior of AT. The Schiiissel and SS models predict
that the largest AT will occur at the largest wind speed,
while all the other models predict that the largest AT
occurs at the smallest wind speed. The Saunders and
Brutsaert models predict the strongest increase in AT
as the wind speed decreases. The LKB model also pre-
dicts a sharp increase in AT as the wind speed de-
creases, but only below approximately 2 m s~'. The
Saunders and Fairall models are identical at larger wind
speed, but the Fairall model predicts a downturn in AT
at low wind speeds in the transition into the free con-
vection regime. The SS model also predicts a downturn
in AT as it transitions into the free convection regime,
but the transition occurs at a larger wind speed leading
to the predicted decrease in AT at the lowest wind
speeds. Only the Schliissel and SS models predict an
increase in AT with wind speed at a wind speed of 10
m s ', The Schliissel model predicts a linear increase
in AT with wind speed throughout the range of con-
ditions. The increase in AT with wind speed in the SS
model at high wind speeds occurs as a result of the
transition from the moderate to high wind speed re-
gime. In contrast, the Brutsaert and LKB models pre-
dict almost no change in AT with wind speed at high
wind speeds, and the Saunders and Fairall models pre-
dict a slight decrease in AT with wind speed. Similar
computations using the CEPEX data showed the same
tendencies.

4. Comparison of theories with in situ data

The wide variation between the predicted AT values
underscores the need to determine which, if any, of the
models most accurately reproduces AT. To quantita-
tively determine which approach is more accurate, it is
necessary to compare individual predicted values with
observations. Each model described above was evalu-
ated using the nighttime hourly averaged measure-

ments from the Meteor and CEPEX. The mean differ-
ence, standard deviation, and correlation coefficient be-
tween the observed and predicted AT values are listed
in Table 2.

The success of the models as measured by the sta-
tistics varies between the datasets. For the CEPEX data,
the means and standard deviations of the differences
between the observed and predicted ATs for each
model are generally small. In several cases, the mean
difference is less than 0.02 K and the standard deviation
is near 0.04 K. These figures indicate that the models
predict AT well at least in an average sense. Based on
these numbers, an expected error in a AT estimate
would be on the order of 0.05 K. The correlation co-
efficients, however, are not very high. This suggests
there is still significant scatter and the models may not
be predicting all the variability in AT such as caused
by variations in the wind speed. No single model does
significantly better than the others for the CEPEX data,
but the models with ¢, given by (14) (Saunders, SS,
Fairall) do have lower biases than the models with ¢,
given by (12) (LKB; Brutsaert). The standard devia-
tions and correlation coefficients are very similar for
all the models. The Schliissel and Hasse models have
the only large biases. The large bias in the Schliissel
model could be the result of the errors in the Meteor
2-m bulk temperature from which the model was de-
rived. The bias in the Hasse model could indicate a
problem with the proportionality constant assumed by
Hasse.

The accuracy of the models varies more for the Me-
teor data. For some models, the correlation coefficients
are higher than for the CEPEX data, but for others the
standard deviation is larger. From the statistics alone,
the Wu and SS models appear to better predict AT.
Both of these models incorporate different wind speed
dependencies for different regimes. The expected er-
rors in the predicted AT values for the Meteor data are
on the order of 0.1 K.

The statistics were also computed for the two data-
sets combined. The overall biases are smallest for the
Fairall and Wu models. The SS model has a slightly
larger bias but also a slightly larger correlation co-
efficient. The LKB and Schliissel models have the
largest correlation coefficients but they both have
larger biases. Statistically, the SS and Wu models



1982

perform the best overall as they did for the Meteor
data.

The greatest concern about the applicability of the
models is the low correlations between the observed
and predicted AT values. To further evaluate the per-
formance of the models, the observed AT values were
plotted against the AT values predicted with each
model. The plots from CEPEX are shown in Fig. 6 and
the plots from the Meteor are shown in Fig. 7. The
scatterplots computed from the CEPEX data again il-
lustrate that the majority of models estimate AT well.
The scatter in the Saunders, SS, Fairall, Wu, and Hasse
models appears to be consistent with only random er-
rors. The errors in the remaining models, however, sug-
gest some systematic errors in the calculations. The ma-
jority of scatter in the Brutsaert model] is from points
in the transition regime where solutions were interpo-
lated linearly between the smooth and rough regimes.
Results confined to the smooth and rough regimes are
as good as the other parameterizations. The scatterplots
from the Meteor data indicate that the models are not
as successful in predicting the AT values observed in
the Meteor data. The Wu and SS models predict AT
reasonably well, but the scatter no longer appears only
random in nature. The predictions of the Saunders and
Fairall models are poorly correlated with the observa-
tions. The predictions with the LKB model are the most
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FiG. 9. Comparison between experimentally derived renewal time-
scale estimates with theoretical predictions using the convective re-
newal timescale (13) from the CEPEX data. Only measurements cor-
responding to |Rfy| > 1.5 X 107 are included to isolate conditions
in the free convection regime. The correlation coefficient, line of best
fit constrained to pass through the origin, and square root of the co-
efficient of determination are again included. The correlation coef-
ficient and coefficient of determination are very low, but there are
few points in the free convection regime.
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FiG. 10. Same as Fig. 8 but for measurements from the Meteor.

highly correlated to the observed AT values but sys-
tematically underestimate the observations at all but the
smallest AT values.

From the statistics and plots above it is difficult to
conclude which model is most accurate. Because of
variations in the proportionality constants, we evalu-
ated the basic model forms to determine which renewal
timescale and corresponding wind speed dependence
most accurately reflects the observed behavior. Exper-
imentally derived values for the renewal timescale were
plotted against the theoretically predicted values pre-
sented in (12) - (15). Although the renewal timescale
could not be directly measured, it was estimated from
the AT measurements using (11). Differences between
the derived and predicted timescales could then be
caused by errors either in the theoretical predictions or
the assumptions used to derive (11). The data were
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TABLE 4. Values of the proportionality constants and critical
surface Richardson number for each dataset.

Dataset Cshear Cconv Rfcr
CEPEX 209 3.13 —-225 % 107
Meteor 244 2.29 —8.87 X 107°

also sorted by surface Richardson number to enable the
convective renewal timescale to be tested.

Two quantities were calculated to quantify the ability
of each theoretical timescale to reproduce the observed
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for the comparisons are included in Table 5. In both cases, the new model
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t, values. The first was the usual correlation coefficient,
r, between the experimental and predicted timescales.
The second was the coefficient of determination, r’2,
based on a linear least squares fit to the data constrained
to pass through the origin. The normal correlation co-
efficient is a measure of the degree of linearity between
the experimental and predicted timescales when the in-
tercept is not constrained in any way. For the expres-
sions in (12) - (15) to hold, however, the experimental
timescale should be related to the theoretical form by
only a constant multiple and the intercept must be zero.
An additional quantity was required to quantify the
goodness of fit of a line constrained to pass through the
origin. The coefficient of determination was calculated
for this constraint, The coefficient of determination, de-
fined as

2
I 2 (trobserved — trgrediclcd) (21)
E (trobserved - trobserved)z

where the overbar denotes an average value, is a mea-
sure of the percent of variance explained by the fit. The
values were presented as r' rather than r’ to make
them comparable to the correlation coefficient.

The renewal timescales computed using (12) (called
the Z, timescale to emphasize the use of z, as the length
scale) are plotted against the experimentally derived
timescales for the CEPEX data in Fig. 8a. The results
when the timescales were computed using (14) (the §
timescale for the use of § as the length scale) are sim-
ilarly shown in Fig. 8b. The correlation coefficient,
least squares fit slope, and coefficient of determination
are included in the figures and Table 3. In the table,
values are shown separately for all points and only
those where [Rfy| < 1.5 X 107* (shear-driven). An
undefined value of r’ indicates the coefficient of deter-
mination, 7'?, was negative.

Both Z, and ¢ predicted timescales are well corre-
lated with the derived renewal timescale. The agree-
ment provides support for the assumption that there is
a renewal timescale associated with the ocean skin and
hence surface renewal theory. The correlation coeffi-
cients are very similar for the Z; and 6 timescales, but
the coefficient of determination is greater for the Z,
timescale especially when the data are limited to |Rf;]
< 1.5 X 107, The Z, timescale thus provides a better
fit to the data when the linear relationship is forced to
pass through the origin. The linear fit explains a larger
portion of the variance when all the points are consid-

TABLE 5. Statistics for the comparison of AT computed with (23)
to the observed values. The bias and standard deviation (S.D.) are
computed for the difference ATouserved — AT predicrea-

Dataset Bias (K) S.D. (K) r
CEPEX 0.006 0.038 .66
Meteor 0.003 0.098 .69
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ered. This is due to the larger range of timescales that
occurs when the lower wind speed conditions are in-
cluded. Despite the fact that » and r’ are lower for the
points with |Rfy| < 1.5 X 107*, the scatter appears to
be consistent with random measurement errors. There
is little difference between r and r’ for the Z, timescale
at low surface Richardson numbers implying that the
intercept of the unconstrained line of best fit is very
close to the origin. This provides additional support for
the Z, timescale.

The renewal timescales computed using the convec-
tive timescale (13) are plotted against the experimental
values for the CEPEX points where |Rfy] > 1.5
X 107 in Fig. 9. The correlation is significantly lower
than for the other timescales, but there are too few
points to draw any conclusions about the accuracy of
the convective timescale. The convective timescale is
well supported by many theoretical studies on convec-
tion. The agreement between the points in Fig. 9 and
the shear-driven timescales. above could indicate that
IRf,| is set too low and these points still fall within
the shear-driven regime.
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Plots comparing the experimental timescales from
the Meteor data with the Z; and § renewal timescales
are shown in Fig. 10 and the statistics are included in
Table 3 as for the CEPEX data. The majority of data
points support a relationship between the experimental °
and calculated timescales, but a few points are widely
scattered and decrease r and r’. Only two of these
points correspond to a |Rfy| < 1.5 X 107*. These
points occur sequentially on the last day of data and
have values of Rf, just within the limiting value. If
those two points are removed from the set of points
with |Rfy| < 1.5 x 1074, the correlation coefficients
for the Z, and 6 timescales rise to 0.51 and 0.56, re-
spectively, r’ for the Z, timescale increases to 0.51, and
r’ for the é timescale becomes defined with a value of
0.18. The proportionality constant for the Z, timescale
is changed to 244. This value differs from the CEPEX
value by only 20%. The values of r’ and the propor-
tionality constant indicate that the Meteor data is de-
scribed reasonably well by the Z, timescale. No signif-
icant correlation was observed between the experimen-
tal and convective timescales for the Meteor data.

All Nighttime Points from F/S Meteor
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provement over Fig. 11b, where the proportionality constants were derived for the entire dataset.
The new AT model performs well for all but the last cruise segment as indicated by the triangles in

the figure.
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Based on the results from each dataset, the data ap-
pear consistent with surface renewal theory and an as-
sociated renewal timescale for the water at the skin of
the ocean. The renewal timescale defined by (12; Z;)
was slightly more successful than the scale defined by
(14; 6) in describing the behavior of AT in the shear-
driven regime. The differences between the two time-
scales were not pronounced as both were subject to
large amounts of scatter. The scatter makes it difficult
to significantly conclude which timescale is more ac-
curate. Nevertheless, both datasets were fit better when
the Z, timescale was used. The Z, timescale was shown
here to be derived from the Kolmogorov microscale
with the dissipation rate defined in terms of the friction
velocity and the roughness length. As described earlier,
this solution is equivalent to defining a A value for (4)
that varies with wind speed through Re,}’*. Using Char-
nock’s equation (1955), this corresponds to a depen-
dence of AT on wind speed of AT o« u3%%.

New AT model

Based on these findings, the optimum nighttime
model for AT should be given by (11) with the renewal
timescale defined by (12) in the shear-driven regime.
To apply the model under all conditions up to the onset
of wave breaking, the renewal timescale should incor-
porate both the shear-driven and free convection time-
scales. While our data did not support a convective
timescale given by (13), the CEPEX and Meteor data
had few points in the convective regime and the ex-
pression is supported by theoretical and other experi-
mental results.

The transition from the shear-driven to free convec-
tion regime is smooth implying there should be a
smooth transition between the timescales. Following
SS, the transition should be governed by Rf,. The con-
vective timescale strictly applies only when the wind
speed is zero and, thus, when Rf, becomes infinite. The
renewal timescale should take on the convective value
only in this limit. The data suggested that the shear-
driven timescale should dominate at all but the highest
values of Rfy. A relationship for ¢, incorporating these
characteristics is

t,=t

Yshear

+ (trcom, - trshm,)e ‘C/Rfoa (22)
where C is a constant that controls the Rf, value at
which the influence of the convective scale become sig-
nificant. For this model, C was set equal to Rf,,. The
renewal timescale is then about 37% controlled by the
convective value at Rf, = Rf,. The influence of the
convective value rapidly becomes greater as |Rf,| be-
comes greater than |Rf.|.

The appropriate value of Rf, was investigated with
both datasets. Soloviev and Schliissel (1994) stated
that Rfcr = - (Cconv/Cshear)zv Where Cconv and Cshear are
the proportionality constants for the convective and
shear-driven timescales. Values of Rf,, were computed
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for each dataset using the best fit slopes for the Z, and
convective timescales presented above. The propor-
tionality constants and resulting Rf,, values are shown
in Table 4. We used the average of the two Rf; values,
—1.6 X 10™*in (22). This value is in good agreement
with the value Rf,, = —1.5 X 107* used by SS.

The new AT model derived from this work uses (11)
and (22) with ¢,,__and ¢, defined by (12) and (13),
respectively. Combining these, the model can be writ-
ten

On

——{c <£>+[c (prcp>”2
1/2 shear 3 conv
PwCpK Uy agQy

172 172
— Qm(ﬂiﬁ) ]e—(RfCJRfo)} . (23)
u

*

AT =

The proportionality constants were applied individually
for each dataset because of potential calibration differ-
ences between the datasets. The values used are those
shown in Table 4. This model was applied to each data-
set to compare its effectiveness to that of the previously
published models.

The AT estimates calculated with (23) are plotted
against the observed AT values for the CEPEX and
Meteor datasets in Figs. 11a and 11b, respectively. The
mean differences, standard deviations of the differ-
ences, and correlation coefficients are shown in Table
5 as for the previous models. The new model performs
as well or better than the previous models for both data-
sets. It is true that the model used different proportion-
ality constants for the two datasets, but the constants
did not vary that much. In both cases the mean differ-
ence is less than 0.01 K and the standard deviation is
less than 0.1 K. The average errors are, therefore, 0.1
K or less for each dataset. This error level is at the error
level of the individual AT measurements.

The scatterplot for the Meteor data illustrates a slight
problem where the model tends to overestimate AT at
low values and underestimate AT at high values. The
same tendency could be observed in some of the pre-
vious models. The Meteor points were sorted by Re,,
Rf,, and date to determine if the data clusters apparent
in Fig. 11b corresponded to specific conditions. This
would indicate if the model was not performing well
in a certain regime. The points corresponding to spe-
cific ranges of Re, and Rf;, were distributed throughout
the plot and did not group into clusters. The clusters
did, however, correspond to specific measurement
dates. When separate coefficients were derived for each
date range, the predicted AT values shown in Fig. 12
were obtained. The agreement between the observed
and predicted AT values in Fig. 12 is better than when
measurements from the entire cruise were grouped to-
gether. The correlation coefficient is increased to 0.79
and the standard deviation is reduced to 0.082 K. The
bias increased slightly to 0.009 K. These results suggest
that the errors in the AT predictions are largely caused
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F1G. 13. Response of AT to changes in net heat flux and wind speed as predicted by (23). The
predicted behavior generally agrees with the behavior observed in the Meteor and CEPEX datasets

in Fig. 3.

by instrumental differences during different portions of
the cruise rather than the failure of (23) to properly
reproduce certain regimes. Other possible reasons for
errors in the predicted AT values are the effects of
small-scale wave breaking (Wu 1995) and the lack of
exact coincidence between the heat flux and AT mea-
surements. :

The wind speed dependence predicted by the new
model is summarized by plotting AT as a simultaneous
function of wind speed and net heat flux as for the
observed datasets. The resulting plot is shown in Fig.
13. The predicted behavior has the same tendencies as
were observed in the CEPEX and Meteor data in Figs.
3a and 3b. The bulk — skin temperature difference in-
creases with heat flux at constant wind speeds and in-
creases as the wind speed decreases down to a wind
speed between 2 and 3 m s ! when the heat flux is held
constant. Below wind speeds of 2 m s~!, the model
predicts a downturn in AT as the free convection re-
gime is approached. This is in contrast to the extremely
high values predicted at low wind speeds by the Saun-
ders, Hasse, and Brutsaert models. There were too few

points in this regime in the in situ datasets to verify the
behavior in this regime. The model predicts that the
increase in AT with heat flux at constant wind speed is
linear. The observations are not inconsistent with this
behavior, but the random errors in the observations are
too large to conclusively verify this behavior.

From the behavior illustrated in Fig. 13, it is possible
to see how changes in wind speed can have a different
effect on AT depending on the current conditions. A
contour plot corresponding to the surface in Fig. 13 was
generated and is shown in Fig. 14. The conditions from

.the Meteor data used to generate Fig. 5 were taken and

the relative humidity was modified to simulate very
moist and dry conditions. The wind speed was varied
from 1 to 10 m s~! while holding the other conditions
constant at relative humidity values of 50% and 85%.
The relationship between the net heat flux and wind
speed for the dry and wet conditions are indicated by
the dotted and dashed lines, respectively. The effect of
the wind speed change on AT is very different under
the two conditions. Under the moist conditions and cor-
responding low latent heat flux, the effects of heat flux
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Fic. 14. This figure illustrates different possible responses of AT
to a change in wind speed. The contours represent the AT values
predicted by (23) for the corresponding net heat flux and wind speed
values. The dotted line represents the change in heat flux correspond-
ing to a change in wind speed from 1 to 10 m s™' when the relative
humidity is arbitrarily held constant at 50%. All other conditions
were taken from data collected on 1 November 1984 aboard the Me-
teor. The dashed line is for a constant relative humidity of 85%.
While the change in wind speed leads to almost no change in AT
under the moist conditions, the same change in wind speed corre-
sponds to nearly a 0.2 K increase in AT under dry conditions.

and turbulent mixing nearly cancel and AT changes by
only about 0.05 K. Under dry conditions, however, the
effect of wind speed on the net heat flux dominates.
The net heat flux increases by over 300 W m ™2, causing
AT to increase by nearly 0.2 K. Through accurate mod-
els, the effect of wind speed on AT can be predicted
under arbitrary conditions.

5. Conclusions

Wind speed affects the magnitude of AT through
both turbulent mixing and the net heat flux. A rise in
wind speed enhances the turbulent mixing in the ocean
and typically increases the heat flux. The increased
mixing causes AT to decrease while the increased heat
flux causes AT to increase. In situ observations of AT
indeed show AT to increase with the heat flux when
the wind speed is held constant and decrease with in-
creasing wind speed when the heat flux is held constant.
As wind speed changes affect the net heat flux, the
effect on AT is dependent on the current conditions and
the relative effect of the wind speed change on the net
heat flux. An accurate model of AT is required to pre-
dict the net effect on AT due to simultaneous changes
in wind speed and the net heat flux.
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All the previously published models for the shear-
driven regime were shown to be consistent with one
derivation from surface renewal theory. The difference
in form of the models results from a different definition
of the dissipation rate. The net effect of the difference
is to change the predicted dependence of AT on wind
speed. The models in the free convection regime are
also consistent with surface renewal theory. Present in
situ data supports the surface renewal theory and best
fits a dissipation rate derived using the roughness
length scale as proposed originally by Brutsaert
(1975a) and Liu et al. (1979). The resulting model for
AT predicts that AT is proportional to Oy Re2*/u,,
rather than simply Qn/u, as originally proposed by
Saunders.

A new model was presented based on these findings.
The model contained both free convection and shear-
driven regimes with the transition governed by the sur-
face Richardson number. The model was able to repro-
duce both aspects of the dependence of AT on wind
speed observed in the data and reproduced observations
of AT in both the midlatitude Atlantic and tropical Pa-
cific to an accuracy of better than 0.1 K.
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