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ABSTRACT

During the Southern Ocean Waves Experiment (SOWEX), registered ocean wave topography and
backscattered power data at Ka band (36 GHz) were collected with the NASA Scanning Radar Altimeter
(SRA) off the coast of Tasmania under a wide range of wind and sea conditions, from quiescent to
gale-force winds with 9-m significant wave height. Collection altitude varied from 35 m to over 1 km,
allowing determination of the sea surface mean square slope (mss), the directional wave spectrum, and the
detailed variation of backscattered power with incidence angle, which deviated from a simple Gaussian
scattering model. The non-Gaussian characteristics of the backscatter increased systematically with the mss,
suggesting that a global model to characterize Ka-band radar backscatter from the sea surface within 25° of
nadir might be possible.

1. Introduction

For the Southern Ocean Waves Experiment (SOWEX;
Banner et al. 1999; Chen et al. 2001; Walsh et al. 2005),
conducted in June 1992 out of Hobart, Tasmania, the
NASA Scanning Radar Altimeter (SRA; Walsh et al.
1996, 2002; Wright et al. 2001) was shipped to Australia
and installed on the CSIRO Fokker F-27 research air-
craft, instrumented to make comprehensive measure-
ments of air–sea interaction fluxes. The SRA swept a
radar beam of 1° half-power width (two way) across the
aircraft ground track over a swath equal to 0.8 of the
aircraft height, simultaneously measuring the VV po-
larization backscattered power at its Ka-band operating
frequency (36 GHz, 8.3-mm wavelength) and the range

to the sea surface at 64 cross-track positions at mea-
surement angles fixed within �22° with respect to the
normal to the aircraft wings. The transmit angles were
tailored to provide the same cross-track displacement
between all the points on the sea surface when the air-
craft wings were level. The SRA slant ranges were mul-
tiplied by the cosine of the off-nadir incidence angles
(including the effect of aircraft roll attitude) to deter-
mine the vertical distances from the aircraft to the sea
surface. Those distances were subtracted from the air-
craft height to produce a sea surface elevation map that
was displayed on a monitor in the aircraft to enable
real-time assessments of data quality and wave proper-
ties.

Flights were made on 10, 11, 12, 13, 14, and 16 June
1992. Figure 1 shows the flight pattern on 12 June,
which was typical. The aircraft started out at 1-km al-
titude with (a) an upwind track toward the southwest
and (b) a crosswind track toward the southeast to docu-
ment the directional wave spectrum. It then climbed to
1.2 km and (c) performed a sounding to 23-m altitude.
After climbing to 250-m height, (d) data were acquired
in a �7° roll attitude (left wing low), turning through
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two and a quarter revolutions. Then the aircraft de-
scended to 45-m height and flew a triangular pattern to
measure stress. The first two legs were oriented (e)
crosswind and (f) upwind with (g) the third leg return-
ing to the starting point. After flying (h) a second cross-
wind segment at 90-m height, the aircraft climbed (i) to
250-m height for a second set of turns. The aircraft then
descended to 23-m height before (j) climbing to 1.4 km
for the flight back to shore.

Figure 2 is a modification of Fig. 10 in Banner et al.
(1999) showing the directional wave spectra measured
by the SRA on the six flights with significant wave
height, H1/3, added above each spectrum. The average
U10 is indicated below each spectrum with an arrow
indicating the dominant downwind direction. On 16
June the wind direction was highly variable (Walsh et
al. 2005). The wide range of sea states encountered
during this brief experiment proved ideal for studying
non-Gaussian scattering from the sea surface at Ka
band.

2. Nominal incidence angle dependence of
backscattered power

The normalized radar cross section per unit area �0

(also called the scattering coefficient) characterizes the
ability of a surface to scatter the intercepted energy
back toward the radar. Walsh et al. (1998) showed that
when the power received by the SRA is multiplied by
the square of the range to the surface and the cosine of
the off-nadir angle, the result is proportional to �0. The
SRA was not absolutely calibrated in power and in this
analysis we will use variations in the relative backscat-
tered power (the received power modified by the
square of the range and the cosine of the incidence
angle) interchangeably with �0.

The slope-dependent specular point model of radar
sea surface scattering is applicable out to incidence
angles of about 15° (Barrick 1968). An expression ap-
proximated by a geometric optics (GO) form, general-
ized from Valenzuela’s (1978) Eq. (3.8) for the normal-
ized radar cross section in an azimuthal look direction
�, would be

�GO�
0 � � sec4� mss�1 exp��tan2���2 mss	�
��, 	1


where  is an effective reflectivity, � is the off-nadir
incidence angle, and mss(�) is the mean square slope of
the component of the sea surface slope vector in the
azimuthal direction �.

For an isotropic, Gaussian surface (Barrick 1974;
Valenzuela 1978), mss (�) is always equal to mss /2,
where mss is the total mean square slope of the sea
surface, and (1) can be transformed into

ln	�rel
0 
 � �	mss�1 � K
 tan2�, 	2


where �0
rel is the radar cross section normalized by its

peak value and K � ln(sec4 �)/tan2 �; K is nearly con-
stant at a value of 2 (Walsh et al. 1998).

The Gaussian assumptions that led to (2) resulted in
the peak of the backscattered power occurring at nadir
and a linear relationship between the logarithm of the
radar cross section and the square of the incident angle
tangent. If the isotropic assumption were relaxed, the
peak backscattered power would still occur at nadir,
but mss in (2) would be replaced by 2 mss(�) with the
rate of falloff with incidence angle in each azimuthal
plane still being linear, but controlled by the mss com-
ponent in that plane. We will refer to either of those
situations as Gaussian backscatter. We will refer to situ-
ations where the falloff with incidence angle is not lin-
ear and/or the peak of the backscattered power is not at
nadir as non-Gaussian backscatter. That is, non-
Gaussian backscatter indicates that the backscattered
power distribution with incidence angle has excess kur-
tosis (relative to the value 3 for a Gaussian distribution)
and/or its skewness is not zero.

Voronovich and Zavorotny (2001) assumed Gaussian
elevation statistics and theoretically computed the inci-
dence angle variation of backscattered power using the
small-slope approximation (ssa) and the Elfouhaily et
al. (1997) ocean wave spectrum. Their Ku-band (14
GHz, 21-mm wavelength) results for VV polarization at
2° resolution, interpolated to 1° for wind speeds of 5,
10, and 15 m s�1, are indicated by the circles in Fig. 3.
Also shown are second-degree curves least squares fit-
ted to the theoretical results for incidence angles be-
tween 0° and 29°. The agreement is nearly perfect. The

FIG. 1. Aircraft flight pattern on 12 Jun 1992.
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Voronovich and Zavorotny (2001) numerical model
employing Gaussian sea surface elevation statistics and,
therefore, Gaussian slope statistics, resulted in non-
Gaussian scattering because it accounted for diffrac-
tion.

Alternately, non-Gaussian backscatter could result
from the simple geometric optics model that led to (2)
in combination with non-Gaussian sea surface slope
statistics. Chapron et al. (2000) developed an analytical
sea surface slope model using the theory of the surface
as a compound process. The compound model concept
is often used in a two-scale sense to describe the influ-
ence of large-scale inhomogeneities modulating a nor-
mally distributed population of smaller scales (Valen-
zuela 1978).

Chapron et al. (2000) began by assuming a Gaussian
slope probability density function (PDF) for an isotro-
pic sea

P	Sx, Sy
 � ���1 exp	��S2
, 	3


where � is the inverse of the total slope variance and S
is the modulus of the surface slope vector with perpen-
dicular slope components Sx and Sy. If the logarithm of
(3) is taken and �0 is used to explicitly represent the
inverse of the total slope variance of a homogeneous
sea surface, the result is

lnP	S
 � ln	�0��1
 � �0S2. 	4


FIG. 2. Directional wave spectra measured by the SRA on (a) 10, (b) 11, (c) 12, (d) 13, (e)
14, and (f) 16 Jun 1992. Significant wave height, H1/3, is indicated above each spectrum. The
average U10 is indicated below each spectrum with an arrow indicating the dominant down-
wind direction.
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For the non-Gaussian sea surface, Chapron et al.
(2000) considered a collection of randomly distributed
patches (on the order of a few meters) where the sea
surface slope PDF is locally Gaussian (Gotwols and
Thompson 1994), but with the slope variance param-
eter varying randomly from patch to patch. Modulation
transfer function (MTF) studies (Plant 1986) describing
short-scale elevation spectral density variability as a
function of the underlying long wave are a deterministic
parallel to this statistical development.

Chapron et al. (2000) considered �, the inverse of the
nonhomogeneous wave slope variance of an individual
patch for the nonhomogeneous wave slopes, as pertur-
bations from �0, the inverse of the overall mean slope
variance. They used two different assumptions to char-
acterize the perturbations. In their first development,
they assumed that the fluctuations of the inverse slope
variance follow a gamma process with mean �0 and
variance �2

0 (1 � �). This choice was motivated because
it ensured nonnegative values and � distributions in-
clude a wide range of variations, encompassing expo-
nential distributions as well as almost-Gaussian (not
symmetrical about the peak yet still positive) distribu-
tions, and using them resulted in analytical forms. The
resulting compound slope PDF expansion was

lnP	S
 � ln	�0��1
 � �0	1 � �
S2

� 0.5�0
2�	1 � �
S4 � · · · . 	5


Their alternate development represented � as

� � �0	1 � 	
, 	6


where � is a zero mean random fluctuation modulating
the inverse of the overall mean slope variance.

If the variance of the random fluctuation � is �, they
determined that the logarithm of the compound PDF
restricted to slope terms of the fourth power would be

lnP	S
 � ln	�0��1
 � �0	1 � �
S2

� 0.5�0
2�	1 � �
S4 � · · · . 	7


[The 0.5 factor in (7) was inadvertently omitted from
the last term of the comparable Eq. (20) of Chapron et
al. (2000).] The expressions (5) and (7), developed from
different assumptions, are nearly identical. The differ-
ence is that the �2 term is positive in (5) and negative in
(7).

At this point we expand upon the Chapron et al.
development and examine the characteristics of (5) and
(7) in detail because they potentially provide a means
to estimate � from the observations of the falloff of
backscattered power with incidence angle.

Consider the general expression

lnP	S
 � �AS2 � BS4, 	8


which is similar to (5) and (7) except that the constant
term has been deleted, essentially normalizing (3) by its
peak value. With the change of variables

Z � AS2, 	9


(8) becomes

lnP	S
 � �Z � RZ2, 	10


where R � A�2B. Figure 4 is a plot of (10) for values of
R from 0 to 0.1; R is a measure of the nonlinearity of the
curve. When R � 0, the curve is a straight line. When R
is nonzero, the slope of the curve becomes zero at

Z � 	2R
�1, 	11


a factor (4R)�1 below the peak. With the variable Z
normalizing every linear decay rate to unity, R is a
measure of the fraction of the peak value at which the
curve becomes noticeably nonlinear.

The expression for R corresponding to (5) is

R5 � 0.5�	1 � �
�1, 	12


and corresponding to (7) it is

R7 � 0.5�	1 � �
	1 � �
�2. 	13


Figure 5 shows plots of R5 (�) and R7 (o).

FIG. 3. Circles indicate the theoretical computation for back-
scattered power variation with incidence angle at Ku band (14
GHz, 21-mm wavelength) for VV polarization and wind speeds of
5, 10, and 15 m s�1 (Voronovich and Zavorotny 2001). The sec-
ond-degree curves were least squares fitted to the theoretical re-
sults for incidence angles between 0° and 29° (vertical line).
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If (12) is solved for �, the result is

�5 � 2R	1 � 2R
�1. 	14


Similarly, (13) produces

�7 � �1 � 4R � 	1 � 16R
0.5�	2 � 4R
�1. 	15


When R is very small, (14) and (15) both reduce to 2R.
But (15) provides a complex result when R � 0.0625,
the maximum value of R7 shown in Fig. 5. This is an
unreasonably low limitation on R since some of the
SRA measurements of R exceed 0.1. The expression
(14) for �5 is well behaved for R � 0.5.

The difficulty with (15) may have resulted in the way
the perturbation was defined. In (6), � is a zero mean
process in � but not in S2. The mean value � will be �0,
but the mean value of S2 will not be (�0)�1, which the
direct comparisons of terms from (5) and (7) implicitly
assume. As the value of � increases, the mean value of
� remains the same, but the mean value of S2 grows as
the standard deviation of � increases. For a standard
deviation of 0.2, the increase is a little under 5%. A
standard deviation of 0.333 increases S2 by over 26%.
The � distribution is asymmetrical with zero probability
of values less than zero. It cannot produce negative
values for large standard deviations, which can occur
with a symmetrical distribution.

Although (14) appears to be the more reasonable
expression, it should be emphasized that in neither de-
velopment was the value of � related to �0, which in-
dicated the magnitude of the mss itself; R and � were
simply measures of the nonlinearity that could be asso-
ciated with any value of mss. In analyzing the SRA
data, we will compute the A and B in (8) using second-

order least squares fits to the backscattered power in-
cidence angle variation and assume from (14) that

� � 2R	1 � 2R
�1, 	16


which allows the computation of the mss (i.e., �0
�1)

from (5) as

mss � �1 � 2R	1 � 2R
�1�A�1. 	17


3. Azimuthal variation of wave topography and
backscattered power

On each flight, data were acquired at 250-m altitude
while the aircraft was nominally in a �7° roll attitude
(left wing low), interrogating off-nadir incidence angles
from �15° through nadir to �29° (Fig. 6). The aircraft
turned azimuthally through 810° in this attitude, map-
ping the azimuthal dependence of the backscattered
power falloff with incidence angle. Two sets of turning
data were acquired on most days, before and after the
aircraft measured wind stress at low altitude (12 to 65
m, depending on conditions). But, due to various prob-
lems there was only one set of turning data that did not
need special editing on each day except on 12 June,
when both sets were good. Wave topography and back-
scattered power for mss were also acquired during level
flight segments whenever the aircraft altitude was
above the SRA minimum range of about 30 m.

Figure 7 shows the aircraft heading and the wind
direction at the 250-m aircraft altitude for a portion of
the first set of turning data on 12 June. The SRA di-
rectional wave spectrum was unimodal (Fig. 2) with the
spectral peak, indicating that the dominant waves prop-

FIG. 5. Plots of Eqs. (12) (�) and (13) (o).
FIG. 4. Plot of Eq. (10) for values of R from 0 to 0.1.
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agated toward 55° with a phase speed of 20.6 m s�1

(275-m wavelength). This was nearly identical to the
mean wind vector at the aircraft altitude (21.7 m s�1

toward 52°). Waves evolve as they propagate, but to
first order the wind vector at the aircraft altitude nearly
matching the dominant wave propagation vector can be
thought of as producing an equivalent dataset as an
aircraft flying in circles at its 75 m s�1 airspeed on a
windless day over a wave field fixed in space.

This alternate view produces a relatively undistorted
image of the topography and is much simpler to imple-
ment than vector adding the phase speed of the waves
to the aircraft ground speed, which changed continu-
ously between 96 m s�1 when the aircraft was heading
downwind and 54 m s�1 when it was heading into the
wind. Figure 8 shows this simple presentation of the
SRA wave topography and backscattered power for the
data span indicated in Fig. 7. With the SRA 9.4-Hz scan
rate, the aircraft advanced 8 m per scan line. The along-
track data point spacing in Fig. 8 is 2.5 times the cross-
track spacing, providing images of the waves that are in
correct proportion locally and automatically rectifying
the circular track over the ocean.

In the contiguous data span shown in Fig. 8, the air-
craft took 4.3 min to turn through 210° and covered an
effective along-track distance of about 19 km. It is
broken into five segments with time (and distance
around the circle) advancing up the page and from left

to right. The aircraft heading changed continuously,
but at the start of the first segment it was nearly cross-
wind (Fig. 7) with the aircraft flying parallel to the
dominant wave crests and the SRA scan plane look-
ing downwind on the right side of the swath. In the
middle segment the aircraft was flying nearly upwind,
perpendicular to the crests of the dominant waves, and
the SRA scan plane was looking in the crosswind di-
rection. In the fifth segment the aircraft was again flying
nearly parallel to the wave crests, but with the SRA
scan plane looking upwind on the right side of the
swath.

The left image of each pair is grayscale-coded wave
topography (troughs dark, crests light). The significant
wave height was 6.2 m, and the nadir channel of the 64
cross-track positions has been colored white. The right
image of each pair is the backscattered power with the
incidence angle (cross-track) dependence removed by
normalizing each power value by the average value of
power at that off-nadir incidence angle for that seg-
ment.

The aircraft heading in degrees at the beginning and
end of each segment is indicated below and above each
pair of images, respectively. Each of the five segments
contains the same time span (481 scan lines of data), but
the change in aircraft heading over each segment varies
between 50° and 35° instead of the 42° average value
due to variations in aircraft roll attitude.

FIG. 7. Aircraft heading, varying almost linearly with scan line
number from 337° to 127°, and the wind direction (from approxi-
mately 232°) at the 250-m aircraft altitude for a portion of the first
set of turning data on 12 Jun 1992 in the vicinity of 44.2°S, 145.3°E
(Fig. 1).

FIG. 6. Measurement geometry for data acquired at 250-m
altitude while the aircraft was in a �7° roll attitude.
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4. Eliminating long-scale surface tilt contamination

It was desired to examine the variation of the scat-
tering characteristics relative to the wind direction us-
ing 15° azimuthal bins. But Fig. 8 indicates that the 88
scan lines (700-m along-track distance) typically cov-
ered during a 15° heading change were not sufficient to
ensure that the along-track and cross-track surface
slopes associated with the longer waves would be sta-
tistically represented at every cross-track (off-nadir in-
cidence angle) position.

Thompson and Gotwols (1994) and Gotwols and
Thompson (1994) investigated the effect of sea surface
slope modulation of local incidence angle using data
from a Ka-band scatterometer boresighted at 17° off-
nadir, an X-band (10 GHz, 30-mm wavelength) scatter-
ometer boresighted at 20° off-nadir, and Ku-band scat-
terometers boresighted at 20° and 45° off-nadir. At the
17° and 20° incidence angles they found that the modu-
lation of the backscattered power was so dominated by
the large-scale wave slopes that they could reproduce
its general characteristics without having to incorporate
in their scattering model the modulation of the short-

wave spectral density over the long-wave phase. At 45°
off-nadir, the long-wave slopes were less dominant and
their model could not reproduce the observations un-
less they incorporated hydrodynamic modulation of the
short-wave spectral density as a function of its position
along the long-wave surface.

Since the area bounded by each 15° azimuthal inter-
val used in the present study contained so few dominant
wavelengths, not considering their slopes would badly
corrupt any attempt to determine the general incidence
angle and azimuthal dependence of the backscattered
power. Because the scatterometers used by Thompson
and Gotwols (1994) did not measure range, they could
not document the topography of individual waves as
the SRA could, so their modeling analysis was indirect.
In the present study we directly mitigated the long-
wave corrupting effect by using the along- and cross-
track slopes computed from the SRA wave topography
measurements to determine local incidence angles for
binning the backscattered power data.

The cross-track surface slope at each cross-track po-
sition n on a given SRA scan line was taken as the slope
of a straight line least squares fitted through nine adja-
cent elevations (n � 4). This reduced the useable swath
from cross-track positions 1–64 to 5–60. The along-
track slope was determined at each position, n, on a
given SRA scan line by subtracting the average of five
elevations (n � 2) from the previous scan line from the
same five-elevation average on the following scan line
and divided by the 16-m distance between those lines.
Several algorithms were tried, but these were subjec-
tively judged to provide the best results.

The cross-track slope determination was the more
critical of the two with its greater impact on the local
incidence angle at the edges of the swath because it was
directly added to the antenna off-nadir boresight angle.
Nine points were used to minimize noise generated by
errors in the elevation measurements while still provid-
ing a reasonable estimate of the midpoint surface slope
even if the surface curved within the 25-m span. At the
SRA 9.4-Hz scan rate and 50% duty cycle, the duration
of each cross-track scan was about 0.05 s. The sea sur-
face could be assumed frozen during the 7-ms time in-
terval needed to acquire each set of nine points used in
the cross-track slope determinations.

The sea surface could not be assumed frozen during
the 0.2-s interval between the previous and following
scan lines for the along-track slope determination, but
the discussion in section 3 justified the simple compu-
tation using the aircraft airspeed on 12 June. On 10
June, the 300-m wavelength dominant waves propagat-
ed at 21.6 m s�1 toward 50°, also nearly matching the
wind speed at the aircraft 250-m altitude, which was

FIG. 8. SRA (left) wave topography and (right) backscattered
power for the data span indicated in Fig. 7, broken into five seg-
ments, with the starting and ending aircraft headings indicated
below and above each segment. The average cross-track variation
of the backscattered power in each segment has been removed.
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24.5 m s�1 toward 60°. On 11 June, the 240-m wave-
length dominant waves propagated at 19.3 m s�1 to-
ward 65°, fairly well matching the wind speed of 15.3
m s�1 toward 68° at the 250-m aircraft altitude.

The conditions were not as fortuitous on 13 June
when the wind speed at the 250-m aircraft altitude was
9.4 m s�1 toward 24°. There was a bimodal wave system
with the 300-m wavelength propagating at 21.6 m s�1

toward 340° and the 240-m wavelength propagating at
19.3 m s�1 toward 55°. If wind and wave directions had
been aligned, a 12 m s�1 difference between wind speed
and phase speed would cause minimal error in the
along-track slope computation when the aircraft was
flying parallel to a wave crest. It would cause 2.4-m
(15%) changes in the nominal 16-m baseline used in the
simple computation when the aircraft was heading up-
wind or downwind. But the situation on 13 June was
more complex because the wave propagation directions
deviated 30° and 45° in opposite directions from the
downwind direction. Under those circumstances it
would be difficult to even assign a speed and direction

to a particular point on a wave. The simple correction
was considered better than none.

On 16 June, the wind speed was negligible and the 16
m s�1 phase speed of the waves would cause 20% errors
in the nominal baseline for the along-track slope deter-
mination when the aircraft was heading either upwave
or downwave. But the simple along-track slope correc-
tions would be in the proper direction and, with the
wave height much lower than on 10 or 12 June, the
absolute size of the errors would be small.

There is no guarantee that surface slopes not re-
solved by these computations were associated with
ocean waves short enough to be assumed statistically
uniform at every cross-track position over any 700-m
along-track distance. But, at least the major corrupting
influence of the dominant wave slopes was eliminated.

Starting from the left in Fig. 9, the first two images
are an enlargement of a portion of the fifth segment of
Fig. 8 when the right side of the SRA scan plane was
directed approximately upwind. The third and fourth
images are the along-track and cross-track sea surface

FIG. 9. (left), (second) An enlargement of a portion of the fifth segment of Fig. 8. (third) The
along-track and (fourth) cross-track sea surface slopes.
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slopes (white: maximum positive slope, black: maxi-
mum negative slope) determined by the SRA in the
manner just described.

Figure 10 shows an enlargement of a portion of the
third segment of Fig. 8 with the associated along-track
and cross-track slopes. Although the SRA scan plane in
Fig. 10 was an average of about 15° off the mean cross-
wind direction, this interval was selected because the
dominant wave slopes were nearly in the along-track
direction. Figures 9 and 10 only display cross-track po-
sitions 5 through 60 because of the limitations imposed
by the cross-track surface slope computation. In both
Figs. 9 and 10, the slope determinations do not appear
to be noisy, and the largest slopes are in the dominant
wave propagation direction.

Figure 11 plots the surface elevation and along-track
and cross-track surface slopes for 88 scan lines from
cross-track position 11 (of 64 starting from the left) of
Fig. 10, which represents the average time interval for a
15° change in aircraft heading during the turning seg-
ments. The largest along-track slopes have magnitudes
of about 10°. The largest cross-track slopes are in the
5°–7° range.

The cross-track slope determinations are totally in-
dependent from scan line to scan line because they only
involve the surface elevations on their own scan line.
Yet they map out a smooth progression in Fig. 11 with
little jitter. Adjacent along-track slope determinations
are independent, but they also display little jitter in
Fig. 11.

5. Skewness in backscattered power distribution

The seminal work of Cox and Munk (1954) measured
the statistics of the sun’s glitter to determine the sea
surface slope distribution. There have since been many
measurements using a variety of techniques (Hughes et
al. 1977; Tang and Shemdin 1983; Haimbach and Wu
1985; Hwang and Shemdin 1988; Wu 1991; Bock and
Hara 1995; Shaw and Churnside 1997) confirming and
extending the Cox and Munk results that, when wind
and waves are aligned, the slope PDF is nearly Gauss-
ian in the crosswind direction and significantly departs
from Gaussian in the upwind–downwind direction.

Cox and Munk chose to demonstrate the character-
istics of the slope distribution by showing two curves

FIG. 10. As in Fig. 9, but for a portion of the third segment of Fig. 8.
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corresponding to a 12.5-m height wind speed of 10
m s�1. One curve showed the slope distribution in the
crosswind plane to be perfectly symmetrical about na-
dir with a standard deviation of 8°. Its small and large
slopes were more probable than for a corresponding
Gaussian distribution of the same mss, indicating kur-
tosis, but not skewness. The Cox and Munk curve for
the upwind–downwind plane is reproduced in the top
panel of Fig. 12. It had a larger standard deviation (10°)
than the crosswind direction and the peak of the distri-
bution was shifted off-nadir 2.9°. Small slopes were also
more probable than for a Gaussian distribution of the
same mss (dashed curve), indicating kurtosis in addi-
tion to the skewness.

The Cox and Munk curve indicates that slopes in the
upwind direction (to the right) have a higher probabil-
ity than slopes in the downwind direction for incidence
angles greater than 25°. This is reassuring since scatter-
ometers operating in that incidence angle region see
higher backscatter in the upwind direction than in the
downwind direction. However, care must be taken in-

terpreting the Cox and Munk curve in that region be-
cause they did not have observations at angles greater
than 15°. The truncated Gram–Charlier expansion that
Cox and Munk, and most other investigators, have used
in interpreting observations is not a true PDF because
false negative probabilities can appear, raising ques-
tions about its ability to extrapolate (Tatarskii 2003). It
is even apparent that the Cox and Munk curve is about
to go negative at its left limit in Fig. 12.

Of greater significance to the present study is that the
near-nadir distribution has nearly perfect symmetry
within about 15° of its peak, where the fitted curve
should have well represented the Cox and Munk ob-
servations. The middle panel of Fig. 12 is from Walsh et
al. (1998) and shows alternative plots of the Cox and
Munk fitted curve. The circles are values scaled off the
Cox and Munk graph and plotted using the original
off-nadir values. The dashed curve corresponds to the
expected power variation for a surface whose mss �
0.045 if it were tilted up in the downwind direction by
2.9°, or if it were horizontal but the off-nadir angles of

FIG. 11. Surface elevation (dots connected by straight lines) and along-track (o) and cross-
track (�) surface slopes for 88 scan lines from cross-track position 11 (of 64 starting from the
left) of Fig. 10.
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the antenna boresight were in error by 2.9°. The aster-
isks are the same data values as the circles but with the
associated incidence angles shifted by 2.9°. The aster-
isks are very close to the solid curve corresponding to a
horizontal surface within about 12° of the peak.

The dashed curve in the middle panel of Fig. 12 sug-
gests that ignoring an off-nadir bias in the peak of the

backscattered power distribution will result in a poorer
understanding of the nature of the scattering. Since (4)
indicates that the slope of the fall-off of backscattered
power with incidence angle is inversely proportional to
the mss, the small slope of a straight line least squares
fitted to the circles to the left of nadir would indicate a
large mss on that side of the swath, while the large slope
of a straight line least squares fitted to the circles to the
right of nadir would indicate a small mss on that side of
the swath. That would erroneously suggest a disconti-
nuity in small-scale roughness at nadir.

Because the dashed curve is about as far above the
solid (symmetrical) curve on the left side as it is below
it on the right side, the effect of ignoring skewness in
the distribution could be mitigated to first order and a
reasonable value of mss obtained by averaging the data
from the two sides of the swath. That was not the ap-
proach taken in the present study. A parabola was fit-
ted to the SRA data in the vicinity of nadir (Walsh et al.
1998) within each 15° azimuthal bin relative to the wind
direction to determine any deviation from nadir in the
peak of the backscattered power distribution.

The bottom of Fig. 12 shows a physically unrealistic,
ad hoc surface model that would produce the near-
nadir Cox and Munk observations shown in the top
panel. Suppose that the overall surface were horizontal
and of uniform mss but segmented into a series of strips
extending in the crosswind direction with each strip tilt-
ing up 2.9° in the downwind direction. The vertical scale
in the figure has been magnified by a factor of 2 for
clarity.

What would be predicted by the ad hoc model as the
SRA scan plane rotated azimuthally? The peak of the
backscattered power distribution in any azimuthal
plane of incidence would be expected to occur when the
off-nadir incidence angle was closest to the effective
normal to the surface. If ux, uy, and uz are the unit
vectors in the x, y, and z directions, the unit vector
normal to a surface effectively tilted up at an angle �p in
the y direction would be

sin�puy � cos�puz. 	18


The unit vector at an off-nadir angle � in a vertical
plane whose azimuth is at an angle � with respect to the
vertical plane through the y axis would be

sin
 sin�ux � cos
 sin�uy � cos�uz. 	19


The angle between the two vectors is minimized when
their inner product is minimized:

d�d�	cos
 sin� sin�p � cos� cos�p
 � 0, 	20


which, for small values of �p, reduces to

FIG. 12. (top) A reproduction of the Cox and Munk (1954) plot
of the sea surface slope distribution in the upwind–downwind
plane for a 10 m s�1 wind speed. The abscissa scale is in terms of
the observed standard deviation of the surface tilts (10° in this
instance). (middle) The Cox and Munk values (circles) and an
alternative plot (asterisks) shifting the Cox and Munk incidence
angles by 2.9°. (bottom) The arrow indicates the downwind direc-
tion and shows a simple ad hoc surface model that would produce
the near-nadir observations.
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� � �p cos
. 	21


The off-nadir angle of the peak of the backscattered
power distribution would vary sinusoidally with the azi-
muth of the angle of the incidence plane with respect to
the wind direction.

Figure 13 is a plot of the azimuthal variation of the
incidence angle of the peak of the backscattered power
for a set of turns from each of the six flights. For the
days when the wind speed was 2 and 6 m s�1, it is dif-

ficult to discern any azimuthal signature. An azimuthal
variation is apparent at 8 m s�1 with an amplitude of
about 0.5°, increasing to about 1.3° at 14 m s�1 and over
1.5° at 16 and 19 m s�1.

The characteristics of near-nadir backscatter could
also be thought of in terms of two other very simple
two-scale models that do not have the discontinuities of
the saw-toothed sea surface shown in the bottom panel
of Fig. 12. One assumes that the small-scale roughness
is uniform spatially but the large-scale waves have
bound second harmonics that increase the wave steep-
ness on the leading edge and decrease it on the trailing
edge, skewing the large-scale wave slope distribution.
An alternate view would be to assume a Gaussian dis-
tribution of the large-scale wave surface slopes with a
spatial variation of small-scale roughness that was mini-
mum on the rear faces of the waves, larger at the crests,
and maximum on the forward faces. For such a surface,
the highest specular backscatter would occur when
looking off-nadir in the downwind direction, normal to
the smoothest part of the large-scale waves even though
the peak of their slope distribution was at nadir.

Tatarskii (2003) developed a method to decompose
an arbitrary PDF as the sum of displaced Gaussian
functions and demonstrated its application using the
Cox and Munk (1954) slope dataset and the complex
Huang and Long (1980) surface elevation dataset. Plant
(2003) also reanalyzed the Cox and Munk (1954)
dataset using the sum of two displaced Gaussian PDFs
and adding a physical interpretation. One PDF repre-
sented the wind-generated free waves, while the other
represented the bound waves that travel at nearly the
phase speed of the longer waves that generate them.
The PDF of the wind-generated waves was shifted to-
ward the upwind side of the crests, which would cause
the apparent shift of the peak of the backscattered
power seen in the SRA data. The broader, lower PDF
of the bound waves in Plant’s analysis is shifted even
further, but in the opposite direction, toward the steep
forward face of the longer waves, producing the higher
slope probabilities observed at larger angles in the up-
wind direction.

Surface slopes on distances longer than about 25 m in
the cross-track direction and 16 m in the along-track
direction were effectively eliminated in the SRA data
processing. This might explain why the maximum dis-
placements of the scattering peak from nadir observed
by the SRA are smaller than the Cox and Munk 2.9°
value.

6. Kurtosis in backscattered power distribution

Figure 14 shows the mean variation of backscattered
power versus local incidence angle for the SRA scan

FIG. 13. Azimuthal variation of the incidence angle of the peak
of the backscattered power for a set of turns from each of the six
flights.
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plane within �7.5° of the upwind–downwind direction,
with positive numbers indicating the downwind direc-
tion. The nadir power increased as the wind speed de-
creased, but for clarity the data for 8 m s�1 were shifted
down by 10 dB and the data for 2 m s�1 were shifted
down by 15 dB so that they would not overlap.

The SRA data were first placed in local incidence
angle bins determined from the antenna boresight
angle and the along- and cross-track surface slopes.
Then a parabola fitted to the SRA data in the vicinity of
nadir (Walsh et al. 1998) determined any deviation
from nadir of the peak of the backscattered power dis-
tribution, and that off-nadir angle was subtracted from
all the angle values before plotting in Fig. 14. A second-
order curve was then fitted to the backscattered power
values on the right side of the distribution peak. Curves
were fitted to the data to the right side of the peak
because in a �7° roll attitude the incidence angle ex-
tended out to 29° off-nadir to the right but only to 14°
off-nadir to the left. The swath width limitation im-
posed by the cross-track slope determination reduced
those values to about 26° on the right side and 11° on
the left.

The circles in Fig. 14 indicate the data points for
which the right side of the SRA scan plane was oriented
in the downwind direction, and the plus symbols (�)
indicate the data for which the right side of the scan
plane was oriented toward the upwind direction. The
second-order curves on the right side of Fig. 14 were
least squares fitted to the circles, and the curves on the
left side were least squares fitted to the plus signs.

There were generally brief straight-and-level seg-
ments flown just before and after the turning segments,
which extended the range of angles past the nominal
11° limit on the left side of the swath in the crosswind
and up/downwind scan planes, as did variations in air-
craft roll attitude. But to be consistent with the limits in
the intervening azimuthal directions, only curve fits to
the data on the right side of the swath were used
throughout.

The circles in Fig. 15 indicate the variation of R (10)
versus mss (17) for the 8-mm wavelength SRA data
from the six SOWEX flights. The three plus symbols
indicate the R values corresponding to the 21-mm
wavelength (Fig. 3) theoretical computation by
Voronovich and Zavorotny (2001). The nonlinearity

FIG. 14. Backscattered power variation for the SRA scan plane within �7.5° of the upwind–
downwind direction with positive angles indicating the downwind direction. Circles indicate
data for which the right side of the SRA scan plane was oriented downwind, and � symbols
indicate the data for which the right side of the scan plane was oriented upwind. The data for
8 m s�1 were shifted down by 10 dB and the data for 2 m s�1 were shifted down by 15 dB. The
second-order curves on the right side were least squares fitted to the circles, and the curves on
the left side were least squares fitted to the � signs.
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(R) of the backscattered power variation with incidence
angle clearly increases with mss at both frequencies.

Figure 16 plots the quadratic (B) coefficient versus
the linear (A) coefficient [Eq. (8)] for all second-order
fits to the SRA data of Fig. 15. The straight line was
least squares fitted to the log of the B and A coefficients
for all data. Its equation is the power law

B � 0.4182A1.434. 	22


The straight line with dots was least squares fitted to
the log of the B and A coefficients for all data except
for the lightest wind speed day, resulting in

B � 0.5676A1.332. 	23


The dashed curve is actually a straight line (appearing
curved due to the log–log axes in Fig. 16) that was least
squares fitted to the B and A coefficients for all data
except for the lightest wind speed day. Its equation is

B � �9.84 � 2.066A. 	24


The dashed and solid curves indicate a very similar
dependence of B on A for values of A less than 40. If
the cluster of data for the 2 m s�1 wind speed day (60 �
A � 100) were included in the linear dependence curve
fit (24), the fit to the main body of data would have
degraded significantly.

The equation of the dotted line, least squares fitted to
the log of the three Ku-band values (� symbols) from

the Voronovich and Zavorotny (2001) theoretical
analysis shown in Fig. 3, is

B � 0.4194A1.327. 	25


7. Discussion

It should be kept in mind that Figs. 13 and 16 were
generated from a single dataset acquired over the
course of a single week in a single wave/current/wind
environment. However, the possibility that there may
be a global model to characterize Ka-band radar back-
scatter from the sea surface within 25° of nadir is tan-
talizing. The onset of skewness in the backscattered
power distribution between 6 and 8 m s�1 indicated in
Fig. 13 is supported by data collected by the SRA in
the very different environment of the western Pacific
equatorial warm pool during the Tropical Ocean and
Global Atmosphere Coupled Ocean–Atmosphere Re-
sponse Experiment (TOGA COARE; Walsh et al.
1998).

Two recent Ka-band investigations of near-nadir
backscatter did not comment on skewness because their
ability to study it was hampered by the experiment de-
signs. Vandemark et al. (2004) used a nonscanning na-

FIG. 15. Variation of R vs mss for the 8-mm SRA data (circles)
from the six SOWEX flights and the theoretical computation by
Voronovich and Zavorotny (2001) at 21-mm wavelength (�).

FIG. 16. Quadratic (B) coefficient vs the linear (A) coefficient
(8) for all the second-order fits to the SRA data of Fig. 15. The
straight line is a power-law least squares fitted to all of the data.
The straight line with dots is power-law least squares fitted to the
data for which A � 40. The dashed curve is a straight line least
squares fitted to the data for which A � 40. The dotted straight
line is a power-law least squares fitted to the three values (�)
from the Voronovich and Zavorotny (2001) Ku-band theoretical
analysis.
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dir-directed antenna from an aircraft at 15-m height to
interrogate the sea surface within a 1-m equilateral tri-
angle of wave elevation measurements provided by
three downlooking laser altimeters. The experiment
was designed to study the variation of nadir backscatter
with the wind and wave characteristics and its 6° (two
way) antenna beamwidth could not resolve variations
in skewness.

Tanelli et al. (2006) measured backscattered power
at both Ka and Ku band with a scanning antenna
(�25°) from a high-altitude aircraft. Their 3.4° half-
power beamwidth (two way) at Ka band provided one
limitation on investigating skewness. Another limita-
tion was their forward-looking angle of 3°, which com-
bined with an aircraft pitch attitude rarely below 1° to
provide little data within 4° of nadir. All of the aircraft
on which the SRA has been mounted generally flew in
a 2° nose-up attitude. The SRA antenna was always
mounted looking aft 2° so that the beam would scan
through nadir during the flights.

Tanelli et al. indicated that they made fourth-order
polynomial fits (versus �, not tan2 �) to the data from
only one side of the cross-track radar scan to avoid
up/downwind asymmetries. But it might have been
better to process both sides of the scan and try to esti-
mate the skewness of the distribution rather than to
suffer its contamination to an unknown extent. The
discussion relating to Fig. 12 of this paper and Walsh et
al. (1998) indicates that an undetermined skewness in
the backscattered power distribution can significantly
distort the interpretation of the variation of backscat-
tered power with incidence angle and the computed
mss.

Looking at the variation of backscattered power with
incidence angle to the left and to the right of nadir
should not produce disjoint estimates of the mss, but
they will if there is undetermined skewness present.
Even with the data void within 4° of nadir, if it were
assumed that the backscatter were symmetrical within
about 10° of the “effective” normal to the surface, the
Tanelli et al. dataset might provide useful estimates of
the shift in the peak of the backscattered power distri-
bution at both Ka and Ku bands and possibly identify a
frequency dependence in the shift.

The present analysis indicates that the non-Gaussian
characteristic of the scattering increases as the mss in-
creases. Figure 16 suggests that the quadratic (B) coef-
ficient is uniquely related to the linear (A) coefficient.
Except for the lightest wind day, there was considerable
overlap in the A and B coefficients from day to day
because they varied significantly azimuthally. But the
scatter for any given day spread the coefficients along
the general power law representing the entire dataset.

This is important because it suggests that, for a particu-
lar value of the A coefficient, the same B coefficient will
be associated with it whether the A coefficient corre-
sponded to the crosswind direction at a high wind
speed, or to the upwind direction at a lower wind speed,
or to an intermediate wind speed at an intermediate
direction relative to the wind.

The Voronovich and Zavorotny (2001) Ku-band
theoretical analysis using Gaussian slope statistics pro-
duced almost the same power-law relationship between
A and B as the SRA Ka-band observations. Further
investigation is needed to determine whether the offset
between the Ku-band curve fit to their theoretical re-
sults and the Ka-band data is due to a contribution of
non-Gaussian slope statistics, or to the frequency dif-
ference, or to problems in the theory and/or measure-
ments. However, what it suggests is that, whether the
non-Gaussian nature of the scattering is caused by non-
Gaussian slope statistics, or Gaussian slope statistics
and diffraction, or some combination of the two, the
linear coefficient, A, is sufficient to determine the char-
acteristics of the backscatter.

It should be emphasized that the relationship be-
tween A and B was not obtained using off-nadir angles,
but local incidence angles that took into account the
slopes of waves whose wavelengths were longer than
about 16 to 25 m. Computing local incidence angles is
not possible for most remote sensors. But the hope is
that measurements binned by off-nadir angle and aver-
aged over areas large enough that long-wave slopes are
statistically represented at all incidence angles would
produce the same result. If that were shown to be the
case, this simple model might prove very useful for pre-
dicting the performance of remote sensors that operate
within 25° of nadir.
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