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ABSTRACT

Alaska experienced record-setting warmth during the 2015/16 cold season (October–April). Statewide

average temperatures exceeded the period-of-record mean by more than 48C over the 7-month cold season

and by more than 68C over the 4-month late-winter period, January–April. The record warmth raises two

questions: 1) Why was Alaska so warm during the 2015/16 cold season? 2) At what point in the future might

this warmth become typical if greenhouse warming continues? On the basis of circulation analogs computed

from sea level pressure and 850-hPa geopotential height fields, the atmospheric circulation explains less than

half of the anomalous warmth. The warming signal forced by greenhouse gases in climate models accounts for

about 18C of the anomalous warmth. A factor that is consistent with the seasonal and spatial patterns of the

warmth is the anomalous surface state. The surface anomalies include 1) above-normal ocean surface tem-

peratures and below-normal sea ice coverage in the surrounding seas from which air advects into Alaska and

2) the deficient snowpack over Alaska itself. The location of the maximum of anomalous warmth over Alaska

and the late-winter–early-spring increase of the anomalous warmth unexplained by the atmospheric circu-

lation implicates snow cover and its albedo effect, which is supported by observational measurements in the

boreal forest and tundra biomes. Climate model simulations indicate that warmth of this magnitude will

become the norm by the 2050s if greenhouse gas emissions follow their present scenario.

1. Introduction

Alaska experienced record-setting warmth during

the cold season of 2015/16. (The cold season is defined

here as October through April, the seven months in

which the statewide average temperature is below freezing).

During 2015/16 the statewide temperature for October–

April exceeded the period-of-record (1925–2016) mean by

4.78C (8.48F) and the current 30-yr (1981–2010) climato-

logical ‘‘normal’’ by 4.28C (7.58F), exceeding the pre-

vious record set in 2002/03 by 0.78C (1.38F) [National

Centers for Environmental Information (NCEI); NCEI

(2016)]. Even more remarkable were the temperatures

during the second half of the cold season. The January–

April statewide average exceeded the period-of-record

mean by 6.18C (10.98F) and the 1981–2010 climatolog-

ical mean by 5.48C (9.78F). This January–April anomaly

represents a departure of 3.97 standard deviations from the

current climatological normal. Figure 1 shows the time

series of the statewide temperature anomalies, relative to

the 1981–2010 means, for the two seasonal timeframes.

This present paper is intended to provide some con-

text for the record warmth of the 2015/16 cold season in

Alaska by addressing two questions: 1) Why was Alaska

so warm during the past winter? 2) At what point in the

future might the cold-season temperatures of 2015/16

become typical? With regard to the first question, can-

didate explanations include the anomalies of the atmo-

spheric circulation, anomalous temperatures of air

advected into Alaska, the effects of the surface state (i.e.,

snow and sea ice anomalies that impact air temperatures

more locally in and around Alaska), and greenhouse

warming. Extreme cold-season temperature anomalies in

Alaska have been shown to be associated with anomalous

atmospheric circulation patterns (Shulski et al. 2010),

with a strengthened Aleutian low resulting in warm ad-

vection and a weakened Aleutian low associated with
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cold advection. The atmospheric circulation has also been

implicated in the warmth of the broader Arctic during the

winter of 2015/16 (Overland and Wang 2016; Cullather

et al. 2016). We therefore hypothesize that advection

played at least some role in Alaska’s anomalous warmth

during the 2015/16 cold season. The present paper is in-

tended to determine the magnitude of the circulation’s

contribution to the warm winter.

The core of the experiments described in the follow-

ing section is the use of an analog approach that iden-

tifies the years with the most similar wind patterns over

Alaska, enabling a comparison of the 2015/16 air tem-

peratures with those expected on the basis of the best

past analogs of atmospheric circulation. A similar ap-

proach has been used in attribution studies for extreme

seasons in Europe (Cattiaux et al. 2010; Yiou et al.

2007).We also examine sea surface temperature, sea ice,

and snow conditions in the context of the abnormal

warmth. With regard to the future expectations raised

by the second question above, climate models run under

greenhouse gas emission scenarios have provided pro-

jections of climate change through 2100. Here we utilize

output from global climate models and a regional cli-

mate simulation for Alaska, with a focus on the trends

and variability of the simulated temperatures over

Alaska from the late 1900s through 2100. Extreme warm

winter temperatures (by historical standards) become

more frequent in future decades in the model simula-

tions, enabling estimates of the future time at which the

2015/16 winter’s temperatures become the norm.

2. Methods

The atmospheric circulation exerts a strong control on

temperature variations through the advection of warm

and cold air across temperature gradients. Extreme cold

events in middle latitudes, for example, are associated

with the advection of cold air masses from high latitudes.

It follows that monthly and seasonal anomalies of tem-

perature are driven, to some extent, by the atmospheric

circulation and temperature advection. To assess the

impact of the atmospheric circulation on the tempera-

tures over Alaska during the 2015/16 cold season, we

utilize a tool for selecting the closest atmospheric cir-

culation analogs to 2015/16 in the historical database.

The historical database used here is the NCEP–NCAR

reanalysis (R1; Kalnay et al. 1996), which spans the

period from 1949 to the present.

FIG. 1. Alaska statewide average temperatures (8C) for (a)October–April and (b) January–April

[data from NCEI (2016)].
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Because a reanalysis represents a blend of observa-

tions and model output, an important consideration is

the performance of the reanalysis over the region of

interest. Two recent studies have evaluated reanalysis

performance over high latitudes: Lindsay et al. (2014)

for the Arctic Ocean and Lader et al. (2016) for Alaska.

R1 was one of several reanalyses compared in each

study. As expected, the fields for which observations

were directly assimilated (i.e., pressure/geopotential

height, temperature, and wind) showed better agree-

ment across themodels andwith observational data than

did fields that are computed by the models without di-

rect assimilation (e.g., precipitation and radiative

fluxes). For our purposes, the sea level pressure and

geopotential height fields are the primary concerns be-

cause only those variables are used to identify the best

circulation analogs. Lindsay et al.’s (2014, p. 2604)

model intercomparison showed that ‘‘sea level pressure

fields differed very little, except for the 20CR model.’’

This finding contrasts with the Southern Hemisphere,

where Hines et al. (2000) showed that temporal het-

erogeneities in the input data lead to artificial trends in

surface pressure over the Southern Ocean and Antarc-

tica. Lindsay et al. (2014) did find that R1 wind speeds

tended to be lower than the cross-model median over

the Arctic Ocean in winter. However, our analog se-

lection does not use wind, and only a small portion of our

analog selection domain is over the Arctic Ocean. Lader

et al. (2016) did not include sea level pressure or geo-

potential height in their evaluation, which focused on

temperature and precipitation. While Lader et al.’s

(2016) results showed heterogeneities in the R1 fields of

precipitation and even temperature over Alaska, the

assimilation of pressure, geopotential height, and wind

data in this reanalysis gives its large-scale circulation

fields more credibility, especially over land areas where

station data are available for assimilation.

The analog selection procedure is based on root-

mean-square (RMS) differences averaged over a pre-

scribed domain. In this case, we select analogs based on

sea level pressure (SLP) and 850-hPa geopotential

height over a domain that includes Alaska and the sur-

rounding seas: 508–758N, 1308W–1808. The evaluation of

differences and the analog selection are performed for

individual calendar months of the October–April cold

season. For example, the best October circulation ana-

logs are obtained by evaluating the RMS differences

between the sea level pressure fields of October 2015

and all other Octobers dating back to 1949. We select

the five years with the smallest RMS differences as the

five best October SLP analogs. We do the same for the

850-hPa geopotential height fields. We then repeat

the procedure for each month from November through

April, selecting the five best analog years for SLP and

850-hPa height. For each calendar month and variable

(SLP and 850-hPa height), we use area-weighted aver-

ages of the surface air temperatures of the Alaska cli-

mate divisions (from NCEI), average over the five best

analogs, and compare the five-analog average to

the corresponding temperatures of 2015/16, thereby

determining how much of the 2015/16 temperature

anomaly can be explained by the atmospheric circula-

tion in each calendar month. While the circulation (SLP

and 850 hPa) analogs are obtained from reanalysis out-

put, all temperatures used in this study are NCEI-

computed statewide or regional averages based only

on station temperature measurements. Specifically, we

use the NCEI temperatures for Alaska climate divisions

developed by Bieniek et al. (2012). These climate di-

visions, shown in Fig. 2, have been used in an evaluation

of historical variations and trends of Alaskan tempera-

tures (Bieniek et al. 2014) and were recently adopted for

use by NCEI (NCEI 2016).

Figure 3 provides an example of the analog fields,

showing the sea level pressure distribution in January

2016 and the five Januaries that were the closest analogs

to 2016: 1992, 2001, 1981, 1987, and 1958 (from the

smallest RMS difference in 1992 to the fifth smallest in

1958). In all cases, strong flow into Alaska from the

southeast is indicated by the isobar patterns. Also, in all

cases, the SLP over the Aleutian region was lower than

normal, consistent with stronger-than-normal advection

of warmer air into Alaska. This airflow pattern is consis-

tent with above-normal temperatures. The statewide

temperature averaged over these five Januaries was 4.18C
above the 1981–2010 mean, a large departure when one

considers that four of the analog years are included in the

30-yr period used to calculate themean.When the analogs

for January 2016 are computed from 850-hPa geopotential

height instead of SLP, the five best analogs are from Jan-

uary 1992, 1958, 1981, 2001, and 1961. The commonality

across the two sets (4 out of 5 the same, although with

different order) is typical of other calendar months.

The magnitude of the warmth of 2015/16 relative to

the analog years is a central result of this study, so it is

important to document sensitivities to the method used

to select the analogs. The analog-derived temperature

anomalies associated with the circulation depend on the

choice of variable(s) used in determining the best ana-

logs and on their weighting if more than one variable is

used. We illustrate this sensitivity in Fig. 4 and again in

section 3. Figure 4 shows the statewide average tem-

peratures (departures from 1925–2015 mean) averaged

over the five best analogs based on sea level pressure

only and the five best analogs based on a combination

of sea level pressure and 850-hPa height (equally
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weighted). Results are shown for each calendar month,

together with the observed temperature anomaly for

that month. It is apparent that the inclusion of 850-hPa

heights provides no systematic improvement. Our

interpretation is that the two fields are largely redundant

and that surface air temperature anomalies are most

closely aligned with the near-surface winds compared

with those 1–2 km above the surface. Experiments with

FIG. 3. January SLP (hPa) maps for (top left) 2016 and the five best January SLP analogs: (top center) 1992, (top right) 2001, (bottom left)

1981, (bottom center) 1987, and (bottom right) 1958.

FIG. 2. Alaska climate divisions from NCEI (https://www.ncdc.noaa.gov/file/alaska-climate-

divisionspng), based on Bieniek et al. (2012).
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different weights of SLP and 850-hPa height did not

change this conclusion. In fact, the two sets of analog-

derived temperatures are identical in several months

because the five best analog years for these months were

the same for sea level pressure and 850-hPa height. (Of

the 35 selected analogs, 5 in each of the 7 months in

Fig. 4, 26 were common to both sets).

Another degree of freedom is the number of selected

analogs from which a composite is constructed to evalu-

ate the circulation-driven component of the temperature

anomaly. Table 1 shows the mean absolute difference

between the analog-derived and observed Alaska

statewide-averaged temperature as a function of N, the

number of best analog years that are averaged. The re-

sults in Table 1 are based on evaluations for each indi-

vidual month, October through April of 2015/16, and

these averages are shown for 1) analogs based only on sea

level pressure only and 2) analogs bases on an equal

weighting of sea level pressure and 850-hPa geopotential

height. It is apparent from Table 1 that the reliance on a

single circulation analog is not optimal and that there is

little to be gained beyond the use of about five analogs.

The initial decrease in error from N 5 1 implies that the

analog procedure has some inherent instability that is

offset by the compositing of several analogs, while the

lack of improvement beyond N5 5 reflects the inclusion

of progressively poorer matches of the respective fields.

Finally, we also examined the sensitivities of the an-

alog selection to the spatial domain and to the metric of

correspondence. The two metrics of correspondence

were the RMS difference and the spatial pattern corre-

lation. The latter was a candidate for the selection of

pressure/height analogs because it is the gradients of

these variables that determine the winds. Table 2 shows

that the differences between the analog-derived and

observed statewide average temperatures were similar

for the two metrics of correspondence, although the

RMS metric resulted in smaller differences (smaller

underestimates) in most months and in the 7-month

averages. The domain for this comparison (508–758N,

1308W–1808) encompasses the state of Alaska, for which

the atmospheric circulation and its advective effects are

our primary target. When the domain was doubled and

quadrupled in size while still centered on the same lo-

cation, the temperature differences generally worsened,

as shown in the lower portion of Table 2.

In view of the results in Fig. 4 and Tables 1 and 2, our

use of the analog method to evaluate the circulation-

derived component of the temperature anomalies will

be based on the use of only sea level pressure, on N5 5

analogs, on the RMS metric of agreement, and on the

domain bounded by 508–758N, 1308W–1808.

3. Temporal and spatial distributions of the excess
warmth

Prior to quantifying the effect of the atmospheric

circulation, we first extend the diagnosis of the winter

warmth to include the spatial and intraseasonal distri-

butions of the departures from the mean temperature.

Because the proximity to surface anomalies (ocean

temperature, sea ice, and snow) varies regionally and

because the incoming solar radiation has a strong sea-

sonal variation, the spatial and temporal distributions of

the temperature anomalies can provide clues to the

relative importance of various drivers of the air tem-

perature anomalies over the state.

The abnormal warmth affected all parts of the state,

although the magnitudes of the temperature anomalies

FIG. 4. The statewide temperature anomalies (departures from the

1925–2015 mean) averaged over the five best analogs for 2015/16

based on SLP only (solid bars) and the five best analogs based on an

equally weighted combination of SLP and 850-hPa height (hatched

bars). Results are shown for each calendar month, together with

observed temperature anomalies from 2015/16 (unshaded bars).

TABLE 1. Mean absolute differences between Alaska statewide

temperature (8C) of 2015/16 and analog years as a function of the

number N of best analogs, where N ranges from 1 (best analog) to

10 (average of 10 best analogs). Results are averaged over analog

selections for each month of cold season (from October to April)

and are shown for analogs based on SLP only and on equally

weighted SLP and 850-hPa geopotential height (SLP 1 850Ht).

No. of analogs N

1 2 3 4 5 6 7 8 9 10

SLP only 3.3 3.0 2.1 2.2 2.3 2.5 2.7 2.7 2.3 2.7

SLP 1 850Ht 3.6 2.4 3.0 2.7 2.5 2.6 2.8 3.0 3.1 3.2
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were largest in the western and central regions. Figure 5

shows the departures from the October–April period-

of-record means in each of the state’s 13 climate di-

visions shown in Fig. 2. The 7-month departures from

the corresponding divisional means range from 2.48C in

the South Panhandle and 2.58C in the Aleutians, to

5.38C in the West Coast and Central Interior divisions

and a maximum of 5.98C in the Bristol Bay division.

The North Slope, North Panhandle, and Central Panhan-

dle divisions each recorded the second-highest 7-month

departures of their 91-yr records. All other divisions had

their largest departures on record. For the latter part of the

cold season (January–April), new 4-month records were

set in all climate divisions except the North Panhandle, for

which 2016 ranked second only to 1926.

The departures from the climatological means were

substantially larger in the later months (January–April)

than in the early months (October–December) of the

cold season. Figure 6 shows this seasonality in terms of

calendar-month statewide averages of the divisional

anomalies (area weighted) with respect to three clima-

tological base periods: 1925–2016 (the full period of re-

cord for the climate divisions), 1949–2016 (the period of

R1 used for selecting circulation analogs), and 1981–

2010 (the period for the current climatological ‘‘nor-

mals’’ used by the National Weather Service). For

October and November, the departures show essentially

no variation among the three choices of base period,

indicating that there has been little change in the

calendar-month means. However, for December–April,

the departures relative to the 1981–2010 means are

smaller than the departures relative to the full-period

means by 1.58, 0.68, 0.88, 0.88 and 0.68C, respectively,
indicating that the climatological means have increased

over time. Despite the change in the means, the monthly

departures are positive in all calendar months for all

three base periods. The larger departures in January–

April compared to October–December are also appar-

ent in all three cases, and the differences between the

two subseasons are greater than the differences arising

from the choice of the base period.

Figure 7 compares the October–December and

January–April departures (relative to the 1925–2016

means) as a function of climate division. The difference

between the two seasonal subperiods is large (38–48C)
over most of the state, ranging up to 4.58C on the North

Slope, where the departures were 1.68C for October–

December and 6.18C for January–April. The changes

from the earlier to the later subperiod are generally

smaller in the southern and southeastern coastal climate

divisions, although the differences are still generally

between 28 and 38C in those climate divisions.

Akey question for this study is as follows:Howmuch of

the temperature anomalies documented above resulted

from the atmospheric circulation anomalies? We address

this by plotting the ‘‘excess warmth,’’ defined here as the

amount by which the departure from the mean temper-

ature (Figs. 6 and 7) exceeds the composite (mean) of the

corresponding departures in the five best circulation-

derived analog years. Stated differently, the excess

warmth is the portion of the temperature anomaly that

cannot be attributed to the atmospheric circulation pat-

tern of 2015/16. Figure 8 shows the statewide average of

excess warmth for 2015/16 (relative to the SLP-derived

TABLE 2. Mean absolute differences between Alaska statewide temperature (8C) of 2015/16 and analog years as a function of metric

used in analog selection [RMS difference vs pattern correlation (PC)] and as a function of the domain size (with RMS difference as

the metric).

Oct Nov Dec Jan Feb Mar Apr Oct–Apr

RMS; 508–758N, 1308W–1808 1.7 0.7 0.6 3.3 3.4 3.3 3.1 2.3

PC; 508–758N, 1308W–1808 3.1 0.7 0.9 4.2 2.3 4.3 2.6 2.6

RMS; 508–758N, 1308W–1808 1.7 0.7 0.6 3.3 3.4 3.3 3.1 2.3

RMS; 458–808N, 1188W–1688E 3.1 1.7 1.2 3.3 2.7 3.9 2.6 2.6

RMS; 408–908N, 1058W–1558E 3.4 3.3 0.5 5.8 5.9 4.0 2.9 2.9

FIG. 5. Departures from the October–April period-of-record

(1925–2015) mean temperatures (8C) for the 13 climate divisions of

Alaska. Darker shades of red denote larger values.
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analogs) as a function of calendar month. For the

7-month period as a whole, the statewide average of the

excess warmth is 2.48C, which is 57%of the total anomaly

(relative to the 1981–2010 mean). However, the excess

warmth and its percentage of the total departure both

increase substantially from the early season to the late

season: from 1.18C (45% of the total) for October–

December to 3.38C (69% of the total) for January–

April. This seasonal increase has implications for the

explanation of the excess warmth, as discussed below.

Additional explanatory clues can be gleaned from the

spatial distribution of the excess warmth, shown in Fig. 9

for October–December and January–April. The largest

values for October–December are found in the western

climate divisions, where the values are generally around

28C (Fig. 9, left). Values are quite small, 0.58C or less, in

the North Slope division and in the eastern climate

divisions, including the Southeast Interior. Such small

values indicate that the temperature anomalies in these

divisions during October–December were essentially cir-

culation driven. During these months the excess warmth

generally represents larger percentages of the anomalies

in the southwestern divisions: Aleutians (97%), North-

west Gulf of Alaska (73%), Cook Inlet (67%), and West

Coast (66%). The percentages are smaller in the northern

and eastern divisions, ranging down to 0% in the South-

east Interior and the Northeast Gulf of Alaska. The

overall area-weighted statewide average of the excess

warmth as a percentage of the total departure from the

mean is 45%, indicating that slightly more than half of the

departure from normal temperature during October–

December is explained by the atmospheric circulation.

The excess warmth is considerably greater in the later

months, January–April (Fig. 9, right). The excess

FIG. 6. Calendar-month statewide averages of the 2015/16 anomalies of temperature with

respect to three climatological base periods: (left) 1925–2016, (center) 1949–2016, and (right)

1981–2010.

FIG. 7. (left) October–December and (right) January–April departures of temperature (8C) relative to 1925–2016

means for each climate division.
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warmth exceeds 3.08C in the western two-thirds of the

state (except for theAleutians), and it is as large as 4.48C
in the North Slope climate division. Even the smallest

values, which are found in the Southeast Interior, are

greater than 1.08C during January–April. Not only are

the values of excess warmth larger in January–April

than in October–December, but they represent larger

percentages of the total anomalies during January–

April. The percentages for January–April are 39% or

greater in all divisions, and they exceed 60% in six di-

visions: Cook Inlet (61%), Bristol Bay (62%), West

Coast (67%), Northwest Gulf (68%), North Slope

(83%), and the Aleutians (93%). For the (area

weighted) statewide averages, the excess warmth rep-

resents 61% of the total temperature departure during

January–April—a considerably larger percentage than

the 45% for October–December. We conclude that,

unlike the October–December period, the atmospheric

circulation accounts for considerably less than half the

excess warmth of the January–April portion of the

cold season.

4. Other drivers

Interest and activity in extreme event attribution has

accelerated over the past decade. Formal attribution

analyses have followed most extreme weather and cli-

mate events, with the European heat wave of 2003

serving as a seminal event for attribution analysis (Stott

et al. 2004). Among the other events that have been the

subject of formal attribution analyses are cold outbreaks

in theUnitedKingdom and theUnited States (Christidis

and Stott 2012; VanOldenborgh et al. 2015;Wolter et al.

2015); flooding events in western Europe and theUnited

States (Otto et al. 2015; Hoerling et al. 2014); drought in

Texas and the western United States (Hoerling et al.

2013; Seager et al. 2015); and the Russian heat wave of

2010 (Otto et al. 2012). Summaries and recommended

approaches to formal attribution studies have been

provided by Hegerl et al. (2007), Trenberth et al. (2015),

and Shepherd (2016). Attribution studies generally fol-

low one of two approaches: 1) statistical analyses of

observational data, with a focus on the role of climate

change in changing the probabilities of threshold ex-

ceedances or other characteristics of extreme events and

2) model-based studies in which changes in likelihoods

or intensities are based on simulations of a control

(counterfactual) climate, the present climate, and, in

some cases, future climate (National Academies 2016).

While the present study is not a formal attribution

analysis, it is a step toward an attribution study of the

extreme temperatures of the 7-month cold season of

2015/16 in Alaska. Specifically, we have quantified in

section 3 the role of the atmospheric circulation as

one contribution to the extreme temperatures. In this

FIG. 8. Statewide average of excess warmth for 2015/16 (8C) as
a function of calendar month.

FIG. 9. Excess warmth (defined in text; 8C) for (left) October–December and (right) January–April for each climate

division. Darker reds denote larger values.
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section, we document anomalies that are also likely

contributors to the extreme temperatures of the 2015/16

cold season. We do not evaluate these contributions

quantitatively because they are intertwined. For exam-

ple, abnormally warm sea surface temperatures and re-

duced sea ice and snow cover will be shown to be

consistent with the spatial and seasonal patterns of the

excess warmth, but variations of these quantities are

inseparable from greenhouse gas forcing, another con-

tributor to the warm temperatures. For example,

greenhouse warming has almost certainly contributed to

the recent reduction of Arctic sea ice cover (Notz and

Marotzke 2012; IPCC 2013) and most likely to the re-

duction of snow cover on land (Derksen and Brown

2012). Even the atmospheric circulation may be im-

pacted by increasing greenhouse gas concentrations,

although such associations are poorly documented,

primarily because any such greenhouse warming–

circulation relationships are obscured by internal vari-

ability (Shepherd 2014).

Section 3 identified spatial and intraseasonal patterns

in the excess warmth, including the portions of the

temperature anomalies that can be explained by the

corresponding anomalies of the atmospheric circulation.

For the entire 7-month period, more than half (57%) of

the positive departures from the climatological mean

temperatures cannot be explained by the atmospheric

circulation. The fraction that cannot be attributed to the

atmospheric circulation is largest in the second portion

(January–April) of the cold season. As possible expla-

nations for the excess warmth, we identify three candi-

date mechanisms:

(i) excess warmth of the air advected into Alaska

because of passage over abnormally warm surfaces

(high sea surface temperatures and absence of sea

ice);

(ii) surface energy budget perturbations arising from a

deficient snowpack over the land area of Alaska;

and

(iii) increased greenhouse gas concentrations and

associated increases in downwelling longwave

radiation.

While these three mechanisms involve distinctive pro-

cesses and have different signatures, they are not in-

dependent. For example, greenhouse gas–driven warming

may reduce snow cover and sea ice, or itmay contribute to

heating of the upper ocean (sea surface temperatures).

The 2015/16 cold season occurred during a strong El

Niño. El Niño occurrences are known to affect tem-

peratures in Alaska (Papineau 2001). In addition, the

Pacific decadal oscillation (PDO) index was strongly

positive during the October–April period of 2015/16.

The PDO has also been shown to influence Alaska

winter temperatures (Hartmann and Wendler 2005;

Mills and Walsh 2013), although with a signature that

is nonstationary in time (McAfee 2014). During the

October–April period of 2015/16, the multivariate El

Niño index (MEI) and the PDO index were both the

third highest of the post-1949 period. However, El Niño
and PDO influences can be placed into two categories:

1) impacts on the atmospheric circulation, which are

already built into our evaluation of excess warmth

through the use of best circulation analogs, and 2) ocean

temperature (and possibly sea ice) anomalies, which are

also incorporated into our assessment framework

(i) above. Moreover, as shown in Table 3, the Alaskan

temperature anomalies in other strong El Niño and

PDO years of the post-1949 period were much smaller

than in 2015/16, averaging 0.38C over the cold seasons of

the eight other strongest El Niño years and 1.68–1.78C
over the eight other strongest PDO years. We conclude

that the magnitude of the warmth of the 2015/16 cold

season in Alaska cannot simply be attributed to El Niño
and the PDO.

a. Abnormal warmth of air advected into Alaska

As in most regions, Alaska’s temperatures vary with

airmass advection in addition to the seasonal cycle.

Winds from the south generally bring temperatures

warmer than the seasonal normal, while winds from the

north generally bring colder-than-normal temperatures.

This impact of advection should be captured by the at-

mospheric circulation (SLP or 850hPa) analogs, and it

indeed was, according to the analog-derived composite

temperatures. In all months of the 2015/16 cold season,

the temperature anomalies of the analog years were

above the climatological means, especially during the

second half of the cold season. However, the analog-

derived temperatures were not as warm as observed,

with discrepancies typically 28–38C in October–

December and 48–78C in January–April. Was this be-

cause the air advected into Alaska was warmer than it

was during the analog years? Figure 10, which shows

midwinter sea surface temperature anomalies, suggests

that the answer is ‘‘yes, to a limited extent.’’ Sea surface

temperatures to the south and west of Alaska were 0.58–
1.58C above normal and above the analog-year means,

meaning that low-level airflow from the south and

southeast (the prevailing wind directions implied by

Fig. 3) should have been warmer than normal by com-

parable amounts. The relatively warm sea surface tem-

peratures were remnants of the ‘‘blob’’ of anomalously

warm surface water that had been present for about two

years in the North Pacific Ocean south of Alaska (Bond

et al. 2015). Further evidence is provided by Fig. 11,
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which shows the sea ice coverage as departures from the

climatological mean ice concentrations for November

and January. (Departures from the analog-year means

for these months show little difference from Fig. 11 be-

cause the mean ice cover of the analog years was close to

the climatology.) The 2016 maximum Bering Sea ice

coverage (reached in lateMarch)was the second lowest in

the satellite record, which dates back to 1979. Figure 11

shows that considerably more open water was present

during earlywinter (November) and inmidwinter (January)

than in the corresponding climatological means. Air ad-

vected into Alaska from the west and southwest in 2016

would be expected to be warmer than in the past because

of greater exposure to open water in the Bering Sea.

While the distributions of sea surface temperature and

sea ice favor above-normal temperatures, they cannot

account for the large anomalies that were observed. The

broader distribution of winter temperatures (Fig. 12)

provides an example. The surface air temperature de-

partures (from the 1981–2010 means) were far larger

over Alaska than over the surrounding ocean. It is ap-

parent that ocean temperatures and sea ice coverage

alone contributed to, but cannot explain the full mag-

nitude of, Alaska’s temperature anomalies during the

2015/16 cold season.

b. Deficiency of snow

The 2015/16 cold season was marked by abnormally

sparse snow cover in Alaska. While significant early-

season snows occurred in September in northern and

central Alaska, much of this snow melted before the

‘‘permanent’’ winter snowpack was established. No-

vember snowfall was generally above normal, but

snowfall was far below normal from December onward.

The statewide average snowfall was 70% of normal in

December and January, 20% of normal in February,

45% of normal in March, and 33% of normal in April

(Alaska Climate Research Center 2016). Figure 13

shows the percentage of normal snow depths on

1 March at the first-order reporting stations in Alaska.

The vast majority of the stations reported large snow

deficits, especially in the southern parts of the state,

where snow depths at many locations were less than

25% of normal. In the Interior, the snow depths were

TABLE 3. Alaska statewide temperature anomalies DT (8C) during years in which the October–April MEI and the PDO index had their

highest values (.1.0) during the post-1949 period.

MEI Year DT (Oct–Apr) DT (Jan–Apr) PDO Year DT (Oct–Apr) DT (Jan–Apr)

2.7 1983 0.1 0.4 1.8 2015 3.1 2.9

2.6 1998 1.4 2.6 1.8 1987 1.6 1.3

2.1 2016 4.6 6.0 1.7 2016 4.6 6.0

1.7 1992 20.3 20.1 1.4 1984 20.3 21.4

1.4 1987 1.6 1.3 1.4 2003 3.9 3.1

1.3 1958 1.2 1.7 1.3 1998 1.4 2.6

1.3 1966 22.2 22.6 1.2 1988 1.3 1.7

1.3 1973 20.6 21.5 1.1 1994 1.4 0.4

1.2 2010 0.9 0.8 1.0 1977 1.6 1.8

Mean DT
(2016 excluded)

0.3 0.3 1.7 1.6

FIG. 10. Sea surface temperature anomalies (8C) in January 2016

(top) relative to means for 1981–2010 and (bottom) relative to the

mean for the five best analog years. (Source: NCEP–NCAR re-

analysis; map produced using software of NOAA/Earth System

Research Laboratory, https://www.esrl.noaa.gov/psd/cgi-bin/data/

composites/printpage.pl.).
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generally below normal by up to 50%. Because the

first-order stations are primarily located in low-

elevation areas, such as river valleys, we also exam-

ined the SNOTEL reports that are generally obtained

from higher-elevation sites. Our synthesis included all

SNOTEL sites with at least five years of data, thereby

allowing comparisons with at least minimal climatol-

ogies. Table 4 shows that the percentage of SNOTEL

sites reporting snow depths less than their climatological

means ranged from 60% on 1 March to 81% on 1 May.

The median anomalies ranged from27% on 1March to

241%on 1May. Perhapsmore importantly, the average

date of snow disappearance in 2016 was 12 days earlier

than normal. At only 4 of the 42 sites with complete daily

data was the final snow-off date later than the climato-

logical mean date. Snowmelt also occurred abnormally

early at the first-order weather stations. For example,

Fairbanks in the Southeast Interior climate division lost

its snowpack on 8 April, the third earliest date in the

record extending back to 1930. Anchorage, in the Cook

Inlet climate division, hardly had any snowpack to lose,

making the date of snowpack loss nearly meaningless.

Further evidence of a deficient snowpack is provided

by the snow cover extent data fromRutgers University’s

Global Snow Laboratory (Estilow et al. 2015; http://

climate.rutgers.edu/snowcover/index.php), which shows

that Alaska’s March–May 2016 snow cover extent of

1.15 3 106 km2 was the smallest of the 50-yr period of

record (1967–2016). The low snow depths and extent,

together with warmer-than-normal temperatures, fa-

vored an early snow disappearance.

Snow cover can impact surface temperatures, primarily

through albedo effects, which are strongest in the late

winter and spring. Such impacts have been documented in

air temperatures over the contiguous United States

(Namias 1985; Walsh and Ross 1988; Mote 2008), over

Siberia (Cohen et al. 2001; Alexander and Gong 2011),

and over northern high-latitude ecosystems (Euskirchen

et al. 2007). The deficient snowpack is implicated in the

anomalous temperatures of the 2015/16 cold season by

the spatial and seasonal patterns of the excess warmth.

First, the excess warmth documented in section 3 (Fig. 8)

wasmuch larger in the latewinter (January–April) than in

the early part of the cold season (October–April). This

seasonality is consistent with the available insolation that

is subjected to the surface albedo effect, as shown by

Euskirchen et al. (2007, their Fig. 5).

As noted earlier, the snow deficiency of 2015/16 did

not develop until December, and it became increasingly

severe through April. The spatial distribution of the

excess warmth is consistent with the expected im-

pacts of the snow deficiency (Fig. 13), especially in

FIG. 11. Sea ice concentration as departures from 1981–2010 monthly means for (top) November 2015 and

(bottom) January 2016. Passive microwave sea ice data described byMeier et al. (2014). (Source: National Snow and

Ice Data Center, University of Colorado; https://nsidc.org/data/seaice_index/more-about-monthly.html).
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January–April. The temperature excesses were largest

(.38C) in the Bristol Bay, Cook Inlet, Northwest Gulf,

Central Interior, and West Coast climate divisions

(Fig. 9, right), which are areas in which the snowpack

deficiency was large and the loss of snow occurred ab-

normally early. Figure 14 shows that the April surface

albedo was significantly lower than in any year for which

measurements are available from both the tundra of

the North Slope (2008–16) and the boreal forest of the

Southeast Interior (2011–16). The lower values at the

boreal site are indicative of the earlier snowmelt, which

occurred approximately two weeks earlier than the

normal snow-off date in the second half of April. At the

tundra site, where snow persisted through the month,

the lower albedo is consistent with an earlier onset of

melt, which tends to darken the surface, and with the

generally deficient tundra snowpack indicated in Fig. 13.

In the absence of fresh snow, a snow surface will darken

over time. Another factor that reduces the albedo when

there is a deficit of snow is the exposure of vegetation. In

the shrub tundra environment of Fig. 14a and especially

the boreal landscape of Fig. 14b, vegetation darkens the

surface and accelerates the melt of snow during spring.

Figure 15 (top) shows the dark patches within the de-

grading snowpack of the boreal forest inApril at a Long-

Term Ecological Research (LTER) site (Bonanza

Creek) in the Southeast Interior climate division.

Within the January–April period, the excess warmth

was about as large in January and February as in the

later months (Fig. 8). For this particular winter, the

vegetative masking effect may have played a role even

before the late-season melt began, especially in the bo-

real forest. Because long periods during December–

February had no new snowfall to replenish the snow and

rime that had blown off the trees during occasional wind

events, the boreal landscape was considerably darker

than usual in midwinter (Fig. 15, bottom). However, the

incoming solar radiation is small enough within a month

or so of the winter solstice that this effect is unlikely to

have been a major contributor to the excess warmth

during January.

There are two additional pieces of evidence for a local

influence of snow cover and its albedo effect on Alaska

temperatures of 2016. The first is the fact that the tem-

perature anomalies were larger over Alaska than over

the surrounding oceans (Fig. 12). The second is the

spatial distribution of excess warmth for May 2016. May

is not included in our primary analysis because it is not a

‘‘cold season’’ month. With a statewide mean tempera-

ture of about 38C, May is Alaska’s ‘‘spring’’ month. At

TABLE 4. Summary of snow depth anomalies during spring 2016

at SNOTEL sites in Alaska. Number of reporting SNOTEL sites

ranged from 42 in March to 46 in May.

SNOTEL stations with

below-normal snow depth

Median snow

depth anomaly

1 Mar 60% 27%

1 Apr 69% 226%

1 May 86% 241%

FIG. 13. Percentage of normal snow depth at Alaskan reporting

stations on 1 Mar 2016. [Data source: Global Historical Climate

Network–Daily, version 3 (Menne et al. 2012a,b), and NOAA/

National Centers for Environmental Information.]

FIG. 12. Temperatures of December–February 2015/16 as de-

partures from the climatological means for 1981–2010. [Source:

NASA Goddard Institute for Space Studies (GISTEMP Team

2017; Hansen et al. 2010).]
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the start of May, much of the northern half of the state

is still generally snow covered, while the snow is typi-

cally gone by the end of May except for the North

Slope. The North Slope’s snow typically melts rapidly

in late May and early June. May is also the month in

which much of the sea ice cover south of the Bering

Strait melts, while the ice cover north of the Bering

Strait persists into June (as it did in 2016). Figure 16

shows that the excess warmth in May was largest in

precisely the areas that are the last to lose their snow-

pack in most years: the North Slope and the West

Coast. The excess warmth in these two divisions was

5.38 and 5.18C, respectively, among the largest of all

division/months. Values in the state’s southern di-

visions, which are typically snow free during May in all

years (except for higher terrain), are much smaller.

Because the loss of the snowpack occurred during May

but earlier than usual in the northern division, while

there were no negative snow anomalies in the south,

the pattern in Fig. 16 is consistent with the signature of

early snow loss, which was foreshadowed by the ab-

normally low April surface albedos measured over

North Slope tundra (Fig. 14a). An early loss of sea ice

likely also contributed to the large temperature excess

along the West Coast, especially in the Norton Sound

region south of the Bering Strait.

c. Increasing greenhouse gas concentrations

An additional consideration in the assessment of

the anomalous warmth of 2015/16 is the increase of

greenhouse gas concentrations and associated radiative

forcing. Here, a key consideration is the gradual nature

of the increase of greenhouse gas concentrations. CO2

concentrations, for example, have increased from ap-

proximately 350 ppm in 1990 to about 400 ppm in

2016. NOAA’s annual greenhouse gas index (AGGI;

Hoffmann et al. 2006; http://esrl.noaa.gov/gmd/aggi/),

which includes effects of other increased greenhouse

gases in addition to CO2, has increased by about 40%

since 1990. Global climate models run under green-

house gas forcing scenarios project a warming of

Alaska by 58–98C (Melillo et al. 2014) over the 100

years from 1971–2000 to 2071–99. The warming rate is

subject to uncertainties arising from the emission sce-

nario, cross-model differences in formulation, and in-

ternal variability. Hodson et al. (2013) place these

uncertainties into a framework of warming for the

Arctic. For the Alaska region, Fig. 17 provides an ex-

ample of simulated temperatures from the CMIP5

model ensemble (36 models) depicting uncertainties

due to internal variability (the short-term variations in

Fig. 17) and cross-model differences (the gray shades in

Fig. 17) in simulations forced by the representative

concentration pathway 8.5 (RCP8.5) scenario. The cross-

modelmean (red line in Fig. 17) averages out much of the

internal variability as well as the cross-model differences,

leaving primarily the effect of external forcing, which is

primarily the greenhouse gas signal modified by aerosol

effects. The average warming of the cross-model mean

over the several decades centered on 2015 is approxi-

mately 28C(30yr)21, or about 0.68–0.78Cdecade21. The

corresponding rate under the representative concentra-

tion pathway 4.5 (RCP4.5) scenario is slightly smaller.

These simulations use historical forcing through 2005 and

the RCP forcing thereafter; the RCP scenarios do not

show a large divergence in the Arctic until about mid-

century (Overland et al. 2014).

At a warming rate of 0.68–0.78Cdecade21, and ignoring

internal variability, 2015/16 would be warmer than the

1981–2010 mean by slightly more than 18C. Consistent
with the preceding discussion, this estimate represents a

greenhouse warming signal averaged over all the models

in Fig. 17. Some models have stronger warming and

others weaker warming, and the warming rates are cor-

related with the rates of sea ice loss. In particular, the

FIG. 14. Monthly mean surface albedo for April based on ra-

diative flux measurements at (a) a tundra site, Imnavait Creek

(68.68N, 149.38W) in the North Slope climate division, and (b) a

boreal forest site, Bonanza Creek (64.78N, 148.38W) in the

Southeast Interior climate division. Letters are based on

a Duncan’s multiple range test to show significant differences

between the monthly means. April 2016 had significantly lower

albedo than any of the other measured years in both the tundra

and boreal forest.
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warming is greatest in thosemodels that lose themost sea

ice (Rosenblum and Eisenman 2016, their Figs. 4, 5;

Stroeve and Notz 2015, their Fig. 1). Various studies have

also shown that the recently observed loss of sea ice ex-

ceeds that in the historical simulations by most global

climate models (Stroeve et al. 2012; Rosenblum and

Eisenman 2016) and that the models’ sea ice is less sen-

sitive to global temperatures than is observed sea ice

(Stroeve and Notz 2016; Rosenblum and Eisenman

2016). It has also become apparent that anthropogenic

warming has contributed to the recent observed sea ice

loss (Notz and Marotzke 2012; IPCC 2013). For these

reasons, one cannot dismiss the possibility that 18C is an

underestimate of the greenhouse gas contribution to the

warmth of the 2015/16 winter in Alaska.With this caveat,

however, the greenhouse warming contribution of 18C
is far less than the temperature anomalies Alaska

experienced during the 2015/16 cold season, pointing to

the importance of interannual variability driven by the

atmospheric circulation and leveraged by the surface

boundary conditions discussed in (i) and (ii) previously.

While the surface boundary conditionsmay be influenced

by greenhouse warming, the overall rate of greenhouse

warming is too slow to explain the abnormal warmth of

2015/16. A season like 2015/16may indeed bemore likely

than in the past, when its observationally derived prob-

ability was essentially zero, but factors other than

greenhouse warming were clearly at work in 2015/16.

With the warming trends projected by climate models,

the probability of a warm winter like 2015/16 will in-

crease, becoming approximately 50% at the time when

the future warming is equal to the 2015/16 temperature

departures of 14.28C (October–April) and 15.48C
(January–April) relative to the 1981–2010 means. In the

FIG. 15. Tower webcam images fromBonanza Creek LTER site in the boreal forest. (top) The surface during the

snowmelt period of April 2016. (bottom) Midwinter images from (left) December 2014 and (right) January 2016.

The absence of snow and rime on the trees in January 2016 results in a noticeably darker landscape than in De-

cember 2014.
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following section, we address the time scale over which

this change in probability may be expected to occur.

5. Anticipation of the future

The fact that greenhouse gas–driven temperature

changes are consistent in sign, but too small in magni-

tude, to explain the warmth of the 2015/16 cold season

raises an intriguing question: At what point in the future

will the warmth of 2015/16 become the norm in Alaska?

In other words, if the winter temperatures of 2015/16

were a preview of Alaska’s future, what is the timeframe

that was previewed? To address this question, we utilize

several sources of output from climate models run under

future emission scenarios. The emission scenarios on

which we focus (SRES A2 and RCP8.5) are those that

most closely track the current trajectory of emissions

and CO2 concentrations. We utilize three sources of

climate model output, each of which allows a determi-

nation of when the change from the 1981–2010 statewide

mean temperatures reach the values observed in 2015/

16: 14.28C for the April–October average and 15.48C
for the January–April average.

The first source is the suite of 15 CMIP3 models used

as input to the Third U.S. National Climate Assessment

(Melillo et al. 2014). This evaluation was based on A2

scenario simulations reported by Stewart et al. (2013),

who analyzed output for three 30-yr time slices of the

twenty-first century. Linear interpolation of these 30-yr

temperature changes [from Fig. 10 of Stewart et al.

(2013)] gives the following years for which the

15-model mean Alaska statewide warming from the

late twentieth century exceeds the values observed in

2015/16: 2051 for October–April (warming of 4.28C) and
2058 for January–April (warming of 5.48C). These

estimates are based on the ensemble means of the

models’ changes from their respective means for 1981–

2010. As in the preceding section, the use of the en-

semble means removes much of the internal variability

and the cross-model differences. As a result, this ap-

proach does not permit quantitative estimates of the

changes in the probability of threshold exceedances

between the late 1900s and the 2050s. One may rea-

sonably assume that the probabilities increase from

near zero to 50% over this timeframe.

The second source is the suite of 36 CMIP5 model

simulations. Figure 18 shows the projected warming for

the 2010s from these simulations for two forcing sce-

narios, RCP4.5 and RCP8.5. Figure 18 also illustrates

the cross-model differences by showing the results

for the 25th-, 50th-, and 75th-percentile models when

ranked from the smallest to largest pan-Arctic warming.

The Alaska statewide average warming for the mid-

2050s ranges from 2.58C for the RCP4.5 25th percentile

to 6.78C for the RCP8.5 75th percentile. The 50th-

percentile values are 13.88 and 5.58C for RCP4.5 and

RCP8.5, respectively. Note that the warming in this case

is for the Alaska statewide average land temperatures,

which increase somewhat faster than the temperatures

over the adjacent seas (e.g., Fig. 17). For the median

(50th percentile) models, the 14.28C threshold of

October–April 2015/16 is reached by 2058 (RCP4.5) and

FIG. 17. January surface air temperatures over the eastern Be-

ring Sea simulated by the ensemble of 36 CMIP5 models. Red line

is 36-member ensemble mean; light shading denotes range of all

models; medium shading denotes range of 80% of models (10th–

90th percentiles); dark shading denotes range of 50% of models

(25th–75th percentiles). [Source: NOAA/Earth System Research

Laboratory; http://www.esrl.noaa.gov/psd/ipcc/cmip5/ (Scott et al.

2016).]

FIG. 16. Excess warmth (portion of temperature anomaly not

explained by atmospheric circulation; 8C) in each Alaska climate

division during May 2016.
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2044 (RCP8.5). The 5.48C warming of January–April

2015/16 is reached in 2062 (RCP4.5) and 2054 (RCP8.5).

The thresholds are reached 5–15 yr later (earlier) if one

bases the estimates on the 25th- (75th-) percentile

models rather than on the median model.

The third source of future information is a regional

climate model simulation performed with the Weather

Research and Forecasting (WRF) Model covering the

Alaskan domain (Bieniek et al. 2016) and forced at the

lateral boundaries by the GFDL CM3 global climate

model. We include this single simulation because it pre-

serves the interannual (and other internal) variability that

is one of the sources of uncertainty in future projections.

In response to the concern that CMIP5 models generally

underestimate the recent sea ice retreat and, more gen-

erally, the sensitivity of sea ice to global temperature

(Stroeve and Notz 2016; Rosenblum and Eisenman

2016), we utilize this model because its future sea ice loss

is among the most rapid of the CMIP5 models. The

GFDL CM3 also ranks highly among CMIP5 models in

its ability to capture recent trends and coverage of Arctic

sea ice (Laliberté et al. 2016). The regional model forced

by GFDL CM3 was run at 20-km resolution for the pe-

riod 1970–2100, with observed greenhouse gases through

2005 and the RCP8.5 forcing scenario after 2005. The

Alaska statewide temperature anomalies relative to the

model’s 1981–2010 climatology are shown in Fig. 19.

Because of interannual variability, our metric for

threshold exceedance was the median temperature of

successive 11-yr periods (i.e., 2010–20, 2011–21, . . . ,

2090–2100). The years in which the model’s greenhouse

warming exceeds the observed anomalies of 2015/16 are

2040 for October–April (warming of 4.28C) and 2046 for

January–April (warming of 5.48C). The probabilities of

an October–April temperature as high as 2015/16 in-

crease from 5% in 2011–30 to 50% in 2031–50 and to

90% in 2051–70. The corresponding probabilities for

January–April are 0%, 35%, and 80%.

FIG. 18. Patterns of warming projected for the Arctic by CMIP5 models under two forcing scenarios: (top) RCP4.5 and (bottom)

RCP8.5. Patterns are shown for (left) 25th-, (center) 50th-, and (right) 75th-percentile models ranked from coldest to warmest on basis of

pan-Arctic temperatures. (Figure provided by G. Flato and R. Rong, Canadian Centre for Climate Modelling and Analysis.)
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The three sources of model output provide consis-

tent estimates of the timeframe in which the 2015/16

anomalies will become the norm: 2040–50 for the

October–April anomaly and 2045–60 for the January–

April anomaly. Our conclusion is that, if the models

and emission scenarios are realistic, the cold season

of 2015/16 will become the norm for Alaska around

the middle of the century. In this respect, the 2015/16

cold season was ‘‘ahead of its time’’ by three and a half

decades.

6. Conclusions

An important issue in this study is the extent to which

the circulation analogs capture the anomalous winds

and associated advection of 2015/16. The conclusions

were found to be insensitive to the vertical level of the

computed analogs and to the number of analogs (up to

10) used in computing the analog-derived temperature

anomalies.While the analog circulation fields generally

resemble the 2015/16 fields quite closely in both the

orientation and the spacing of the isobars (height

contours), there may be subtle differences that impact

temperatures over Alaska. However, the local maximum

of the excess warmth over the Alaskan landmass makes

it doubtful that imperfect analogs are the reason why

the excess warmth is such a large percentage of the

observed warmth.

The 2015/16 cold season ofAlaska was unprecedented

in the historical record, which extends back nearly a

century. The departures from climatological means

were especially large in the latter portion of the cold

season, January through April. Climate model simula-

tions suggest that relative warmth of this magnitude

will not become the norm until midcentury, assuming

greenhouse gas emissions continue to track the scenario

they are presently following. Therefore, while increasing

greenhouse gas concentrations may have made a small

contribution to the warmth of 2015/16, the direct radi-

ative impact of greenhouse gases cannot explain the

magnitude of the warmth.

On the basis of circulation analogs computed from sea

level and 850-hPa fields, the atmospheric circulation’s

impact through temperature advection explains less

than 50% of the anomalous warmth of 48–58C averaged

over the seven months. The circulation-explained per-

centage decreased from 55% in October–December

to 39% in January–April. A factor that is consistent

with the seasonal and spatial patterns of the observed

warmth is the anomalous surface state, including 1)

ocean surface temperatures and sea ice coverage in the

surrounding seas and 2) the deficient snowpack over

Alaska itself. The increase of the anomalous warmth

during the late winter and early spring implicates snow

cover and its albedo feedback as a key player. Albedo

measurements in the boreal forest and tundra biomes

of Alaska confirm that the surface albedo values were

lower significantly during April than in any year as far

back as at least 2008, and visible images from tower

cameras show an unusually dark surface even during

midwinter in the boreal forest. Additional support

for the role of snow cover is provided by the large-

scale temperature anomaly pattern, which shows a

maximum over Alaska and adjacent northwestern

Canada. Of the 38–48C of warmth not explained by

the atmospheric circulation, our best estimates are that

28–38C results from the surface state anomalies, while

about 18C can be explained by increased greenhouse

gas concentrations. Controlled model experiments in

which the lower boundary conditions are prescribed to

correspond to 2015/16 and to climatology represent

one approach to quantitative refinements of the im-

pacts of snow, sea ice, and ocean temperatures. Lurking

in such experiments, however, is the possibility that

greenhouse warming has contributed to the anomalous

surface boundary state in the Alaska region during

2015/16.

FIG. 19. Time series of Alaska statewide temperatures simulated

by WRF regional climate model driven by GFDL CM3 global

climate model output under RCP8.5 forcing scenario. Tempera-

tures are plotted as departures from 1981–2010 model means for

(top) January–April and (bottom) October–April. Horizontal

dashed lines are observed anomalies of 2015/16.
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A factor not examined in this study is anomalous

downwelling longwave radiation, which can be in-

creased relative to its historical values by warmer

temperatures in the lower troposphere as well as by

increases in atmospheric water vapor and cloudiness.

Cullather et al. (2016) show that precipitable water and

cloudiness were indeed greater than normal over the

Bering Sea during December–February of 2015/16,

consistent with the reduced sea ice and strong southerly

advection (Fig. 3). Associated anomalies of down-

welling longwave radiation were deduced from AIRS

data. The anomalous downwelling radiation was con-

fined to southwestern Alaska, and its spatial pattern is

consistent with the October–December excess warmth

shown in Fig. 7. However, its spatial distribution does

not explain the increase of excess warmth and expan-

sion to essentially the entire state in the January–April

period. To the extent that the anomalous downwelling

longwave radiation can be traced to moisture origi-

nating from ocean temperature and sea ice anomalies

in the Bering Sea, the seasonal and spatial patterns of

the excess warmth point to an important role of SST

and sea ice in the first part of the winter and an in-

creasingly important role of snow cover during the later

months. However, the contribution of the warmer air

temperatures themselves to the downwelling longwave

radiation remains to be determined.

It must be emphasized, however, that it is not possible

to separate the greenhouse warming influence from the

effects of snow, sea ice, and ocean temperatures con-

sidered in this paper. Reduced sea ice and snow cover,

together with warmer ocean temperatures, are charac-

teristics of the greenhouse warming signature of climate

change in climate models. Surface boundary conditions

such as these may become increasingly frequent in the

future, amplifying the high-latitude warming. Attribu-

tion of a single year’s anomalous warmth is confounded

by the feedbacks inherent in the climate warming signal.

In this respect, the most robust conclusion of the present

study is that the unusual warmth of the 2015/16 cold

season in Alaska cannot be explained solely by the at-

mospheric circulation, which has been shown here to

account for slightly less than half the anomalous warmth

over the 7-month period, nor does slowly varying

greenhouse gas forcing explain the large magnitude of

the temperature departures from their historical means.

The surface state, especially of sea ice and snow cover,

appears to have played a role. However, because these

surface anomalies may not be independent of green-

house warming, a fully quantitative attribution analysis

requires the quantification of additional linkages, ulti-

mately including the impact of the surface anomalies on

the atmospheric circulation.
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