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Abstract. 

A technique for the assimilation of spectral wave observations in wave models 
is presented and tested. The method uses the concept of spectral partitioning to 
project, the entire wave spectrum onto a few essential mean parameters. Model 
and observed partition parameters are assimilated using an optimal interpolation 
(OI) technique. After data reduction, obtained by the partitioning, the cost of the 
assimilation is negligible compm'ed to the cost of the model run itself. Therefore the 
optimal interpolation of partitions (OI-P) method is a very attractive assimilation 
technique tbr operational wave Ibmcasting. The paper focuses on the assimilation 
of pitch-and-roll buoy spectra in a North Sea version of the WAM wave model. 
Treatment of the (non-fully two-dimensional) buoy spectra is discussed. Appropriate 
choices for the OI weight fimctions are made. The problem of correlating wave 
partitions in different spectra is addressed, which is essential for obtaining a robust 
and e•cient system. In order to assess the influence of spectral wave observations 
on the analysis of the sea state, the method is compared to a second scheme, optimal 
interpolation of integral parameters (OI-I), which can only be used to assimilate 
observations of significant wave height and mean wave period. First, tests with 
synthetic data are described, which illustrate advantages of the partitioning method 
over the OI-I scheme. Also, t, he inherent, limitations of OI are shown in both 
methods. Experiments with buoy observations for actual North Sea conditions show 
the benefits of the system, especially when several wave systems are present at the 
same time. 

1. Introduction 

Assimilation of wave observations in operational wave 
forecast models is a relatively new subject. For a long 
time, the lack of near-real-time available wave observa- 

tions impeded the development of assimilation systems. 
With the advent of new observation systems, notably 
the altimeter and synthetic aperture radar (SAR) on 
board the European Remote Sensing satellites ERS 1 
and ERS 2, this situation is begimfil•g to change. It is 
now recognized that assimilation of wave observations 
can improve both the analyzed sea state and the fore- 
cast skill of wave models, especially in swell-dominated 
situations [e.g., Lionello et al., 1995]. In particular, this 
is the case for the world oceans, where the travel time 
of swell systems can be so long that improving the ana- 
lyzed model sea state can have an impact for many days 
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in the forecast. In regional models, the situation is less 
advantageous. First, wave travel times are much shorter 
than in the open ocean. Second, the amount of data 
which is received from satellites is much more limited. 

Especially, the most detailed data, the two-dimensional 
wave spectra from the ERS SAR, are measured with an 
along-track spacing of 200 kin, which is very coarse for 
seas with a typical width of 1000 km or less. 

The North Sea forms an exception to this relatively 
disadvantageous situation. Its dimensions are relatively 
small (approximately 700 km W-E, 1000 km N-S), but 
it is open to the Atlantic Ocean in the north. Therefore, 
in the southern North Sea, swell systems arrive which 
can be detected up to 2 days in advance at the Nor- 
wegian Sea. Furthermore, an important opportunity 
for data assimilation is created by a network of seven 
pitch-and-roll (Wavec) buoys, which report detailed in- 
formation about the directional wave spectrum in near 
real time to the coast (Figure 1). In addition, over 150 
conventional observations of integrated wave parame- 
ters (from ships and buoys) are available per day. For 
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Figure 1. The model region. Indicated are the fol- 
lowing Wa. vec buoy locations: NOC, North Cormorant; 
AUK, Auk Alpha; K15; EUR, Euro Platform; IJM, IJ- 
muiden; ELD, Eierlm•d; SON, Schiermonnikoog Noord. 

the North Sea area, this data set is much larger thm• 
that from the ERS 1, whose orbit crosses the region 
only twice a day. The aim of the present paper is to in- 
vestigate the potential use of the spectral observations 
from the Wavec buoys for assimilation in m• operational 
forecast system. In a future paper, incorporation of the 
SAR data will be treated and statistical results from the 

operational performance of the system will be shownß 
Since the first wave data assimilation experiments 

by Komen [1985, 1986], various wave data assimila- 
tion methods have been developed. A recent review 
has been given by Komen et al. [1994]. The earlier 
schemes which were developed were all sequential and 
time-independent methods [e.g., Thomas, 1988; Esteva, 
1988; Janssen et al., 1989; Lionello and Janssen, 1990; 
Lionello et al., 1992; Burgers et al., 1992; Lionello et al., 
1995]. They are computationally cheap, which makes 
them especially fit for operational use. Later, varia- 
tional, time-dependent methods have been developed 
[de Valk and Calkoen, 1989; Monbaliu, 1992; Barzel and 

Long, 1994; de las Heras et al., 1994, 1995]. As opposed 
to the first category, these methods take the model dy- 
namics into account, but at the expense of higher com- 
putation requirements. Therefore most of these schemes 
have been applied either for inverse modeling purposes 
or for off-line demonstration experiments. An exception 
is the scheme of de Valk and Calkoen [1989]. They use 
an approximation to the full operational wave model for 
the minimization of the cost fi•nction, which speeds up 
the procedure at the cost of some accuracy. 

Most assimilation schemes which have been tested 

for operational forecasting, are based on ideas similar 
to those of Lionello et al. [1992] [e.g., Burgers et al., 
1992; Glinther et al., 1993; Breivik and Reistad, 1994]. 
These schemes are only capable of assimilating obser- 
vations of the significant wave height (Burgers et al. 
[1992] use also the mean wave period). Until recently, 
most operationally available observations were indeed 
wave height data. However, the information contained 
in wave height observations is often not enough to cor- 
rect the full two-dimensional wave spectrum [Masten- 
broek et al., 1994; Bidlot et al., 1995]. The lack of spec- 
tral wave data is probably an important reason why the 
impact of assimilation on the wave forecast is in general 
relatively modest. 

For the assimilation of two-dimensional inverted wave 

spectra. retrieved fi'om SAR observations, a scheme was 
developed recently by Hasselmann et al. [1994], (S. 
Hasselmann et al., A wind and wave data assimilation 
scheme, submitted to Journal of Geophysical Research, 
1996; hereafter referred to as Hasselmann et al (submit- 
ted manuscript, 1996)). The concept of spectral parti- 
tioning [Gerling, 1992] is used to reduce the number of 
variables in an optimal interpolation procedure. This 
makes the scheme effcient and applicable to operational 
wave forecasting. 

In this paper, we adapt the method of Hasselmann 
et al. [1994; submitted manuscript, 1996] in order to 
assimilate the pitch-and-roll buoy data in the opera- 
tional North Sea wave model of the Royal Netherlands 
Meteorological Institute (KNMI). The model is an im- 
plementation of the WAM model [Wave Model Devel- 
opment and Implementation Group, 1988; Giinther et 
al., 1992; Komen et al., 1994]. A complicating factor is 
that pitch-and-roll buoys do measure directional infor- 
mation but not the full two-dimensional wave spectrum. 
The original scheme has been adapted to overcome this 
difficulty. Also, we discuss problems associated with 
situations when the number of wave systems in the ob- 
servation and in the model is different. 

First, the scheme is tested in a few identical twin 
experiments, where the observations are generated by 
the model itself. Such situations can be examined ac- 

curately, since the "truth" is known. Subsequently, 
we apply the scheme to a recent swell-dominated pe- 
riod, using the available Wavec observations and wind 
fields from the High Resolution Limited Area Model 
(HIRLAM) [Kdllberg, 1990]. In all experiments, the re- 
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suits are compared to those of the scheme of Burgers et 
al. [1992] in order to investigate the effect of directional 
observations on the wave analysis and forecast. 

2. Wave Model 

The wave model that we use is the WAM wave model, 
Cycle 4 [WAMDI Group, 1988; Glinther et al., 1992; 
Komen et al., 1994]. It solves the wave transport equa- 
tion 

OF 

0'--• q- •7. (cgF) -- Sin q- Sds q- Snl q- Sbot (1) 
where F(f, O, r, t) is the frequency-directional wave vari- 
ance density spectrum at location r and time t and 
cg(D(r), f) is the group velocity depending on the l• 
cal depth D(r) and frequency f. The right-hand side 
represents the source terms due to wind input, dissipa- 

rameters of the entire wave spectrum: the significant 
wave height and the mean wave period. We will refer 
to it as the optimal interpolation of integral wave pa- 
rameters (OI-I) method. The OI-I scheme will be used 
as a reference to study the impact of a more sophis- 
ticated assimilation scheme which will be presented in 
section 5. With the latter scheme, it will be possible to 
assimilate not only integral quantities but also spectral 
wave observations. We introduce the OI-I scheme first, 
because it is less complex but has the stone structure 
as the second method. In certain simplified conditions, 
the two schemes will turn out to be equivalent. 

The OI-I method is a straightforward adaptation of 
the method of Burgers et al. [1992]. The adaptations 
have been applied in order to make it almost equivalent 
to the new assimilation scheme, in the special case of 
unimodal wave spectra (e.g., pure wind-sea spectra) for 

tion through white-capping, nonlinear wave-wave inter- which the mean direction is well represented in the first- 
actions and bottom dissipation, respectively,. 

The model is implemented on a 1/3 ø latitude x !/2 ø 
longitude grid, which includes the North Sea and part of 
the Norwegian Sea; see Figure 1. At each grid point, the 
waxr spectrum is discretized in 25 frequencies ranging 
from 0.04 to 0.4 Hz and in 12 directions. 

The main objective of the model is to issue forecasts 
for the central and southern North Sea. The Norwegian 
Sea is added to the model domain in order to capture 
swell which is generated in this area. 

guess wave model state. 
The assimilation scheme consists of two steps. First, 

analyzed fields of wave height and wave period are cre- 
ated by optimal interpolation of first-guess and ob- 
served parameters (subsections 4.1 and 4.2). Subse- 
quently, the model spectrum and the driving wind are 
updated locally, based on the analyzed wave height and 
period and on the first-guess spectrum (subsection 4.3). 

4.1. Optimal Interpolation 

3. Observations 

Data fi'om seven Wa.vec buoys in the North Sea (Fig- 
ure 1) are distributed on a 3-hourly basis via the Dutch 
measurement network (Meetnet Noordzee). The data 
arrive within an hour after measurement at KNMI, so 
that they can be used for operational data assimila- 
tion. Especially the data fi'om the northern buoys, near 
North Cormorant, Auk Alpha, and K13 could be of im- 
portance for the 12- to 24-hour forecast near the Dutch 
coast. Depending on the wave length, the travel time 
for waves from the most northern observation location 

(North Cormorant) to the southern North Sea is be- 
tween 1 and 2 days. 

Pitch-and-roll buoys like the Wavec measure direc- 
tional and spectral information but not the full two- 
dimensional wave spectrum. The parmneters which 
are reported to KNMI are the wave energy density, 
mean direction, and directional spread as a function 
of fi-equency. Further details are given in subsection 
5.3, where the problem is treated how to use this lim- 
ited amount of spectral information in an assimilation 
method based on optimal interpolation of spectral wave 
partitions. 

4. Assimilation of Integral Wave 
Parameters (OI-I) 

It is supposed that the only available observations are 
measurements of the significant wave height 

H•, - 4V"•, (2) 

where E is the total wave variance 

E - F(f)df, (3) 

and observations of the mean wave period, which is de- 
fined as 

Tm- J0 F(f) f-•df (4) __ 

E 

Both parameters can be derived from the one-dimen- 
sional energy density spectrum F(f), which is measured 
by wave buoys. 

In contrast, to Burgens et al. [1992] we do not inter- 
polate wave heights H• and mean periods T,,• directly 
but, instead the total wave energy E and the quantity 
k: 1/Tin 2, which is proportional to the wave number 
in the deep water limit. This is done in ceder to keep 
the model as close as possible to the new assimilation 
scheme, which will be described in the next section. An- 
alyzed fields of E and k are (independently) obtained 
using the optimal interpolation step: 

x a. _ x/a + pHT[HP T + R] -• (yOb_ Hx/a) (5) 
In this section, we describe briefly a method for the 

assimilation of observations which are integrated pa- 
where x •'• (x fg) is a vector which consists of the ana- 
lyzed (first-guess) parameter (E or k) at every model 
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grid point and yOb is the vector of the corresponding 
observed values. ? and R are, respectively, the forecast 
and observation error covariance matrices, which have 
to be prespecified; see subsection 4.2. H is the matrix 
which projects the model state x onto the measurement 
vector y. In our case, H simply selects the model grid 
point closest to the observation. 

Alternatively, one could choose to interpolate param- 
eters E and k in a multivariate optimal interpolation 
scheme. This would have the advantage that the corre- 
lation between E and k could be taken into account ex- 

plicitly. We choose, both here and in the OI-P scheme in 
section 5, the univariate approach because it is simpler 
and more cost-efficient (the covariance matrices have 
smaller dimension). Also, the covariance matrices P 
and R can be determined only approximately because 
of limited input information (see next subsection). This 
impedes an accurate determination of the rather subtle 
effect of cross correlation between E and k. 

4.2. Determination of the Error Covariances 

For the interpolation (5), the forecast error covari- 
ance P and the observation error covariance R have 

to be prespecified in order to obtain the interpolation 
weights. Information of these matrices can be obtained 
by analyzing long-time records of innovations (differ- 
ences between model and observation), since 

[(yO, _ xy)(yO, _ _ + a, 
where EV[] means taking the expectation value. For 
the North Sea, an extensive set of buoy measurements 
is available. The drawback of this set for determining 
the covariances, however, is the fact that these data 
come from only seven buoys which are fixed in space. 
This is insufficient to determine the spatial correlation 
structure of the innovations. Therefore we will use the 

buoy data only to obtain the innovation variance. We 
will use pseudo- "innovations ," which we define as dif- 
ferences between model first-guess and model analysis 
values, to obtain an estimate of the spatial correlation 
structure. 

V•Ze compared 2 years of results of the operational 
model with observations at North Cormorant, Auk Al- 
pha, K13, Euro Platform, and IJmuiden. After strati- 
fying the data set with respect to total energy, we found 
for the root-mean-square (RMS) difference of the model 
and observed energies (in square meters) 

_ = 0.03 + (7) 

It is difficult to distinguish which part of the RMS 
difference is due to observation errors and which part is 
due to forecast errors. Observation errors consist of in- 

strumental errors, errors due to the random variability 
of the spectrum and limited sample time (see subsection 
5.3), and representation errors. Representation error is 
the difference between what the buoy actually measures 
(local measurement of the sea state, which is influenced 

by sub-grid scale processes as gustiness, influence of lo- 
cal bottom topography, etc.) and its model equivalent, 
which is a description of the mean sea state over a large 
area (typically a grid box, i.e., 32 x 32 kin2). Especially 
the representation errors are not known accurately. Be- 
cause of lack of information, we will assume the ob- 
servation and corresponding forecast errors to be equal. 
This is a reasonable approximation, since comparison of 
model and buoy wave heights with an independent data 
set (the ERS 1 altimeter wave heights) showed scatter 
values of the same order of magnitude [Mastenbroek et 
al., 1994]. 

Thus, with the assumption that the observation error 
and the error of the corresponding forecast are unbiased 
and uncorrelated and that their standard deviations are 

equal, 
= (8) 

it follows from (7) that 

rr• = 0.02 + 0.35E/a. (9) 

We assume that the errors of different observations 

are uncorrelated. R is then a diagonal matrix: 

Rij - (•o•) • 5ij (10) 

As stated, the available observations do not allow an 
accurate estimation of the full forecast error covariance 

matrix P by analyzing the innovations (E ø•- EIa). 
To get an estimate of the spatial correlation structure 
of the forecast error, we instead analyzed differences 
between the model analysis E +ø and the +24 hours 
forecast E +24 of the operational model, for 2 months 
of data. Note that in the operational model, no wave 
observations are assimilated: the model analysis is just 
a run with analyzed wind fields. Assuming homogeneity 
and isotropy for the forecast error correlation structure, 
we fitted a correlation model 

p(r• r,,)-exp-(d(r•'r•)) a] (11) 
to the "pseudo-innovations" (E +24- E+ø). Here 
d(r•,r=) is the distance between locations r• and r2, 
L is a correlation length, and a is a power to be esti- 
mated. We tried for the latter the values 1, 3/2, and 
2. The best fit was found for a = 3/2 and L: 200 
kin. The forecast error covariance matrix P can now be 

constructed using (9) and (11): 

Pij : rrE• (ri)rrE• (rj)p(ri, rj) (12) 

For the interpolation of parameter k, we take the 
stone covariance matrices P and R as obtained for E, al- 
though this is not based on analysis of long time records 
of k innovations. The motivation for this choice is that 

in this way, energy and mean wave number are inter- 
polated in exactly the same manner. This guarantees 
that the resulting analyzed spectra will have a physi- 
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cally realistic shape, even in the rather simple univariate 
optimal interpolation scheme which is used. Different 
correlation functions for E and k could, for instance, 
lead to analyzed spectra which are steeper than both 
the observed and the first-guess spectra. 

4.3. Update of the Spectrum and the Wind 

After obtaining analyzed fields of H• n - 4• and 
T•,• n - 1/kv•, •n, the model spectrum is updated locally 
at every grid point, using E an, T,a• n, and the first-guess 
spectrum. Following [Burgers et al., 1992], the analyzed 
wave spectrum is calculated as follows: 

• •, H? • f' 0 (13) 
The first-guess spectrum is considered to be a wind 

sea spectrum if 

3 ttøld 1. cos(0.•- 0m)> 1, (14) 
Cp 

where u øld is the wind speed supplied by the meteo- 
rological 1nodel; Cp is the phase speed of the waves at 
the peak of the spectrum, 0u is the wind direction, and 
0m is the mean wave direction, which is defined as the 
vectorial mean [Kuik et al., 1988] 

(•j' F(f,O)sinOdfdO) (15) Om- arctan f F(f , O) cos Odf dO 
Only if condition (14) is met is the wind speed up- 

dated. This is done in the following way: 

•t new : •t øld q- •t an __ •tfg (16) 

The wind speeds u • and u y• are calculated from the 
analyzed and first-guess energy E © and mean fre- 
quency .f,(•") -- 1/T,(• ) (r -- {an, f9}); respectively, 

[U(r')]4 ---- A (17) 

where g is the acceleration of gravity, A: 2 x 10 -s 
and B - -2.69. Equation (17) has been obtained by 
P. Lionello (personal communication, 1995), based on 
a fit to the WAM growth curve in terms of u. scaling 
by Lionello et al. [1992]. (Actually, Lionello obtained 
values of A for 10 m/s and 20 m/s winds. They dif- 
fer from 2 x 10 -s by approximately 10%. The wind 
retrieval algorithm uses both values of A to compute 
the wind speed and interpolates between them to ob- 
tain the final wind speed [Hasselmann et al., submitted 
manuscript, 1996]. The wind speed correction obtained 
by this procedure is very close to the wind correction 
obtained with formula (17).) 

The new winds are used to force the WAM model for 

90 rain (half a wind time step), after which the next 
wind field is read in. 

5. Assimilation of Spectral Wave 
Parameters (OI-P) 

The OI-I assimilation method which was described 

in the previous section can only be used to assimilate 
significant wave height and mean wave period observa- 
tions. The limitation of this is twofold. First, there is 
no possibility to assimilate any measurements of direc- 
tional wave data. Second, the details of the shape of 
the wave spectrum (of which the fi'equency dependence 
is measured even by nondirectional wave buoys) are not 
taken into account, so one has to rely entirely on the 
wave model first-guess spectrum (equation (13)). 

In this section, we describe a method with which 
the more detailed spectral and directional information 
inferred from pitch-and-roll buoys can be assimilated. 
The method was developed originally by Hassehnann 
et al. [1994; submitted manuscript, 1996] for the as- 
similation of inverted two-dimensional wave spectra re- 
trieved from SAR spectra. We adapted the method for 
pitch-and-roll buoy observations. As will become clear 
in the sequel, this adaptation is desirable because pitch- 
and-roll buoy measurements contain very limited infor- 
mation about tlm directionality of the wave spectrum. 
Apart from the adaptation to buoy data, some other 
modifications were made to the Hassehnann scheme, 
which will be pointed out in the following. 

The new assimilation scheme is similar to the OI- 

I scheme described in section 4, in the sense that it 
consists of two main steps: first, an optimal interpola- 
tion step of some mean parameters of the wave spec- 
trum and, subsequently, a local update of the model 
wave spectra on the basis of the analyzed parameters 
and the first-guess spectra. The difference lies in the 
set of mean parameters. Whereas the OI-I scheme uses 
only integral parameters over the entire spectrum (wave 
height, and mean period), the new scheme first identifies 
all independent wave systems ("partitions") present in 
the spectrum and calculates mean parameters for every 
partition separately. With this set of parameters, the 
spectrum can be described with more accuracy than in 
the OI-I scheme. Although the number of mean param- 
eters which describe the spectrum (around 10) is larger 
than in the OI-I scheme, it is much smaller than the 
number of variables in the wave model (300 per spec- 
trum in our implementation of the WAM model). This 
reduction of variables leads to a gain in efficiency in the 
optimal interpolation procedure. 

In the sequel, we will refer to the new method as 
optimal interpolation of partitions (OI-P). It will turn 
out that the OI-I scheme is a special case of the OI-P 
method: if all spectra consist of only one partition and 
the mean wave directions of observation and model first 

guess are the same, the methods are identical. 

5.1. Outline of the Method 

The assimilation method consists of the following 
steps, which will all be explained in more detail below. 
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The first step is the partitioning of all observed and 
model spectra, i.e., division of each spectrum into a few 
distinct segments. The physical interpretation of each 
segment ("partition") is that it represents a wave sys- 
tem, corresponding to a certain meteorological event 
(swell from a distant storm in the past, wind sea which 
is generated by local wind). Every partition is described 
by three mean parameters: its total energy, mean direc- 
tion and mean frequency. 

The cross assignment of partitions of different spectra 
is the next step: connect partitions which are so close 
to each other in spectral parameters that they can be 
supposed to represent the same wave system. 

Then, the mean parameters from observed and model 
partitions which are cross assigned are interpolated by 
applying an optimal interpolation procedure. Thus an 
analyzed field of partition parameters is obtained. 

Subsequently, each spectrmn is updated individually, 
based on the first-guess spectrum and on the analyzed 
partition parameters. 

Finally, the driving wind field is updated as well, if 
there is a wind sea-component in the spectrum. 

5.2. Spectral Partitioning 

The concept of spectral partitioning was introduced 
by Getling [1992]. It is a method to describe the essen- 
tial features of a two-dimensional wave spectrum F(f, O) 
with only a few parameters, by separating the spectrum 
into a small number of distinct segments, so-called par- 
titions. The partitioning is a purely formal procedure; 
however, the partitions can be interpreted physically as 
representing independent wave systems. 

A partition is defined as the set of all points in the 
(f, 0) plane which, following the path of steepest ascent 
in the energy density starting from any of these points, 
lead to the same local maximum of the energy density 
spectrum (this is the way Ha•elmann et al. [1994] cal- 
culate the partitions, which is more efficient than the 
method described by Getling [1992]). Every point in 
the spectrum is thus assigned to one unique partition. 
The definition of a partition is analogous to a catchment 
area in hydrology, if one considers the spectrum as an 
"inverted" hilly landscape; that is, every local maxi- 
mum corresponds to a "valley," and to each of them, a 
partition ("catchment area") belongs. 

As said, the physical interpretation of a partition will 
be that of a wave system, which has a different mete- 
orological origin than other partitions in the spectrum. 
The data assimilation scheme makes use of this inter- 

pretation. The underlying assumption is that compo- 
nents of the discretized spectrum which lie within a 
partition are fully correlated with each other, whereas 
components frown different partitions are uncorrelated. 
One can then limit oneself to calculating only a few 
integrated parameters of every partition and perform 
the assimilation on these integrated parameters rather 
than on the full spectrum. The assimilation scheme 
as designed by Haspelmann et al. [1994; submitted 

manuscript, 1996] uses three parameters per partition 
p: the total energy of each partition 

Ep -/• F(f , O)df dO, (18) p 

the mean frequency 

Ep (19) 'f•"'P : fo•, F(f , O)f -•df dO ' 

and the mean direction 

( j•, F ( f , O) sin Odf dO ) 0•,p - arctan f-07o• F(f, O) cos OdfdO ' (20) 
Here O•, is the part of the spectral domain (f, 0) which 
belongs to partition p. 

Clearly, the assumptions about high correlation of 
spectral components within a partition, and low correla- 
tion between partitions, will be most correct, in the case 
that each partition is "narrow"; that is, most energy 
within the partition is distributed over a small range 
of frequencies and propagation directions. This guar- 
antees that the propagation velocity is almost the stone 
everywhere in the partition, so that its total energy will 
not disperse quickly during propagation. Second, it is 
important that different partitions are clearly separated 
in the (f, 0) plane. If not,, then the assumption that the 
partitions are not correlated is obviously incorrect: they 
will influence each other through the nonlinear wave- 
wave interactions. Probably, they are generated dur- 
ing the same storm event. Clearly, it is not usetiff to 
treat all partitions separately. Therefore partitions are 
merged together into larger "partitions" if they satisfy 
one of the following conditions: 

1. Two partitions are too close to each other: the 
distance in the wave number plane between two peaks 
is smaller than half the spectral width of either one of 
them. 

2. The "contrast" between two peaks is too low: the 
minimum energy density between two peaks is more 
than 70% of either of the two maxima. 

3. The total energy of a partition is below a threshold 
value of 0.0025 m 2. 

4. All partitions which are not considered to be swell 
(see below) are combined into one. 

Clearly, the threshold parameters above are rather 
arbitrary. We have chosen slightly different ones from 
Hasselmann et al. [1994; submitted manuscript, 1996]. 

Each partition is regarded to be either swell, wind 
sea, or mixed wind sea/swell. It is considered wind sea 
if it satisfies (14) (of course the integrals in (15) are now 
over the partition only, not over the whole spectrum). 
The partition is considered mixed wind sea/swell if (14) 
is fulfilled for a "peak frequency" (and corresponding 
phase speed) and "mean direction" which differ from 
the actual values by an amount equal to the spread in 
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direction and frequency of the partition; see also Has- 
sehn, ann et al. [1996]. The remaining partitions are 
defined as swell. 

Alternatively, one could devise an optimal interpo- 
lation data assimilation scheme directly with the dis- 
cretized wave spectrum F(f, O) instead of the two-step 
approach using the spectral partitioning parameters. 
One advantage of the spectral partitioning approach is, 
as mentioned, the reduction of variables and thus com- 
putational efficiency. Another, so far not mentioned 
strong point of the method is the underlying assump- 
tion of high correlation between spectral components 
within a partition and low correlation between different 
partitions. The correlation structure between spectral 
components is thus assumed to be dependent on the 
wave systems present at a specific time. In a direct opti- 
mal interpolation method one would have to prespecify 
a fixed correlation structure between spectral compo- 
nents, which does less justice to the physical origin of 
the energy distribution within the spectrum. 

5.3. Spectral Observations From Wavec Buoys 

As has been pointed out in section 3, pitch-and-roll 
buoys like tile Wavec do not measure the full wave 
spectrum. Therefore the partitioning scheme described 
above cmmot be applied directly to the buoy data. We 
will first summarize the parmneters which are measured 
by the buoy, and than adapt the partitioning method 
to this set of parameters. 

5.3.1. Observed parameters. Pitch-and-roll 
t)•oys measure the elevation and slope (two directions) 
of tlm sea surface as a fimction of time. From these three 

time series, one can determine the one-dimensional 

energy-density spectrum F(f) and some information 
about the directional distribution of the energy. If one 
writes the two-dimensional energy density spectrum 

F(.f, O) - F(.f)Df(O), (2•) 

Dr(O) -; • + • [a,,(f)cos(,•.0) + b,,(f)sin(,,0)] , 
(22) 

only tile Fourier components for n, - 1, 2 of the direc- 
tional distribution can be determined from the auto- 

Longuet-Higgins et gl., 1963]. For convenience, we will 
drop the frequency dependence of the Fourier compo- 
nents a,, and b, in the notation below. 

One can try t() reconstruct the fidl directional distri- 
bution as well as possible based on only these first four 
Fourier parmneters [Long and Hasselmann, 1979; Lygre 
at•d Krogstad, 1986] or fit the data to an assumed shape 
[Lotzg'uet-Higgins et al., 1963]. Subsequently, one could 
assimilate the fidl "retrieved" two-dimensional spectra, 
analogous to the way the SAR spectra are assimilated. 
The disadvantage of this effort is that, although the 
obtained spectrum may be "best" according to some 

criterion, it suggests much more knowledge about the 
spectrum than what is actually measured. Errors in the 
various components of the "reconstructed" spectrum 
will necessarily be strongly correlated, which obscures 
the comparison with, e.g., a spectrum obtained from a 
wave forecast model at the same place and time. 

The same objections could be raised to the SAR in- 
version/assimilation procedure. The nature of the SAR 
data, however, is quite different from the buoy data. 
First, the SAR observations themselves are strongly 
nonlinearly distorted images of the wave spectrum, so 
direct assimilation in an optimal interpolation scheme 
seems impossible here. Second, the long wave part of 
the inverted SAR spectrum (which is the most interest- 
ing part for assimilation purposes, because it contains 
mostly swell) seems to be only weakly dependent on 
external (model first guess) information [Briining and 
Hassehn, ann, 1994]. Pitch-and-roll buoys measure the 
directionality of the wave spectrum relatively crudely, 
so more external information has to be added for the 

low frequencies in an "inversion" procedure. 
Instead of constructing the whole directional spec- 

trmn, we will use only the one-dimensional energy den- 
sity spectrum F(f) and some mean parameters for each 
frequency band, which are uniquely determined by the 
first few Fourier components. We follow Kuik et al. 
[1988] by defining the mean direction 

0o - arctan(b•/(t• ). (23) 

For graphical presentation of the spectra we will also 
use a measure for the angular spread, 

,_X0- 2(1- v/a'• + b'•). (24) 
Kuik et al. [1988] discuss other definitions of the an- 
gular spread but choose (24) since it best approaches 
the standard deviation of tl•e energy for narrow and 
symmetrical bemns. The four Fourier co•nponents fin'- 
ther allow definition of third- and fourtl•-order m•gular 
moments (skewhess and kurtosis). We shall not dis- 
cuss them here. Generally, one can conclude that the 
accuracy of estimated moments quickly decreases with 
increasing order (see, again, Kuik et al. [1988]). 

In the assimilation procedure, we will use only F(f) 
and Oo(f). These parameters are measured with limited 
accuracy due to random variability of the spectrum and 
the limited sample interval. Let T be the total sample 
period and af - 1,/T be the frequency spacing of the 
discrete Fourier transform. The standard deviation gF 
of the estimate of F(f) averaged over a bandwidth &f 
is given by [e.g., Tucker, 1991] 

: (25) F(f) 

in Oo(f) is approximately [Kv, ik et al., Tile errol' 
1988] 
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(5( ) - (a0) 
Here/• is the so-called "effective" number of degrees of 
fi-eedom. If F is white over A f, then/• = 2Af/rSf. If 
the spectrum has a typical spectral width Afefr which 
is smaller than A f, then tt reduces to 2Afefr/rSf. 

The buoy spectra that we use are determined from 
six measurement records of 200-s length and are com- 
pressed into spectral bands of 10 mHz, giving 24 ø of 
freedom per frequency band. Thus the relative error in 
energy due to random variability is 29% for a 10-mHz 
band. For a spectrum with a typical width of 100 mHz, 
It = 240 and the accu3acy of the total energy estimate 
is approximately 10%. For the estimate of the mean 
direction of a spectrum with a typical angular spread 
of 30 ø, the errors are 7 ø for a 10-mHz band and 2.2 ø 
for Afefr = 100 mHz. As already mentioned in subsec- 
tion 4.2, these sample errors are estimated to be smaller 
than the representation errors. 

5.3.2. Partitioning of buoy spectra. For the 
assimilation of pitch-and-roll buoy data, one option is 
to apply the original partitioning scheme of subsection 
5.2 to a "reconstructed" full wave spectrum. We, how- 
ever, prefer to use only the truly observed parameters 
and devise a new partitioning scheme based on these 
data. Of course, the new scheme should stay as close 
as possible to the partitioning scheme for the full spec- 
trum. 

The scheme uses only the energy-density spectrum 
F(f) and the mean direction •0(f), as defined in (23). 
It consists of the following subsequent partitioning/re- 
combination steps: 

1. The one-dimensional spectrum F(f) is parti- 
tioned. This step is formally the same as the partition- 
ing of the two-dimensional spectrum, but much easier 
in one dimension. 

2. The partitions are combined under the following 
conditions. First, if two maxima are separated less than 
half the width at half maximum of either of the two 

peaks. Second, if the minimum energy density between 
two neighboring maxima is more than 50% of the mini- 
mum energy density of either one of the maxima. Note 
that this is the one-dimensional energy density F(f) 
instead of the two-dimensional density F(f,•) which 
is used in the previous subsection. Therefore this is a 
different "contrast", and the threshold value has to be 
retuned by trial and error. The final condition for com- 
bining of partitions is if the total energy of a partition 
is less than 0.0025 m 2. 

3. New partitions are defined when the mean di- 
rection changes fast with frequency within a partition: 
when the mean direction differs more than 50 ø from 

the mean direction at the peak of the partition, a new 
partition is created. 

4. All partitions which are wind sea or mixed wind 
sea/swell according to criterion (14) are recombined into 
one partition . 

•(•D) The mean direction vm of the thus obtained parti- 
tions is calculated as follows: 

( ff dfF(f)sinOo(f) ) .... Jfmin 

•,D) _ arctan •i .... ß Jfmin dfF(f) COS•o(/) 
(27) 

where fmin and fmax are the lower and upper frequency 
bounds of the partition. 

The method is a rather ad hoc adaptation of the 
full partitioning for the two-dimensional spectra. We 
checked its quality by the following procedure. We ex- 
tracted from a number of wave model (two-dimensional) 
spectra the pitch-and-roll buoy parameters F(f), Oo(f). 
We applied the full partitioning scheme directly to the 
two-dimensional WAM spectrum and the new parti- 
tioning scheme to the extracted buoy parameters. In 
most cases, we found a very good agreement between re- 
sulting partitions of the two schemes. Exceptions were 
formed by the few spectra where two wave systems were 
present with different mean directions, but with approx- 
imately the same mean frequencies: here the wave sys- 
tems cannot be separated if one only knows the mean 
direction and not the directional distribution as a func- 

tion of frequency. 

5.4. Cross Assignment of Wave Partitions 

The next step in the assimilation procedure is to 
merge the model first-guess and observed partition pa- 
rameters into an analyzed field of parameters. We have 
assumed that different partitions within a spectrum are 
uncorrelated, since they are created by different mete- 
orological events. So, we want to treat these partitions 
separately fi'om each other in the assimilation. On the 
other hand, partitions in different spectra (e.g., model 
and observed spectra or two model spectra at different 
locations) are correlated if they are created by the same 
event. Therefore we have to define a cross assignment 
criterion between the partitions of two different spectra, 
in order to decide whether a partition in one spectrum 
represents the same wave system as a partition in the 
other spectrum. 

Suppose we have two spectra A and B with nn and 
nn partitions, respectively. Then, for every partition 
i(A) - l, ..., nn of A, the procedure to select a partition 
j(B) of B to be cross assigned to is the following: 

1. The mean coordinates of the two partitions i(A) 
and j(B) must be within some distance of each other 
in the wavenumber spectrum: the distance is defined 
such that the maximum difference in mean direction is 

50 ø for equal mean frequencies or a difference of 40% in 
mean frequency if the directions are the same. 

2. The energy of one partition is at least 5% of the 
other. 

3. The partitions must be wave systems of the same 
type, i.e., both wind sea or both swell. 

4. If several partitions of spectrum B fulfill the above 
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conditions, the one which is closest in wave number is 
chosen. 

We denote the results of the cross assignment proce- 
dure in the following way: 5i(n)j(•3) = 1 if partitions 
i(A) emd j(B) are cross assigned and 5i(A)j(B) : 0 if 
they are not. Every partition is assigned to at most one 
partition of the other spectrum. The problems which 
arise when a partition is not assigned to any partition 
will be discussed in subsection 5.6. 

5.5. Optimal Interpolation of Wave Partitions 

When the cross assignment is done, the mean pa- 
rameters of the model and observed partitions can be 
combined to obtain an analyzed field of partition pa- 
rameters. Like in the assimilation procedure of the pre- 
vious section, the mean parameters are treated sepa- 
rately. Since a direction is not a convenient parame- 
ter for interpolation due to its periodicity, we take as 
mean parameters the combination kx,p, ky,p, Ep instead 
of f ,•,p, Ore,p, Ep, where 

kx ,p '• -- f(n,p cos Om,,p (28) 

kv,p -- .f;:n,p sin Om ,p (29) 

are proportional to the deep water wave number com- 
ponents. 

To obtain the desired analyzed field of partition pa- 
rameters, we can apply the following optimal interpol- 
ation-like step on the cross assigned partitions: 

X • n __ xfg r,p(r) r,p(r) • • [/•, rø• 
r øe p(r o6 ),q(r ø• ) 

•p(ro•,)q(ro•,) •p(r)p(ro•,) [yroe,,q(ro•,) -- Xro•,,p(roe,)] } (30) 
Here x • and xfg are the analyzed and first-guess vec- 
tors of any of the three mean partition parameters, sub- 
script r gives the position in the model grid, and p(r) 
numbers the partitions within the spectrum. Further- 
more, y is the observation vector, subscript r © denotes 
the location of the observed spectrum, and q(r ø•) num- 
bers the partitions of the observed spectrum (note that 
for simplicity, we assume in (30) that the observation 
location is equal to that of a model grid point). 

Two cross assignments have to be made. The first 
is between observed and model spectra at the observa- 

tion sites and is denoted with •p(•O•)q(rO•). This func- 
tion, multiplied with the difference between model and 
observed partition parameters (y•o,, ,q(roS) -- Xro,•,p(ro,•) ), 
gives the set of innovations. The second cross assign- 
•nent 5p(r)p(rO•, ) is done between model spectra at every 
grid point and the model spectra at the observation 
points only. This cross assignment is done to ensure 
that only the innovations corresponding to the stone 
wave system add to the correction of a model parti- 
tion. Instead of 5p(r)p(rO6), one could also choose to use 
5p(r)q(ro6), which is actually done in the original scheme 

of Hasselmann et al. [1994]. However, we found the 
present choice to be more robust, because two model 
spectra are generally more similar than a model and an 
observed spectrum. 

The optimal interpolation weight factor W•,ro•, fi- 
nally, is determined by the error covariances' 

W•,•o• - [PHr(HPH r + R)-•]•,•o• (31) 
P and R are the model first-guess and observation er- 
ror covariance matrices. In principle, the errors (and so 
the weight W) depend not only on the position but also 
on the partition, but the latter dependence is dropped 
for simplicity. Therefore P is an n x n matrix and R 
is an m x m matrix, where n is the number of model 
grid points and m is the number of observed spectra. H 
is the projection from model position onto observation 
position (which is trivial since we assumed that the ob- 
servation is done at a model grid point). For P and R, 
we assume exactly the same form as in the assimilation 
scheme of section 4, as given by (10) and (12). 

Comparison of (30) and (31) with (5) shows that the 
optimal interpolation steps for OI-I and OI-P are equiv- 
alent in the case that all spectra consist of only one par- 
tition, all partitions of the observed and model spectra 
are cross assigned (Sp(ro•)q(roi,) : 1 and 5p(•)p(•o•,): 1), 
and the mean directions of observed and corresponding 
model spectra are equal. 

5.6. Treatment of Nonassigned Partitions 

A fundamental problem of the method is that the 
number of partitions in one spectrum is not necessarily 
equal in every spectrum, and even if two spectra do have 
the same number of partitions, it is possible that not 
every partition of one spectrum can be cross assigned to 
a partition in the other spectrum. The question is what 
to do with the nonassigned partitions in the optimal 
interpolation. We have chosen the following solution. 

The first cross assignment step in the optimal inter- 
polarion (30) is between model and observed spectra at 
the observation sites, to obtain 5p(•o•)q(•o•). If a parti- 
tion is present in the first-guess but not in the observa- 
tion, we simply interpret this as an observation of the 
partition with zero energy at the same frequency and 
direction. For the OI of energy, this leads to an innova- 
tion (0-Epfa), which will be interpolated to the vicinity 
of the observation point. 

If a partition is present in the observation but not 
in the first guess, it is lnore difficult to incorporate it 
in a sensible way. Ha.s.selmann et al. [1994] choose to 
simply superimpose the observed partition, scaled with 
the OI weight factor of (31), onto the analyzed wave 
spectra which result from the assimilation procedure. 
In the case of pitch-and-roll buoy observations instead 
of SAR observations, this is not directly possible, be- 
cause the exact two-dimensional energy distribution of 
the observed partition is not known. Furthermore, it 
is a rather ad hoc solution which is not entirely consis- 
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tent with the general approach of adapting first-guess 
partitions in the spectrum. 

Therefore we choose a different approach in the case 
that an observed partition cannot be matched to a 
partition of the first-guess spectrum at the observa- 
tion point. First, we try to merge the observed par- 
tition with another observed partition which is not too 
much different in frequency and direction but is more 
different than was allowed in the original partition- 
ing/combination procedure. We apply the rather ar- 
bitrary conditions that the mean directions must differ 
less than 90 ø and the mean frequencies less than 300 
mHz. If even this very crude combination of observed 
partitions is not possible, we discard the observed spec- 
trum from the assimilation. Although this may not 
be the optimal choice, it is robust: it is better to dis- 
card some good observations than to use some data in 
a wrong way. 

After these two steps, all innovations are clearly de- 
fined. The second cross assignment in (30), between 
model spectra at all model locations r and model spec- 
tra at observation locations r øb , simply selects those 
innovations which correspond to a certain model par- 
tition. No additional decisions concerning nonassigned 
partitions have to be made, and (30) can be applied 
directly. 

5.7. Update of the Spectrum and the Wind 
Field 

The analyzed partition parameters from the optimal 
interpolation (30) are now combined with the first-guess 
spectra to obtain analyzed spectra. Every first-guess 
partition is multiplied by a scale factor and shifted in 
the (f, 0) plane such that its mean parameters Ep, fro,p, 
and 0m,p are equal to the parameters obtained by the 
optimal interpolation: 

p 

' S 

with 

1 if (f- Alp,O- AOp) • Op 5(f-afp,0-a0p);op - 0 otherwise 
(aa) 

where Alp - f,•,np fo an --f,•,p and AOp -- Ore, p --Ofmg, p are the 
OI increments of mean frequency and mean direction 
of partition p, respectively. Small gaps in the spectrum 
which arise by the different shifts for different partitions 
are filled by two-dimensional parabolic interpolation. 

When a wind sea partition is present in the spectrum, 
the driving wind field is modified using (16) and (17). 
The new winds are used until the next wind field is read 

in, which is half a wind time step later (90 min). 

6. Experiments With Synthetic Data 
6.1. Test Cases 

In this section, assimilation experiments are described 
in which the truth is known; that is, it is generated by a 
model run. Observations are extracted from the "true" 

run and assimilated in a "first-guess" model run, which 
differs from the true run because the driving wind field 
is different. Knowing the truth, it is possible to deter- 
mine exactly the effect of assimilation in these idealized 
cases. 

In the first test case, hereafter referred to as experi- 
ment S1, the equivalence of the two previously described 
assimilation schemes is tested in the case of unimodal 

wave spectra. The true wind field is a homogeneous 
northerly wind in the northern part of the model, which 
generates pure northerly swell in the southern part. The 
first-guess field underestimates the wind in the northern 
part; see Table 1. 

The second and third experiment, S2 and S3, again 
are runs with a very schematic wind field (Table 1). 
However, they qualitatively simulate a situation in the 
southern North Sea which occurs regularly. The wave 
field in the southern North Sea consists of two wave sys- 
tems with clearly different origin: one locally generated 
wind sea component (propagating to the northeast) and 
a swell component which is generated by northern wind 
in the northern part of the model region. In S2, the 
local wind field in the south is overestimated. In S3, 

Table 1. Driving Wind Fields for the Synthetic Experiments 

True Wind First-Guess Wind 

Case North South North South 

Speed, m/s Direction Speed, m/s Direction Speed, m/s Direction Speed, m/s Direction 

S1 15 N 0 10 N 0 
S2 15 N 10 SW 15 N 12 SW 
S3 15 N 10 SW 10 N 12 SW 

"North" columns give the wind speed and direction at 58øN latitude and higher; "South" columns give the wind velocity 
below 58 ø latitude. "N" is northerly wind; "SW" is southwesterly wind. 



VOORRIPS ET AL.' ASSIMILATION OF WAVE BUOY SPECTRA 5839 

the swell in the south is underestimated because the 

northerly wind in the north is underestimated. 
In all the experiments, the wind field is constant in ?0N 

time. The first-guess run (which we refer to as NOASS 
(no assimilation) run) and truth run are spun up for a 
period of 72 hours, until a steady state is reached. From 
the model spectra of the truth run, synthetic pitch-and- 
roll buoy observations are extracted at the platform 
locations which are indicated in Figure 1. No obser- 
vational noise is added. Therefore in the assimilation 

experiments the error in the observations is assumed 58N 
to be 0, in contrast to the assumption (8), which is 
only used for experiments with real data. From the 
steady state NOASS solution, assimilation runs of 48 
hours are performed, with an assimilation interval of 3 
hours. The OI-I scheme assimilates wave height and 
mean period observations at the given locations, the 
OI-P scheme assimilates the full pitch-and-roll buoy ob- 
servations (energy and mean direction as function of 
frequency). Forecast runs are performed from the ana- 70N- 
lyzed sea state after 24 hours of assimilation in order to 
assess the impact of the assimilation on the forecast. 

6.2. Results 

6.2.1. Pure swell (S1). Figure 2 shows the con- 
stant first-guess and true wind and wave height fields 
for experiment S1. The underestimated first-guess wind 
in the northern part of the model creates too low wind 
sea in the north and too low swell in the south. Fig- 
ure 3 shows time series of significant wave height Hs 
and mean period Tm for the locations North Cormorant, 
Auk Alpha, and K13. At all observation locations, Hs 
and Tm are corrected to the true value after the first as- 
similation. In North Cormorant,/-/s drops quickly back 
to the NOASS value until it is updated at the next 
similation step. The reason of this quick loss of informa- 
tion is that no observations "upstream" (more northern 
than North Cormorant) are available, so that all the in- 
formation obtained at the first assimilation step propa- 
gates away froin the platform. At Auk Alpha, the same 
happens the first two or three assimilation times; but 
after this, the information froin the North Cormorant 
observations has propagated southward, resulting in a 
more stable signal at Auk Alpha. At K13, the equilib- 
rium sets in even quicker because of the vicinity of Auk 
Alpha. Both assimilation schemes produce almost ex- 
actly the same results, which confirms the equivalence 
of the schemes in the case of unimodal wave spectra 
of which the first-guess lnean direction is close to the 
truth. 

The true sea state is reconsmmted ahnost exactly at 
the observation sites, but this is not the case at other 
locations. Even after a steady state has been reached, 
the wave field away froin the observations is not cor- 
rect. Evidently, this is partly so because the obser- 
vations simply do not contain information about the 
whole model area: especially, upstream of the first oh- 
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Figure 2. (Left) true and (right) first-guess wiled and 
wave fields for experiment S1. The top panels show the 
wind fields. Contours show the wind speed; arrows show 
wind direction. The bottom panels are tire wave fields. 
Contours show the significant wave height; arrows sl•ow 
the mean wave direction. 

servation site (North Cormorant), no "true" data are 
available. But another reason is that the optimal inter- 
polation scheme is not taking into account the model 
dynamics. ¾Ve illustrate this problem by assimilating 
only the North Cormorant data. Figure 4 shows the 
difference in wave height and lnean period between the 
truth and the OI-I assimilation run (OI-P gives equiv- 
alent results) after the first, third, and last (48 t•ours) 
assimilation. After the first assimilation, one sees that 
the wave field is corrected symmetrically around the 
observation sites, caused by the assumed isotropic fore- 
cast error correlation in the assilnilatiol• procedure. At 
North Cormorant, the model value is equal to the obser- 
vation; everywhere else it is lower, since the first-guess 
values are lower than the truth. After more assimila- 

tion steps, however, tlm correction is largest somewhat 
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Figure 3. Time series of significant wave height and mean wave period for experiment Si: (left) 
North Cormorant; (middle) Auk Alpha; (right) K13. Boxes, observations (true values); dotted 
lines, no assimilation (NOASS); dashed lines, OI-I; solid lines, OI-P. The OI-I and OI-P curves 
are hardly distinguishable in this experiment. 

downstream of the observation sites due to propagation 
of prior information. Clearly, the maximum correction 
lies south of North Cormorant. At this point, the wave 
height and period are overcorrected; that is, their values 
are higher than the true values. This overcompensation 
is a fundamental weakness of the optimal interpolation 
procedure. The scheme ignores the fact that the fore- 
cast error is reduced in the vicinity of the observation 
after assimilation, and moreover, it neglects the propa- 
gation of the information to the south. Just before the 
next assimilation time, the model state will be most 
accurate south of North Cormorant, which is not repre- 
sented by the forecast error covariance matrix of the as- 
similation scheme. This weakness can only be removed 
by calculating the forecast error covariance dynamics 
explicitly with, e.g., a Kalman filter or implicitly with 
the adjoint method. 

The problem is largest when there are frequent ob- 
servations at few, constant positions, which are heav- 
ily weighted in the OI procedure. If the time between 
two assimilations is large, the area with increased accu- 
racy will have propagated away from the region of in- 
fluence of the observation before the next assimilation. 

If there are many observation locations, the overcor- 
rected model state ca.n be drawn back to the true state 

by observations "downstream." So the problem is larger 
when only the North Cormorant data are assimilated, 
than when all seven buoys are used. 

Figure 5 shows 24-hour forecasts after 24 hours of as- 
similation of data from all seven buoys. At North Cor- 
morant, the most northern location, the impact of as- 
similation on the forecast is lost within 12 hours. In the 

southern North Sea, however, the forecast is improved 
for over 24 hours. This illustrates the potential use of 
data assimilation for swell forecasting in the North Sea 
region, given the present set of observations. 

6.2.2. Bimodal wave spectra: Overestimation 
of wind sea (S2). Experiment S2 simulates a case 
in which a northerly swell is modeled well but the lo- 
ca.1 wind is overestimated in the southern North Sea (see 
Table 1 for the wind fields). Figure 6 shows assimilation 
results for two observation locations. Although both as- 
similation schemes correct the wave height equally well, 
the OI-P scheme is clearly superior in adjusting the 
mean wave direction. This is better illustrated in Fig- 
ure 7, which shows the true, first-guess, and analyzed 
spectra at K13 after the first assimilation time. OI-P 
recognizes that only the wind sea is overestimated in 
the first guess and leaves the swell part unchanged. OI- 
I reduces the total energy of the first-guess spectrum to 
the observed energy but keeps the energy distribution 
between swell m•d wind sea constant. This results in a 

spectrmn with a too low swell and a too high wind sea 
partition. Even an extended assimilation period does 
not result in a realistic wave spectrum. 

In a forecast after the assimilation (not shown), the 
model appeared to relax back to the NOASS state 
within a few hours. This is due to the fact that it is 

the wind sea which was corrected in the southern North 

Sea: as soon as the model is driven by the wrong wind 
speed again, the waves quickly relax back to the first- 
guess solution. 

6.2.3. Bimodal wave spectra: Underestima- 
tion of swell (S3). The last experiment, S3, simu- 
lates a common situation in operational North Sea wave 
forecasting: the local wind sea in the southern North 
Sea is modeled reasonably well, but swell from the north 
is underestimated by the model (see Table 1). Figure 8 
shows analyses at some platforms. Again, it is seen 
that OI-P reconstructs the mean direction much better 

than OI-I. Nevertheless, it appears now that also OI-I 
converges to the correct solution, albeit only after more 
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than 24 hours of assimilation. The reason for this can 

be understood as follows. After the first assimilation 

by OI-I, the (too low) swell partition and the (correct) 
wind sea partition are increased in energy by the same 
amount in order to correct the total energy. In the next 
3 hours, the wind sea quickly drops because it is too 
high for the driving wind, but the swell decays much 
slower. So after 3 hours the fraction of the total energy 
which is contained in the swell is higher than 3 hours 
before. Again, the energy of the swell and the wind sea 
peak are increased with an equal factor, and the wind 
sea decays faster than the swell peak. After many as- 
similation steps, this procedure eventually leads to the 
right distribution of energy between the two partitions. 

In the northern part of the model, assimilation with 
the OI-I scheme leads to an unstable phenomenon, as 
can be seen from Figures 9 and 10. Exactly the reverse 

of the mechanism described above applies here. In Fig- 
ure 10 it is shown that at North Cormorant, a tiny 
swell system coming from the south is present in the 
first-guess spectrum, which has been generated by the 
SW winds in the southern and central North Sea. OI-I 

increases both the local wind sea and the swell because 

of the too low wave energy in the first guess. In the 3 
hours after, the large wind sea peak decays much faster 
than the swell peak because of the too low driving wind. 
The erroneously increased swell peak is again increased 
at the next assimilation step. This process repeats it- 
self, and already after five assimilation steps (i.e., after 
15 hours) a totally incorrect wave spectrum results (Fig- 
ure 10). This catastrophic behavior does not show up 
in the OI-P assimilation, because it correctly identifies 
the various partitions. The swell which is generated by 
the OI-I scheme at North Cormorant propagates to the 
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Figure 5. Time series showing the impact of assimilation on the forecast in experiment SI: 
(left,) North Cormorant; (middle) Auk Alpha; (right) K13. The top panels show significant, wave 
height. The bottom panels show mean wave period. Boxes, observations (truth); dotted line, 
NOASS; solid line, forecast after 24 hours of OI--I or OI-P assimilation. 

north, which leads to a strongly disturbed wave height 
field in the Norwegian Sea after a day, as can be seen 
from Figtire 9. 

?. Hindcasts With Real Data 

?.1. Description of the Selected Period 

The period which we selected for testing the assim- 
fiation schemes is May 12-16, 1993, which was charac- 
terized by very quiet weather in the southern North Sea 
but relatively strong northern winds (up to 15 m/s) in 

the southern Norwegian Sea, resulting in moderate but 
clearly distinguishable swell in the North Sea. It is a 
situation in which data assimilation could be of value 

both for analysis and for forecast, the latter because of 
the long travel time of swell to the Dutch coast after 
passing the northern observation locations. 

Figure 11 shows a sequence of wind fields, which are 
supplied by KNMI's operational atmospheric limited 
area model, the HIRLAM model [Kdllberg, 1990]. One 
can roughly distinguish three periods. At May 12 and 
13, the northerly wind in the south Norwegian Sea grad- 
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Figure 6. Time series of (top) significant wave height, (middle) mean wave period, and (bottom) 
mean wave direction for experiment S2 at (left) Auk Alpha and (right) K13. Boxes, observations 
(true values)' dotted line, no assimilation (NOASS)' dashed line, OI-I; solid line, OI-P. 
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Figure 7. Wave spectra at K13 for experiment S2. The top left panel shows the true wave 
spectrum. The top right panel shows the N OASS spectrum. The bottom left panel shows the 
spectrum after the first assimilation with the OI-I scheme. The bottom right panel shows the 
spectrum after the first assimilation with the O]-P scheme. 

ually builds up, while the wind in the southern North 
Sea turns from east to north. At May 14, the wind 
in the southern North Sea drops and turns to east and 
later to south, and the wind in the northern North Sea 
remains more or less constant. This is a period when 
swell from the north and local wind sea can be expected 
simultaneously near the Dutch coast. On May 15, fi- 
nally, the wind near Scotland turns more to the east 
and a southwestern wind dominates in the North Sea. 

Three wave model runs have been done during this 
period, using the HIRLAM analyzed wind fields. In the 
first run (NOASS), no wave data were assimilated; in 
the other two, 3-hourly observations of Wavec buoys 
were assimilated with the OI-I scheme (only Hs and 
T,,,) and with the OI-P scheme (spectra), respectively. 
Wave data have been assimilated for all buoys indicated 
in Figure 1 except for North Cormorant, from which 
no data are available for the period of interest. Ob- 
servations and first-guess values have been given equal 
weights in the assimilation schemes, as specified in (8) 
and (9). 

In order to study the impact of the assimilation on 
the forecast, two 24-hour "forecast" runs have been car- 
ried out, starting from the analyzed wave fields obtained 
with the assimilation schemes. In these runs, the ana- 
lyzed HIRLAM fields have been used, but no wave data 
have been assimilated. Consequently, these runs finally 
converge to the N OASS run. 

7.2. Results 

Figure 12 shows time series of the three analysis runs 
for locations Auk Alpha (central North Sea) and Ia- 
muiden (Dutch coast) of mean direction, mean period, 
and the low-frequency wave height H7, which is defined 

H7 - 4, F(f)d f. (34) 

The first striking feature that can be noted is the sys- 
tematic underprediction of wave height by the N OASS 
run at both locations, during most of the 4-day period. 
Both assimilation schemes correct the wave height quite 
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Figure 8. Tizne series of significant wave height, mean wave period, and •nean direction for 
experiment S3: (left) Auk Alpha and (right) K13. Line types are as in Figure 6. 

well, and the difference in performance between the two 
schemes is small in most cases. This is to be expected if 
one wave system dominates the spectrum, of which the 
mean direction is predicted well in the first guess. This 
is the case during most of the investigated period. 

However, two interesting exceptions to this situation 
can be noted, especially at IJmuiden. From May 12 
to 13, the mean wave direction of the NOASS run de- 
viates from the observations by 20 ø to 30 ø (Figure 12, 
bottom right panel). This is corrected only by the OI-P 
assimilation scheme and not by the OI-I scheme, which 
is to be expected since the directional information is 
missing in the latter scheme. The second time that 
the schemes differ in performance is at the end of May 
14 and the beginning of May 15. This is the moment 
when, at IJmuiden, the northerly swell is diminishing in 
strength and a new, southwesterly wind sea is growing 
(Figure 13). At first, this wind sea is missed entirely by 
the N OASS run, presumably because of an inaccurate 
modeling of the wind which is rapidly changing in the 
southern North Sea at that time. As can be seen from 

the top panels of Figure 13, the wind sea system is also 
missed initially by both assimilation schemes. For the 
OI-I scheme, this is to be expected. The OI-P run also 
misses the wind sea peak at first, because some energy 
of the new wave system should already be present in the 
model first-guess before a corresponding waxre partition 
can be created (see subsection 5.6). A few hours later, 
when the wind sea system appears in the first guess, 
the spectral distribution and mean wave direction are 
quickly corrected by the OI-P scheme (Figure 12, bot- 

tom right panel; Figure 13, bottom panels). In the OI- 
I run, on the other hand, the northerly swell remains 
overestimated and the wind sea remains underestimated 

for several more hours. 

Figure 14 shows two 24-hour forecast time series af- 
ter assimilation with the OI-P scheme. The impact of 
the assimilation on the forecast at Auk Alpha is short- 
lived, since it is the most northern assimilation loca- 
tion. At IJmuiden, however, the impact is large (at 
least 24 hours) in the second forecast, which is domi- 
nated by swell. Here optimal profit is made of the as- 
similation of the swell at the more northern locations. 

In the first, wind-sea-dominated forecast, the i•npact is 
much smaller. 

In sintartary, both schemes correct the systematic un- 
derprediction of wave height by the model during the 
whole period. This improves the forecast typically over 
a period of 12 hours and longer when northerly swell 
dominates. In the periods when the wave direction is 
modeled inaccurately (May 12 and May 15), the OI-P 
scheme is clearly superior to the OI-I scheme. 

8. Conclusions 

A wave data assimilation scheme is presented which 
is based on the partitioning of the wave spectrum into 
separate wave systems and subsequent optimal interpo- 
lation of the mean parameters of these partitions. It is 
specifically designed to perform the partitioning on the 
incomplete spectral information which can be extracted 
from pitch-and-roll buoys. The scheme has been imple- 
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Figure 9. Significant wave height fields for experiment S3. The top row shows true and NOASS 
fields. The bottom row shows, from left to ri•;ht, results of the OI-I scheme, after 4, 8,'and 
12 assimilation steps (12, 24, and 36 hours, respectively, after start of the assimilation run). 
Contours indicate wave height; arrows indicate mean wave direction. 

mented in an operational North Sea wave model. It is 
very efficient: the analysis takes only a fraction of the 
computation time needed for a wave model run. 

The scheme was tested and its performance has been 
compared to an assimilation scheme which only assimi- 
lates integrated wave parameters, in order to determine 
the effect of directional observations on the wave anal- 

ysis and forecast. First it was tested in a few identical 
twin experiments and then in a hindcast with real wave 
and wind data. 

First of all, we conclude that the assimilation exper- 
iments at the North Sea show an improvement both of 
the sea state analysis and of the forecast,. The latter 
is not obvious, given the modest spatial dimensions of 
the North Sea. It is mostly due to timely detection and 
assimilation of swell coming from the Norwegian Sea, 

which has a relatively long travel time to the southern 
North Sea. In favorable conditions, i.e., situations in 
which northerly swell is the dominant wave system in 
the North Sea, the positive impact of the assimilation 
can be seen up to around 24 hours in forecast. 

•Ve have demonstrated the advantage of assimilating 
spectral wave data from pitch-and-roll buoys over the 
assimilation of significant wave height and mean wave 
period only, which is the case in many operational as- 
similation schemes. Both in the artificial experiments 
and in the hindcast with real data, the partitioning 
scheme appeared to perform better in cases where the 
first-guess wave direction was wrong or where multiple 
wave systems were present at the same time. 

Finally, the synthetic experiments show that both 
schemes tend to overcompensate for model-observation 
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Figure 10. Wave spectra at North Cormorant for experiment S3 for the truth run (top left), the 
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steps with the (left,) OI-I scheme and (right) OI-P scheme. 
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Figure 11. HIRLAM analyzed wind fields for the period May 12 to May 16, 1993. 

3.0 

E 2.0 
"-" 1.5 
r-.. 1.0 

0.5 
0.0 

Auk Alpha 
ß ß ß ß ß 

F ß ß ß L.' ::1 

12 

May 
1995 

IJmuiden 
1.4 
1.2_ ß ß ß 

.,-, ,. 
h, 0.6 
-r- 0.4 " ß 

0.2 
0.0 

1.3 14 15 16 12 1,3 14 15 16 

May 
199,3 

10 

12 

May 
1993 

10 

,•, 6 
E 4 

•- 2 
0 

13 14 15 16 12 

Mcy 
1995 

13 14 15 16 

u", 400 

• 300 

:8 200 

•. 100 
•: 0 

..5 

=-_-_-_- =_--_ _-_- 

250 
--• 200 
,_ 150 

._ 

-• 100 

•, 5o 
•: o 

t2 13 14 15 16 12 13 14 15 16 

May May 
1993 199,3 

Figure 12. Time series of (top) low-frequency wave height, (middle) mean wave period and 
(bottom) mean direction for the May 1993 hindcast for (left) Auk Alpha and (right) IJmuiden. 
Line types are as in Figure 6. 



5848 VOORRIPS ET AL.: ASSIMILATION OF WAVE BUOY SPECTRA 

• 27o[ 
F:, 

"'" 90 

0 

0.04 

OBS 

. 

0.1 0.2 0.4 

•'"equency 

3601 
1 

2701 

93 t 
O. 

0.04 

OBS 

o.1 0.2 0.4 

Frequency [Hz] 

l • 270 

õ •o• 
'- 
•5 90L 

ol 
O.04 

360 

-• 270 

õ •8o 
._ 

._ 

• 90 

NOASS 01-1 OI-P 
360 

o.1 0.2 0.4 

Frequency [Hz] 

NOASS 

0.1 0.2 0.4 

Frequency [Hz] 

• 270 

õ •8o 
._ 

._ 

r-, 90 

o 

0.04 

36O 

270 

•8o 

90 

o.1 0.2 

F,'equency [Hz] 

¸1-1 

0.4 

360 

,• 270 

õ 180 
._ 

._ 

c• go 

o 

o.o4 

360 

270 

•8o 

90 

0 0 0 

0.04 0.04 0.1 0.2 0.4 0.04 

Frequency [Hz] 

0.1 o.2 o.4 

Frequency [Hz] 

OI-P 

o.1 o.2 o.4 

Frequency [Hz] 
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From left to right are shown observation, NOASS run, OI-I analysis, and OI-P analysis. 
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differences when conditions at sea are stable, because 
the gain in accuracy of the model state after assim- 
ilation is not taken into account. This can only be 
done properly by a dynamically consistent, i.e., time- 
dependent assimilation scheme. 

In the near future, the present scheme will be tested 
further in an operational forecasting setting. Various 
improvements on the scheme are under investigation. 
Already some experience has been obtained with the 
introduction of more refined error covariance parame- 
terizations (e.g., wave-direction-dependent correlation 
length). Better treatment of nonassigned partitions 
may prevent discarding valuable observations. Further- 
more, it should be relatively straightforward t,o merge 
the OI-I and OI-P approaches in order to handle both 
spectral and integral observations (e.g., altimeter wave 
height measurements) simultaneously. Finally, research 
will concentrate on the incorporation of the model dy- 
namics in the assimilation procedure. 
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