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[1] Many previous studies consider wave attenuation over muddy seabeds and bottom
boundary layer fluid‐mud transport as two distinct research topics. Hence, various
processes related to the physics of wave‐mud interaction, such as turbulence‐sediment
interactions, rheological stresses, and nonlinear wave‐wave interactions are incorporated
rather artificially. The aim of this work is to present a new modeling approach which
allows for the resolution of nonlinear wave propagation and bottom boundary layer mud
transport with a single set of governing equations and closures. By adopting a fluid‐mud
modeling framework, a well‐validated depth/phase‐resolving wave propagation model,
based on the Reynolds‐Averaged Navier‐Stokes (RANS) equations, is extended to
model cohesive sediment transport. The numerical model consists of a set of governing
equations based on the equilibrium Eulerian approach accurate for the fine sediment limit.
The numerical model reduces to the clear fluid RANS equations when the sediment
concentration approaches zero. Hence, the model is able to calculate continuously and
consistently the nonlinear wave propagation, wave boundary layer processes,
and fluid‐mud transport without the need to prescribe the mud layer characteristics.
Numerical simulations reveal several important physical processes that are critical for
understanding the water‐wave dynamics over muddy seabeds: (i) an enhancement
of the wave boundary layer thickness due to the presence of the fluid‐mud and rheological
stress, which leads to a scaling relation between the enhanced wave boundary‐layer
and the fluid‐mud layer and (ii) a direct wave amplitude dissipation due to rheological
effects and clear evidences of low‐ and high‐frequency wave attenuation via nonlinear
energy transfer.

Citation: Torres‐Freyermuth, A., and T.‐J. Hsu (2010), On the dynamics of wave‐mud interaction: A numerical study, J. Geophys.
Res., 115, C07014, doi:10.1029/2009JC005552.

1. Introduction

[2] The study of wave‐mud interaction has drawn
researchers’ attention for over half a century because it entails
many interesting physical processes of water wavemechanics
and multiphase fluid dynamics that are not yet fully under-
stood. Motivated by scientific/engineering applications, the
study of wave‐mud interaction has been branched into two
main research efforts. As wave induced fluid‐mud transport
has been considered one of the key small‐scale processes to
determine the fate of terrestrial sediment in the coastal ocean
[e.g., Harris et al., 2005], many studies in this research area
are focused on identifying the key mud‐laden bottom
boundary layer processes, such as turbulence‐sediment
interactions and effective settling velocity of flocculated

sediment [e.g., Vinzon and Mehta, 1998; Winterwerp,
2001]. On the other hand, studying wave attenuation over
muddy seabeds is one of the classic wave hydrodynamic
problems, beginning with the early work of Gade [1958]
and with the eventual goal of developing large‐scale wave
propagation models for muddy seabeds [e.g., Kaihatu et al.,
2007; Winterwerp et al., 2007; Rogers and Holland, 2009].
[3] Cohesive sediment transport can be classified into

several modes primarily based on sediment concentration
[Winterwerp and van Kesteren, 2004]. For instance, fluid‐
mud is a highly concentrated cohesive sediment suspension
of mass concentration greater than about 10 g l−1 [Ross and
Mehta, 1989]. Prior laboratory and small‐scale modeling
studies have identified several important mechanisms that
control the dynamics of the fluid‐mud transport, such as
turbulence‐sediment interactions, floc dynamics, rheological
stresses and consolidation/swelling [Mehta, 1987; Dyer,
1989; Kranenburg, 1994; Toorman, 1999; Winterwerp,
1998, 2001]. Furthermore, a series of field observations
[e.g., Ogston et al., 2000; Traykovski et al., 2000, 2007;
Kineke et al., 2006; Jaramillo et al., 2009] have provided
more insight into the realistic fluid‐mud transport pro-
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cesses occurring in the wave boundary layer at the conti-
nental shelf.
[4] In contrast to nearshore hydrodynamics on sandy

environments, there is a much stronger interplay between
the near‐bed sediment transport and the wave propagation
characteristics in the presence of the fluid‐mud. Early field
observations [e.g., Gade, 1958; Wells and Coleman, 1981;
Forristall and Reece, 1985] revealed large wave energy
attenuation rates overmuddy seabeds.As a result, several semi‐
analytical/numerical models [e.g., Gade, 1958; Dalrymple
and Liu, 1978; Yamamoto et al., 1995; McPherson, 1980;
Mei and Liu, 1987;Maa and Mehta, 1990; Foda et al., 1993;
De Wit, 1995; Kranenburg, 2008; Chan and Liu, 2009] have
been developed over the past few decades intended to
contribute in our understanding of mud‐induced wave
transformation. Most of these modeling efforts simplified
the problem as a two (or multi) ‐layer fluid system, where an
inviscid water layer overlays a prescribed (thinner) mud
layer with specific rheological properties (e.g., Newtonian,
elastic, viscoelastic, viscoplastic) and characteristics (i.e.,
density, thickness, viscosity). This approach has been
successfully applied to study the response of small/finite
amplitude waves to prescribed mud layer properties. How-
ever, two‐layer models often adopt a series of assumptions
inherent in their derivation (e.g., small amplitude waves and
homogenous fluid‐mud characteristics) and hence dynamics
of the water‐mud system are coupled rather artificially.
[5] According to viscous (two‐layer) models, the wave

dissipation is larger when the Stokes wave boundary layer
thickness is about the same order of magnitude of the mud
layer thickness [e.g., Gade, 1958; Dalrymple and Liu, 1978;
Ng, 2000], in agreement with the laboratory observations of
Gade [1958]. These results have been incorporated in a
nearshore spectral wave propagation model (SWAN] Booij
et al. 1999]) in order to simulate the mud‐induced wave
dissipation in muddy shelves [e.g., Winterwerp et al., 2007;
Kranenburg, 2008; Rogers and Holland, 2009]. For instance,
Winterwerp et al. [2007] show a qualitative agreement
between the numerical model and field observations from the
Guyana muddy coast by employing representative values of
fluid‐mud in the numerical model. Rogers and Holland
[2009] drive the wave propagation model employing in situ
fluid‐mud observations from Cassino Beach, Brazil. The
wave predictions were compared against field observations
finding a very good agreement only if smaller fluid‐mud layer
thickness than observed were considered. Nevertheless, the
aforementioned models lack of a suitable parameterization
for modeling nonlinear energy transfer in shallow waters.
[6] The importance of including nonlinear energy transfer

in nearshore wave propagation models as an additional
mechanism of wave energy attenuation in the presence of
the fluid‐mud has been recognized in recent investigations
[e.g., Sheremet and Stone, 2003; Elgar and Raubenheimer,
2008]. Consequently, Kaihatu et al. [2007] incorporated the
mud‐induced dissipation model of Ng [2000] on a nonlinear
wave propagation model in order to study the role of non-
linear wave interaction in the dissipation of short‐waves in
deep water. They hypothesized that the energy from high‐
frequencies is transferred to lower frequencies, which are
able to interact directly with the bottom seabed, and hence
the energy is lost in this manner [e.g., Sheremet et al., 2005].
More recently, Elgar and Raubenheimer [2008] applied the

same hypothesis using an instrumentation array deployed in
shallow water, where the triad‐interactions approach reso-
nance [Elgar and Guza, 1985]. In this latter investigation, a
frequency‐dependent dissipation rate function is derived
based on field observations and (Boussinesq) model simu-
lations. Contrary to the results obtained with viscous models
[e.g., Gade, 1958; Dalrymple and Liu, 1978; Ng, 2000] and
laboratory observations [e.g., Gade, 1958], they found that
the peak wave damping rate occurs at the infragravity
motions ( f = 0.07 Hz) which corresponds to a very small
value of the ratio of the thickness of the mud layer to the
Stokes wave boundary layer (d(s/2nm)

1/2 � 1). Elgar and
Raubenheimer [2008] also indicate that the validity of the
proposed frequency‐dependent wave attenuation function is
strongly dependent on the mud state, and hence its (generic)
application in the field is not straightforward.
[7] Despite many mechanisms, such as turbulence clo-

sures, mud rheology, floc dynamics, and bottom erodibility,
remain to be further investigated, mathematical/numerical
modeling frameworks for fluid‐mud transport have been
developed in the past decade [e.g., Winterwerp, 2001; Hsu
et al., 2007, 2009] and have demonstrated to be effective
in diagnosing or predicting wave‐induced fluid‐mud trans-
port processes. In this study, a cohesive sediment transport
modeling framework is implemented into a previously
developed nonlinear wave propagation model (COBRAS
[Lin and Liu, 1998]). Recently, Hsu et al. [2009] adopted
this modeling framework, simplified for one‐dimensional
vertical boundary layer formulation, to study the dynamics
of wave‐supported gravity‐driven mud flows. In the present
work, the two‐dimensional vertical formulation allows us
the study of wave‐mud interactions. The model is unique in
that it allows the simulation of boundary layer processes,
turbulence‐sediment interaction, fluid‐mud transport, and
nonlinear free‐surface wave transformation/dissipation, con-
sistently and continuously with a single set of governing
equations and closures without requiring to prescribe the
matching conditions at the fluid‐mud interface. We believe
that this model provides a more complete and fully‐coupled
research tool that improves our current understanding on the
mechanism of mud‐induced wave attenuation. Unfortu-
nately, detailed water column measurements on velocity,
turbulence and sediment concentration profiles during wave‐
mud interaction are not available, which prevent us from
carrying out detailed model validation. Hence, findings
addressed in this paper are also inevitably of more quali-
tative nature.
[8] This paper is organized as follow. Section 2 is devoted

to the model formulation, where the governing equations,
boundary conditions, and closures are introduced. The
numerical model is applied to study mud‐laden boundary
layer processes andwave dissipation/attenuationmechanisms
in section 3. Finally, concluding remarks and future work are
presented in section 4.

2. Model Description

[9] Due to flocculation and related chemical‐biological
effects [Dyer, 1989], modeling of cohesive sediment (mud)
transport is more complex and empirically‐based than that
of noncohesive sediment (sand). However, several funda-
mental fluid dynamic mechanisms, such as turbulent sus-
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pension, turbulence modulation due to the presence of
sediment, and the rheological stress due to inter‐particle
(floc) interaction, remain similar. Therefore, it is possible to
develop a numerical modeling framework for cohesive sedi-
ment transport using principles in multiphase fluid mechanics
and turbulent flow modeling with additional parameteriza-
tions of the main cohesive sediment characteristics, such as
floc dynamics and erodibility [e.g., Winterwerp, 2001; Hsu
et al., 2009].
[10] Cohesive sediments transport as flocs, which are

loose aggregates composed of many primary particles, such
as clay and silt. Therefore, one of the difficulties in mod-
eling cohesive sediments is that the size and density of the
floc aggregates may change due to the floc break‐up and
aggregation via small‐scale turbulent shear and collisions
[e.g., Dyer, 1989]. In reality, the dynamics of mud flocs
is further complicated by chemical/biological processes
that are difficult to quantify at micro‐scale. For simplicity,
the primary particles of cohesive sediments are not resolved
in this study. Instead, we calculate floc aggregates with a
prescribed constant floc diameter D and fractal dimension nf,
where the floc aggregate density ra is obtained by assuming a
fractal structure arrangement given by [Kranenburg, 1994]

�a ¼ � f þ D

D0

� �nf �3

�s � � f
� �

; ð1Þ

where r f is the density of the fluid, and D0 and rs are the
diameter and density of the primary particle taken to be
D0 = 4 mm and rs = 2650 Kg m−3 in this study. The
typical fractal dimension of suspended mud floc aggregate
is around 2.0 [Winterwerp, 1998]. We specify a fixed floc
size and hence the detailed floc break‐up and aggregation
processes are neglected here since floc dynamics is not
the focus of the present study. Indeed, an estimation of
flocculation timescale [e.g., Winterwerp, 1998] suggests that
explicitly considering detailed floc break‐up and aggrega-
tion processes may not change the qualitative characteristics
of wave‐induced fluid mud transport because the floccula-
tion timescale (several minutes) is usually much larger than
the typical timescale of waves considered in this study (T
= 6 s). In summary, in the remaining of this paper we
consider a fluid‐particle system, driven by the passage of
the waves, where the particle phase consists of many
(spherical) floc particles with constant floc diameter D and
density ra (calculated by (1) via a prescribed constant
fractal dimension).

2.1. Governing Equations

[11] The governing equations of the numerical model are
obtained by simplifying the Eulerian two‐phase flow
equations for sediment‐laden flow through the Equilibrium
Eulerian approximation [Ferry and Balachandar, 2001] for
fine sediment. The mathematical formulation for a fluid‐
particle system based on Eulerian two‐phase flow equations
[e.g., Drew, 1983] is the more general approach in that it is
theoretically derived without strict limitation on particle
diameter D or particle response time Tp (see (2) for its
definition). However, in practical application, the inter‐
phase momentum transfer terms (e.g. drag) in the Eulerian
two‐phase formulation become infinitely large as particle

size approaches zero. Hence, a more robust approach is
required for describing fine particles transport that are
mathematically too fine to be efficiently calculated by the
Eulerian two‐phase formulation while at the same time
remain to be too coarse/heavy to be described as completely
passive substances [Ferry and Balachandar, 2001].
[12] The particle response time Tp is defined as

Tp ¼ �aD2

18�
f �ð Þ; ð2Þ

where m is the dynamic viscosity of the interstitial fluid, and
f(�) is a function representing the hindered settling
[Richardson and Zaki, 1954] which is dependent on the
particle (floc) volume concentration �. The particle response
time Tp represents the timescale required to accelerate a
particle from rest to an equilibrium velocity driven by the
ambient carrier flow. Typical mud floc in an energetic
environment such as wave boundary layer has a floc
diameter D of about O(10 ∼ 100) mm and a floc density 30%
to 70% greater than that of water (or seawater). The particle
response time calculated by (2) for typical mud floc is
smaller than O(10−3) s. Therefore, we can utilize the Equi-
librium Eulerian approach in which the sediment velocities
ui
s are calculated by an expansion that depends on carrier

fluid velocity field and particle response time [Maxey, 1987;
Ferry and Balachandar, 2001]

usi ¼ u f
i þ Tp 1� s�1

� �
gi � Tp

Du f
i

Dt
þ Tp

�a
@� sij
@xj

þ O T 2
p

� �
; ð3Þ

with s = ra/rf the particle (floc) specific gravity, ui
f and gi =

[0.0,9.8] m s−2 the i‐th component of fluid velocity and
gravitational acceleration, respectively. The second and
third term in the right‐hand‐side (RHS) of (3) represent the
sediment settling velocity Ws and the inertial effect due to
fluid acceleration, respectively. The original derivation of
the Equilibrium Eulerian approximation is based on analysis
of a single particle and hence intergranular interaction is not
considered [e.g., Ferry and Balachandar, 2001]. However,
in a more concentrated flow there is a sufficient amount of
particles contained within the averaging volume where the
Eulerian formulation of sediment phase is derived. Hence,
an additional term related to the intergranular stresses tij

s is
incorporated in (3) in a more ad hoc sense to parameterize
the enhanced mixing due to intergranular interaction. In the
study of concentrated viscous suspensions of particles in
viscous fluid [e.g., Carpen and Brady, 2002], the mixture
formulation is often adopted. It can be shown that in order to
derive the momentum equation similar to that of mixture
formulation from the Eulerian two‐phase formulation (see
(6)), the intergranular interaction term shown in (3) needs to
be incorporated. Therefore, we can argue that the mixture
approach is consistent with the Fast Eulerian approximation
for fine particles but with an addition of intergranular
interactions.
[13] In the following derivation of the governing equa-

tions, we neglect the higher order terms in (3) and assume

usi ¼ u f
i þ Tp 1� s�1

� �
gi þ Tp

�a
@� sij
@xj

: ð4Þ
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Neglecting the flow acceleration term in (3) may be justified
in the Reynolds‐Averaged approach for the wave‐driven
sediment flow (outside the surf zone) where the flow
acceleration is expected to be much smaller than the grav-
itational acceleration. On the other hand, intergranular
interaction (rheological stress) is retained in this study
because it is a major mechanism for hydrodynamic dissi-
pation by muddy seabed.
[14] Hsu et al. [2003] presented the turbulence‐averaged

Eulerian two‐phase flow equations for sediment transport in
turbulent flow. This Eulerian two‐phase formulation has
been applied to study medium and coarse sediment transport
in water under oscillatory flow [e.g., Amoudry et al., 2008].
The governing equations for fine sediment used in this study
are obtained by replacing the sediment velocities in the
turbulence‐averaged two‐dimensional Eulerian two‐phase
equations of Hsu et al. [2003] by (4) based on the fast
Eulerian approximation. The continuity equation of the
present study is identical to the fluid‐phase continuity
equation of the Eulerian two‐phase formulation

@ 1� �ð Þ
@t

þ @ 1� �ð Þu f
i

@xi
¼ 0; ð5Þ

where i = 1, 2 in the present turbulence‐averaged two‐
dimensional formulation. On the other hand, by replacing
the sediment velocities ui

s with (4) in the fluid momentum
equation of the Eulerian two‐phase formulation, we obtain a
simplified flow momentum equation given by

@u f
i

@t
þ u f

j
@u f

i

@xj
¼ � 1

� f

@p

@xi
þ 1

� f 1� �ð Þ
@� f

ij

@xj
þ @� sij

@xj

 !
þ s� 1ð Þ�

1� �
gi;

ð6Þ

where p is the fluid pressure. The flow momentum transport
is caused by both fluid tij

f and sediment (rheological) tij
s

stresses, being the latter only important when the sediment
concentration is large. Notice that the gravitational term (last
term in RHS of (6)) contains sediment concentration and
therefore allows calculation of sediment‐driven gravity
flows [e.g., Hsu et al., 2007, 2009].
[15] Substituting (4) into the continuity equation of the

sediment phase [e.g., Hsu et al., 2003], the governing
equation for floc volume concentration � is derived

@�

@t
þ @�u f

i

@xi
¼ @

@xi
�Tp 1� s�1
� �

gi � �
0
iu

0
i

D E
þ �Tp

�a
@� sii
@xi

� 	
; ð7Þ

where the first term on the RHS is the gravitational settling
and the second term represents turbulent suspension (see
equation (9)), whereas the third term is the gradient of
sediment intergranular stress. The dominant component of
sediment stresses in (7) is the vertical gradient of the sedi-
ment normal stresses, which serves as an additional mech-
anism for sediment suspension in concentrated regime. In
most cohesive sediment transport studies, the intergranular
normal stress is considered only in the concentrated aggre-
gate network [Winterwerp and van Kesteren, 2004] where
the mud bed consolidation and fluidization/liquefaction
occur. In this study, we focus on studying fluid mud in
mobile suspension above the aggregated network and hence

terms related to sediment stress in (7) are neglected and only
sediment shear stress is considered in (6) due to its impor-
tant role in wave energy dissipation.
[16] The commonly used fluid‐mud mass concentration

c (g l−1) is calculated from the computed floc volume con-
centration � as [Winterwerp and van Kesteren, 2004;
Winterwerp et al., 2006]

c ¼ �s�
D

D0

� �nf �3

¼ �s�
�a � � f

�s � � f

� �
: ð8Þ

2.2. Closures

[17] The numerical solution of (6) and (7) requires clo-
sures on turbulent Reynolds stresses, turbulent suspension,
and sediment rheological stresses and appropriate bound-
ary conditions for flow velocities, pressure, and sediment
concentration.
2.2.1. Turbulent Suspensions
[18] Eddy viscosity assumption is adopted in this study to

parameterize Reynolds stresses (see section 2.2.2). Hence, in
analogy with the turbulent momentum transport, we calcu-
late the turbulent suspension of sediment via the gradient
transport assumption

�
0
u
0
i

D E
¼ � �t

�c

@�

@xi
; ð9Þ

with sc being the Schmidt number often specified empiri-
cally. In this study we adopt the value of 0.5, which is found
to be the optimal value using the one‐dimensional vertical
version of the current model [Hsu et al., 2007] for modeling
(noncohesive) sediment transport in a steady flow. Numer-
ical experiments suggest that the present model results
remain qualitatively similar when sc is increased or
decreased by 50%.
2.2.2. Reynolds Stressess
[19] The Reynolds stresses are calculated by the eddy

viscosity assumption employing a two‐equation k − �
turbulence closure model. A more sophisticated turbulence
closure scheme may be adopted. However, the choose of the
eddy viscosity assumption and a two‐equation closure
responds to the need of providing a formulation for cap-
turing essential physics of near‐bed fluid mud transport
while at the same time allows computing nonlinear wave
propagation over (for) long distance (duration) in an
affordable computational time. Based on the eddy viscosity
assumption the total fluid stress, including the fluid viscous
stress, is calculated as

� f
ij ¼ � f � þ �tð Þ @u f

i

@xj
þ @u f

j

@xi

 !
� 2

3
� f � þ �tð Þ 1� �ð Þk	ij

� 2

3
� f �t

@uk
@xk

	ij; ð10Þ

where dij is the Kronecker delta, n is the kinematic viscosity,
and the turbulent eddy viscosity nt is related to the fluid
turbulence kinetic energy k and turbulent dissipation rate
� by

�t ¼ C�
k2 1� �ð Þ

�
: ð11Þ
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[20] The balance equation for turbulent kinetic energy
in particle‐laden turbulence flow can be derived from
the Eulerian two‐phase mass and momentum equations
[Elghobashi and Abou‐Arab, 1983]. Following the earlier
study of wave‐induced fluid mud transport [Hsu et al.,
2007], the balance equations for k and � are given by

@ 1� �ð Þk
@t

þ @ 1� �ð Þkufj
@xj

¼ � fij
�f

@ufi
@xj

þ @

@xj
� þ �t

��

� �
@ 1� �ð Þk

@xj

� 	

� 1� �ð Þ�� 2�sk

Tp þ TL
� s� 1ð Þgz �t

�c

@�

@z

ð12Þ

and

@ 1� �ð Þ�
@t

þ @ 1� �ð Þ�ufj
@xj

¼ C�1
�

k

� f
ij

� f

@u f
i

@xj
þ @

@xj
� þ �t

�k

� �
@ 1� �ð Þ�

@xj

� 	

�C�2
�2

k
1� �ð Þ � C�3

�

k

2�sk

Tp þ TL

� 	

� C�4
�

k
s� 1ð Þgz �t

�c

@�

@z

� 	
: ð13Þ

As compared to the standard k‐equation for clear fluid, the
k‐equation derived from the two‐phase formulation has
additional dissipation (or production) terms for carrier flow
turbulence due to sediment. As shown in (12) and (13), there
are two major dissipation mechanisms for carrier flow tur-
bulence due to the presence of sediment. The first dissipa-
tion mechanism (the second to the last term in (12) and (13))
is to parameterize the slip fluctuating velocities between the
fluid and the sediment phases originated from viscous drag
in the Eulerian two‐phase momentum balance with the fluid
eddy turn‐over time calculated as TL = 0.165 k/�. The second
dissipation mechanism is due to stable density stratification
caused by the presence of sediment (the last term in (12)
and (13)). It is noted that in the present formulation for
fine sediment it is assumed that ensemble‐averaged sedi-
ment velocities closely follow the fluid velocity through (4).
However, this may not suggest that sediment and fluid
velocity fluctuations closely follow each other in turbulent
flow. Specifically for high frequency velocity fluctuations,
the timescale of these smaller eddies may be comparable to
that of the particle response time. Hence, we argue here that
even for fine cohesive sediment (flocs), both the sediment
density stratification and the difference of fluctuating
velocities between the fluid and sediment phase can cause
damping of carrier flow turbulence and control the existence
of wave‐induced fluid mud transport [Hsu et al., 2009].
[21] Standard k − � model coefficients (C1� = 1.44, C2� =

1.92, sk = 1.0, and s� = 1.3) are utilized in this study [e.g.,
Rodi, 1993]. The model coefficient C3� associated with the
damping term due to viscous drag in the � equation is set to
be C3� = 1.2 following earlier work for dilute particle‐laden
flow [Elghobashi and Abou‐Arab, 1983; Hsu et al., 2003].
On the other hand, there are many suggested choices in the
literature of stratified flow [e.g., Rodi, 1987; Umlauf and
Burchard, 2005] for the empirical coefficient C4� associ-
ated with the density stratification term in the �‐ equation.
Following Rodi [1987] we set C4� = 0 for stable density
stratification. Examining the model results for wave‐
induced fluid mud transport (see section 3.1), we find that

the viscous drag is the more important damping term of
carrier flow turbulence due to high sediment concentration
near the bed, while the density stratification term is small
very close to the bed because it scales with the eddy
viscosity (and hence the distance from the bed). Therefore,
model results presented here are not very sensitive to the
model coefficient C4�. However, model results on sus-
pended sediment concentration are more sensitive to the
value of C3�. Setting C3� = 1.2 appears to give reasonable
fluid mud concentration when compared with the limited
field observations [Hsu et al., 2007, 2009].
2.2.3. Sediment Stresses
[22] The rheological behavior of fluid‐mud is quite com-

plex because of its dependence on sediment concentration,
grain properties, stage of consolidation, floc structure, and
biological/chemical processes. The rheological stress affects
the flow directly through the momentum equation and hence
dictates the hydrodynamic dissipation of the propagating
waves. Unlike noncohesive (also relative massive) particles
where the closure of intergranular stresses is more well‐
understood [e.g., Campbell, 1990], closure of sediment
stresses for flocculated particles is more complicated due to
the evolution of floc structure [e.g., Toorman, 1997],
irregular shape of the floc aggregates, and interstitial fluid
effects [e.g., Carpen and Brady, 2002]. However, there is a
general consensus that the rheological stress of the con-
centrated floc aggregate may behave as highly viscous fluid
and fluid‐solid like behavior i.e. yield stress characteristic
for low shear rate and high concentration conditions [e.g.,
Mei and Liu, 1987; Frigaard and Nouar, 2005].
[23] In this study, the sediment rheological stresses are

calculated based on a simple mathematical formulation
given by Le Hir et al. [2001], where the sediment shear
stresses are calculated as

� s
ij ¼ � s

ji ¼ � f �s�ij ð14Þ

and the sediment effective viscosity ns in (14) is given by

�s ¼ �s0�
ka 1þ 
0

kb
0 þ �ij



 


" #

: ð15Þ

The sediment effective viscosity is empirically parameter-
ized as a nonlinear function of concentration � and the
strain‐rate of the mean flow sij = (∂uif/∂xj + ∂ujf/∂xi), which
increases with mud concentration via a power law function
with a prescribed coefficient ka. Therefore, the wave dissi-
pation is highly dependent on the value of this coefficient.
The reference value of the sediment effective viscosity is
specified by ns0. The parameter kb controls the yield stress
(stiffness) of the water‐mud mixture. It is noted that g0 is set
to be 1.0 s−1 in order to make the coefficient kb dimen-
sionless and hence g0 is not an empirical coefficient. Given
sufficient rheological information, these coefficients can be
obtained by the best‐fit of (15) to the measured data. For
fluid mud transport, these empirical coefficients are usually
unknown and hence the purpose of this study is not to
predict wave energy dissipation for a specific experiment or
field observation but to utilize the numerical model as a tool
to diagnose the dynamics of wave‐mud interactions.
Although this is a non‐Newtonian closure, notice that the kb
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coefficient controls the viscosity dependence on strain‐rate
values and hence Newtonian‐like rheology behavior can be
simulated by setting kb = 1.0 (see Figure 1). Here, the
numerical coefficients for rheology are specified as follows:

�s0 ¼ 0:005ðm2s�1Þ; ka ¼ 3:0; kb ¼ 1:0: ð16Þ

As shown in Table 3, these coefficients gives bulk mud
effective viscosity of O(10−3) m2 s−1, which is consistent
with limited observed data for fluid mud [e.g., Mei and Liu,
1987]. In this study, we focus on fluid mud mass concen-
tration ranging from about 10 ∼ 60 gl−1. Based on the
maximum suspended sediment concentration investigated in
this study, mud transport modeled here can be also referred
to high‐concentrated mud suspension [Winterwerp and van
Kesteren, 2004]. At these concentrations, it is expected that
the fluid mud does not have a yield or pseudo‐plastic (shear
thinning) behavior and hence assuming a Newtonian
rheology is appropriate. It is worth to mention that the max-
imum fluid‐mud concentration considered in this investiga-
tion is smaller than previously published studies. It is noted
again that only the fluid mud transport above the aggregate
network is considered here and hence closures of normal
stresses are not incorporated at this point.

2.3. Numerical Implementation and Boundary
Conditions

[24] The governing equations and closures for the wave‐
mud interaction model are solved numerically by extending
an existing nonlinear wave propagation model (COBRAS
[Lin and Liu, 1998]) which solves the two‐dimensional
vertical Reynolds‐Averaged Navier‐Stokes (RANS) equa-
tions with a volume of fluid (VOF) scheme for free‐surface
tracking. The original COBRAS code and its extended
versions have been widely validated for the study of various
water wave problems. However, the numerical model

applications have not been extended to study wave‐mud
interaction.
[25] Finite difference scheme with staggered grid system

is utilized in the numerical model [Lin and Liu, 1998]. The
advection‐diffusion equation of sediment concentration is
solved in the beginning of each computational cycle with
combined upwind and central difference method. The flow
mass and momentum equations are then solved by revising
the two‐step projection method for the present continuity
equation that involves sediment concentration [Hsu and Liu,
2004]. The k − � equations are then calculated to obtain
turbulence information and the location of the flow free‐
surface is updated by the VOF scheme at the end of the
computational cycle. The time step for each computational
cycle is determined based on the Courant number Cr crite-
rion for the convection terms (Cr = 0.3) and CFL criterion
for diffusion terms controlled by the maximum value of
turbulent eddy viscosity and sediment effective viscosity.
For the fluid mud simulations, the minimum time step is
usually constrained by sediment effective viscosity which is
of O(10−5)s. More detailed description of the numerical
implementation are given by Lin and Liu [1998].
2.3.1. Near‐Bed Boundary Condition
[26] In order to model wave propagation over a sufficient

distance such that a significant amount of wave energy
dissipation can be detected, the minimum vertical grid size
Dz that is used to resolve the near bed wave boundary layer
and fluid mud transport is of few millimeters. Such a grid
resolution is sufficient to resolve the overall wave boundary
layer flow structure with appropriate near‐wall modeling.
However, it remains too coarse to resolve the viscous sub-
layer and buffer layer using a typical low‐Reynolds number
two‐equation closure. From the fluid mud transport per-
spective, the bottom boundary of the present model is
located at the interface between the concentrated aggregate
network and the mobile fluid mud. Hence, the present model
calculates the fluid mud transport above the concentrated
aggregate network with floc concentration smaller than
gelling concentration [Winterwerp and van Kesteren, 2004].
[27] Due to the presence of fluid and sediment stresses in

the momentum equation, the bottom boundary condition for
horizontal velocity u shall include both the fluid component
tb
f
and sediment component tb

s . At present, there is no
general near‐wall modeling for flow velocity profile that is
appropriate for both dilute and concentrated conditions. Due
to the lack of information, the sediment bottom stress tb

s is
estimated directly using (14) and (15) by assuming a no‐slip
boundary condition for flow velocity. Hence, it is assumed
that when fluid mud concentration is large, the flow velocity
very near the bed can be extrapolated with a linear profile
from the horizontal velocity u calculated at half grid point
Dz/2 above the bed. On the other hand, the fluid bottom
stress is calculated by a (fluid) friction velocity u*, i.e. tb

f
=

ru*
2, where the (fluid) friction velocity is further calculated

by assuming that a logarithmic velocity profile is valid
between the bottom and the half grid point above the bed

u* ¼ �u Dz=2ð Þ
ln 30Dz=2

Ks

h i ; ð17Þ

where � = 0.4 is the von Karman constant and the roughness
Ks is set to be five floc diameters in most of the model

Figure 1. Stress‐strain relation based on (14)–(16) for
three different sediment mass concentrations.
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simulations to represent typical flat bed (small roughness)
condition (i.e., 0.11 mm, see Table 1). Even for dilute mud‐
laden wave boundary layer, turbulence modulation due to
the presence of sediment can affect the velocity profile near
the bed and hence Ks and � in the near‐wall modeling shall
depend on flow condition and sediment concentration [e.g.,
Hsu et al., 2003; Toorman, 2008; Cantero et al., 2009].
However, these more complicated logarithmic formulations
are not pursued in this investigation. In fact, one can also
argue that the extrapolation functions used for estimating tb

s

(linear) and tb
f (logarithmic) are also seemingly inconsistent.

We must note here that for most of the model results dis-
cussed in the next section, the suspended mud concentration
is large enough such that the near bed shear stress is com-
pletely dominated by sediment stress and hence the un-
certainties in estimating tb

f using (17) become negligible. On
the other hand, (17) remains to be calculated in the
numerical model to estimate tb

f in order to develop a more
general numerical model that can also be used to calculate
the turbulent boundary layer without mud or with dilute
sediment transport (see Table 1 where clear fluid flow cases
are also calculated as control numerical experiments).
[28] In a clear flow turbulent boundary layer, the bottom

boundary condition for the turbulent kinetic energy k is
often specified using the bottom friction velocity [e.g., Rodi,
1993]. For sediment‐laden boundary layer, sediment con-
centration affects the flow turbulence and is modeled by the
additional dissipation terms in the k − � equations. To
incorporate a bottom boundary condition for k that is more
consistent with the present sediment‐laden flow, we chose a
no‐flux boundary condition for k, as suggested by earlier
studies [e.g., Hagatun and Eidsvik, 1986]

@k

@z
¼ 0 ð18Þ

and the boundary condition for the turbulence dissipation
rate � is calculated with a standard near‐wall approximation

� ¼ C3=4
� k3=2

�z
: ð19Þ

[29] A flux boundary condition is adopted to specify the
amount of upward sediment flux suspended from the bottom
into the mobile fluid mud regime. This upward erosion flux

E (m s−1) is estimated by the following parameterization
[e.g., Partheniades, 1965; Sanford and Maa, 2001; Hsu
et al., 2009]:

E ¼ �
� f
b ðtÞ
�c

� 1

 !
; ð20Þ

where both the empirical parameter b and the critical shear
stress tc control the magnitude of E for a given fluid bottom
stress tb

f , and hence they are often called erodibility para-
meters. Unlike noncohesive sediment, these erodibility
parameters for cohesive sediment are not only a function of
primary grain properties but also depend on the stage of
consolidation, floc structure, and chemical‐biological
effects. Hence, the erodibility parameters for cohesive sed-
iment are often empirically determined via in‐situ erodibility
tests [e.g., Sanford and Maa, 2001]. In general, quantitative
predictions on bottom mud suspension is not possible unless
these empirical parameters are determined in‐situ. Due to
the uncertainties in erodibility parameters (and rheological
parameters mentioned previously) of the mud layer, the
primary goal of this study is not to accurately predict the
amount of mud suspension driven by a given wave condi-
tion. On the contrary, this study focuses on studying the
dissipation and nonlinear energy transfer mechanisms of
water waves due to bottom mud suspension driven by a
given set of rheology and erodibility parameters.
2.3.2. Wave Boundary Conditions
[30] In the numerical model, the wave is generated by

specifying both the velocity profile and the free‐surface
elevation time series at the inflow (left) boundary [Lin and
Liu, 1998]. The forcing boundary can also consider cor-
rections for active wave absorption in case that significant
reflected wave energy reaches the inflow boundary. Also,
when the wave group (irregular wave) generation is sought,
for a more realistic wave forcing, the second‐order bound‐
wave is incorporated via Longuet‐Higgins and Stewart
[1960].

3. Model Results

[31] The numerical model is employed to study wave‐
mud interaction under different scenarios (see Table 1).
Monochromatic progressive wave and wave groups are
considered in order to investigate different aspects of mud‐

Table 1. Simulated Cases

Case H (m) Fluid‐Mud Roughness, Ks (m) Erodibility, b (m s−1) Rheology, ns0 (m
2 s−1)

Progressive Monochromatic Waves
1A 0.74 Yes 1.1 × 10−4 1.0 × 10−2 5.0 × 10−3

1B 0.74 No 1.1 × 10−4 ‐ ‐
1C 0.74 Yes 1.1 × 10−4 1.0 × 10−2 5.0 × 10−4

1D 0.40 Yes 1.1 × 10−4 1.0 × 10−2 5.0 × 10−3

1E 0.88 Yes 1.1 × 10−4 1.0 × 10−2 5.0 × 10−3

1F 0.74 No 1.0 × 10−1 ‐ ‐
1G 0.74 Yes 1.1 × 10−4 1.0 × 10−4 5.0 × 10−3

1H 0.74 Yes 1.1 × 10−4 1.0 × 10−5 5.0 × 10−3

Wave Groups
2A 0.5 Yes 1.1 × 10−4 1.0 × 10−2 5.0 × 10−3

2B 0.5 No 1.1 × 10−4 ‐ ‐
2C 0.5 No 6.0 × 10−2 ‐ ‐
2D 0.5 No 1.0 × 10−1 ‐ ‐
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laden wave boundary layer process and nonlinear wave
interactions. In order to contrast the effect of fluid mud, a
reference case for clear fluid flow (without sediment) is
computed for the two different wave types (see third column
of Table 1). In addition, to test the feasibility of parame-
terizing the effect of fluid‐mud on hydrodynamic dissipation
via drastically enhanced bed roughness, large seabed
roughness heights Ks are specified in the clear fluid simu-
lation for several selected cases (fourth column of Table 1).
For the cases with fluid‐mud transport, the erodibility
parameters (tc and b) control the amount of fine sediment in
suspension and thus the resulting fluid‐mud concentration.
In this study, several erodibility conditions are tested via
adjusting b (fifth column of Table 1). The mud rheology
coefficients remain the same in all simulated cases (with
fluid‐mud) except in case 1C where the reference viscosity
ns0 is decreased. In all computed tests with cohesive sedi-
ment, a floc size of 22 mm and specific gravity of s = 1.34
are specified, which gives a fractal dimension of nf = 2.08
(see (1)). In most of the simulated tests the maximum vol-
umetric concentration is around 12% (50 g/l).
[32] The objective of employing monochromatic progres-

sive waves is twofold. First, this simple wave type is used to
illustrate the fluid‐mud dynamics and its scaling relation with
the wave boundary layer (section 3.1). Secondly, mono-
chromatic waves allow a straightforward model verification
against two‐layer theory, and the further study of wave
attenuation (section 3.2).
[33] A cnoidal wave train propagating in a constant water

depth of h = 2.5 m is sent into the numerical wave flume
(Figure 2). A nonuniform fine grid (min(Dz) = 2 mm) in the
vertical direction (Figure 2 (right)) allows the resolution of
the wave boundary layer flow structure near the bed, while a
uniform grid (Dx = 25 cm) in the cross‐shore direction is
chosen to resolve the surface wave propagation. A snapshot
of the model results (Figure 2) for case 1A, after calculating

thirty propagating waves (model results reach quasi‐
stationary state), illustrates the free‐surface elevation (solid
curve) and sediment suspension beneath the wave. Fine
sediments are suspended and remain concentrated within
about 10–20 cm from the seabed with mass concentration
around 10 to 60 g l−1, exceeding the criterion of fluid‐mud.
In addition, the free‐surface elevation for the corresponding
clear fluid simulation is also plotted (case 1B, dashed curve).
Differences in wave amplitude and phase between the two
test cases are caused by the effect of fluid‐mud on damping
the wave energy and modifying the wave length as waves
propagate downstream of the flume. The lutocline is also
shown in Figure 2 (solid curve at around 20 cm above the
bed), which can be considered as an indicator for fluid mud
layer thickness. Figure 2 further suggest that the fluid‐mud
layer thickness slightly decreases downstream and that there
is a phase lead between the lutocline wave and the surface
wave. Both features being the result of the coupling of the
wave‐mud system. An important characteristic of this model
is that the calculated fluid‐mud layer is inhomogeneous in
the vertical direction, without the unrealistic sharp interface
between the clear fluid and the mud layer which is a major
assumption in two‐layer models.

3.1. Fluid‐Mud Dynamics

[34] The effect of sediment on the fluid flow is more
important near the bed where the sediment concentration
and sediment rheological stresses become large. Thus, the
wave boundary layer structure is expected to be modified
with the presence of concentrated fluid‐mud. At present, it
remains difficult to measure high resolution time‐dependent
velocity profiles through the fluid‐mud layer in the field
[Traykovski et al., 2000; Jaramillo et al., 2009]. For this
reason, we rely on the numerical model to provide new
insights into the processes occurring in this highly concen-
trated region. The observed wave boundary layer thickness

Figure 2. (left) Snapshot of the model results for free surface elevation and mud concentration beneath a
progressive wave. The dashed curve depicts the free‐surface elevation in an independent simulation with-
out the fluid‐mud and the solid white curve depicts the lutocline location given by the 10 g l−1 concen-
tration threshold. (right) The vertical (nonuniform) grid resolution is shown.
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in the numerical model dobs is defined as the distance
between the bed and the maximum near bottom velocity at
the maximum free‐stream velocity phase, i.e. wt = 90° [see
Jensen et al., 1989, Figure 24]. Also, the following two
widely‐used definitions of the lutocline location (fluid‐mud
thickness) are adopted in this work: (I) the vertical distance
between the 10 g l−1 concentration contour and the bottom
[Ross and Mehta, 1989; Traykovski et al., 2000] and (II) the
distance from the bottom to the position of the maximum
vertical concentration gradient [Lamb et al., 2004; Cantero
et al., 2009].
[35] Figure 3 shows the profiles of the time‐dependent

horizontal velocity u (Figures 3a and 3b), mass concentra-
tion c (Figures 3c and 3d), total shear stresses (Figures 3e
and 3f), and turbulent intensity

ffiffiffiffiffi
2k

p
(Figures 3g and 3h)

at the phase of maximum free‐stream velocity (Figure 3
(top)) and flow reversal (Figure 3 (bottom)), for cases 1A
(solid curve, with fluid mud) and 1B (dashed curve, clear
fluid). The profiles shown in Figure 3 correspond to the
downstream location x = 40 m depicted by the rectangle in
Figure 2. The velocity profiles when fluid mud is present
(Figures 3a and 3b, solid curve) show a significant increase,
of up to four times, in the wave boundary layer thickness
with respect to the clear fluid condition (dashed curve). In

this case, the enhanced wave boundary layer is about the
same thickness of the fluid‐mud layer defined according to
definition (II) (see case 1A in Table 2). The numerical
model predicts the commonly observed phase shift (i.e.
overshoot) of the flow velocity in the wave boundary layer
with respect to the free‐stream velocity [Trowbridge and
Madsen, 1984; Jensen et al., 1989]. Figures 3c and 3d
illustrate the mass concentration profiles at the phase of
maximum free‐stream velocity and flow reversal. Due to the
low settling velocity of fine sediments (O(10−1) mm s−1), the
concentration profiles are similar at different wave phases
once a quasi‐stationary condition is reached in the numerical
flume. However, there is a noticeable vertical variation in
sediment concentration at the upper portion of the profile
(z > 0.12 m), which is related to the small lutocline wave
developed near the water‐mud interface where the sedi-
ment concentration gradient is larger.
[36] In Figures 3e and 3f the total shear stresses, including

the fluid turbulent stress, fluid viscous stress (negligibly
small), and sediment rheological stress, are shown. The total
shear stresses are significantly larger when fluid mud is
present due to the additional contribution from the sediment
rheological stresses. Without fluid mud, the major contri-
bution to the total stress is the turbulent stress (dashed

Figure 3. Instantaneous vertical profiles at the instant of (top) maximum free‐stream and (bottom) at
flow reversal for the (a and b) horizontal velocity, (c and d) sediment concentration, (e and f) total shear
stresses, and (g and h) turbulent intensity in cases 1A (solid curve) and 1B (dashed curve).
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curve) and its magnitude is much smaller. According to (14)
and (15), the magnitude of the sediment viscosity and rhe-
ological stress are related to sediment concentration, being
larger closer to the bed. The large sediment viscosity (nm =
O(10−4) − O(10−2) m2 s−1) makes the vertical mixing of
flow momentum much more effective and increases the
thickness of the wave boundary layer. The enhanced vis-
cosity and boundary layer thickness can also induce more
hydrodynamic energy dissipation. Hence, when the wave
boundary layer is laden with concentrated fluid mud, the
sediment rheological stress becomes the critical mechanism
for the vertical mixing of flow momentum and dissipation of
wave energy.
[37] The enhanced wave boundary layer thickness due to

sediment rheological stress also affects the turbulence
characteristics inside the wave boundary layer (see Figures 3g
and 3h). For the clear fluid condition, the maximum turbu-
lent intensity is observed near the bed (dashed curves) due to
the high shear. Model results shown here for clear fluid flow
are consistent with prior numerical studies on oscillatory
bottom boundary layer using a standard k − � closure [e.g.,
Justesen, 1988]. Numerical results further suggest that when
fluid‐mud is present (solid curves), turbulent intensity very
near the bed (z < 2 cm) is attenuated comparing to that of
clear fluid condition. This reduction of turbulence is mainly
caused by the viscous drag term in the k − � equations. Near
and above the lutocline, reduction of turbulent intensity is
also observed, which is mainly caused by sediment density
stratification. Because of the gradient transport assumption
(see section 2.2.1), the sediment density stratification term in
the k‐equation is parameterized as proportional to the eddy
viscosity. Hence, model results indicate that sediment den-
sity stratification is of less importance in attenuating carrier
flow turbulence as compared to viscous drag very close to
the bed, especially when sediment concentration becomes
large.
[38] It is also noted that in the middle portion of the wave

boundary layer, the turbulent intensity is noticeably larger
when the fluid‐mud is present. Despite the fact that the
presence of sediment can directly damp carrier flow turbu-
lence, the effect of sediment rheological stress in this case
effectively enhances the wave boundary layer thickness and
hence the boundary layer turbulence must also increase
accordingly (i.e. turbulent intensity scales with boundary
layer thickness). For the present moderate magnitude of
sediment concentration (10–60 g l−1) and Newtonian rheo-
logical stresses, model results suggest that the flow in the
fluid mud layer remains turbulent. Thus, the fluid‐mud
thickness is related to the suspension capacity of the flow
field. On the other hand, as the fluid mud concentration
becomes as large as 100 to 200 g l−1, the flow in the fluid
mud layer may be significantly retarded by the rheological

stress (i.e. thixotropic) and become laminar. Under such
condition, field observations also suggest that strong inter-
facial wave features may appear (P. Traykovski, personal
communication, 2008).
[39] Numerical results presented in Figure 3 reveal a

possible scaling relationship between the wave boundary
layer thickness d and the fluid‐mud layer thickness d.
Although there is a lack of detailed observations of the wave
boundary structure inside the fluid mud layer, this scaling
has been suggested by some authors [e.g., Vinzon and
Mehta, 1998; Traykovski et al., 2000] based on (limited)
observations. In order to show such a scaling relationship,
another simulation is carried out where the rheology coef-
ficient ns0 is reduced, while the wave characteristics and the
rest of parameters remain unchanged (case 1C). Figure 4
shows the horizontal velocity and mass concentration pro-
files for the high and low rheology cases at the maximum
free‐stream velocity phase. As ns0 is reduced, a thinner
fluid‐mud layer with a higher near bed concentration (with
respect to case 1A) is observed. As shown in Figure 4b, the
fluid‐mud layer thickness is also sensitive to the criteria to
determine the lutocline location, resulting in larger values
when the 10 g l−1 threshold is employed. However, con-
sistent with both definitions, it can be observed that the
wave boundary layer (distance from the bottom to the near
bed maximum velocity in Figure 4a) scales with the fluid‐
mud layer thickness in these two cases.
[40] To further explore this scaling and its parameteriza-

tion, the following formulation is used to obtain an estimate
of the wave boundary layer thickness based on the near bed
flow conditions [e.g., Gant and Madsen, 1979]

	1 ¼

U*
�

; ð21Þ

where the friction velocity U* in (21) is calculated in this
study by considering both rheological tb

s and fluid tb
f bot-

tom stresses. Adopting g = 0.74, given by the best‐fit of (21)
to d of the cases with the same rheology and erodibility
coefficients (cases 1A, 1D, and 1E), the values of d1 as
predicted via (21) in all the monochromatic wave simula-
tions are plotted against the fluid‐mud layer thickness given
by definition (II) (Figure 5). Detailed values of the model
observations and predictions of the ratio d/d are also pre-
sented in Table 2. A generally good scaling relation between
the wave boundary layer and the fluid‐mud layer thickness
is shown for most of the simulated tests (Figure 5). Specifi-
cally, for a given set of rheological and erodibility para-
meters, a very good scaling relation remains for different
wave amplitudes (cases 1A, 1D and 1E). However, as the
rheological stress becomes smaller (mud becomes less vis-
cous, Figure 5, case 1C) or the erodibility is reduced (more
consolidated mud bed, cases 1G and 1H), the discrepancies
become larger. Thus, the value of g (dependent on �) in (21)
may be changed accordingly to the fluid‐mud properties.
[41] Overall, model results suggested the possibility to

estimate the fluid mud layer thickness using (21). The
success of this parameterization relies in that U* includes
information of the mud rheological stress tb

s near the bed.
This result may be of particular relevance for inferring near
bed mud layer characteristics based on the wave observa-
tions [e.g., Rogers and Holland, 2009].

Table 2. Wave Boundary Layer and Fluid‐Mud Thickness

Case dobs (m) d1 (m) d (m) d/dobs d/d1

1A 0.165 0.150 0.145 0.873 1.038
1C 0.073 0.088 0.070 0.959 1.253
1D 0.112 0.091 0.100 0.893 0.914
1E 0.190 0.170 0.170 0.895 1.000
1G 0.160 0.135 0.170 1.063 0.793
1H 0.110 0.110 0.140 1.273 0.791
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3.2. Water‐Wave Dynamics

[42] As previously shown, the numerical model predicts
the expected wave amplitude attenuation at the downstream
end of the numerical flume (Figure 2). This wave energy
attenuation is caused by the rheological stress, i.e. the
enhanced sediment effective viscosity of the concentrated
mud flow. The lack of a comprehensive experiment, with
detailed in‐situ observations on boundary layer velocity,
sediment concentration, floc properties, rheological and
erodibility parameters prevents us from carrying out a more
realistic model‐data comparison. On the other hand, the
classic two‐layer approach has been utilized and verified in
many prior studies and more importantly it adopts several
well‐defined model assumptions, such as small amplitude
waves.
3.2.1. Mud‐Induced Primary Wave Dissipation
[43] In this study a systematic model verification with the

semi‐analytical solution of a two‐layer model is carried out
in order to demonstrate the self‐consistency of the more
complicated numerical model. This model verification
consists of using the numerical model as a virtual laboratory,
which provides detailed spatial and temporal flow infor-
mation of the fluid mud layer and the wave attenuation
across the flume for a given set of wave condition, and
rheology and erodibility parameters. Numerical model

Figure 5. Scaling between the estimated wave boundary
layer thickness d1 and the fluid‐mud thickness (definition II)
for all (monochromatic) simulated cases.

Figure 4. Instantaneous (a) horizontal velocity and (b) mass concentration profiles for the high‐ (black
solid curve) and low‐ (gray solid curve) rheology cases (cases 1A and 1C, respectively). The horizontal
lines denote the time‐averaged fluid‐mud layer thickness accordingwith the two different definitions: (I) the
location of the 10 g l−1 concentration threshold (dotted lines) and (II) maximum concentration gradient
(dashed lines).
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results at the mid‐flume position (x = 100 m in Figure 2) are
depth and time integrated in order to calculate fluid‐mud
bulk parameters, i.e. nm and rm, as

�m ¼
Zd
0

ZTN
TN�1

�ðx; z; tÞdzdt and �m ¼
Zd
0

ZTN
TN�1

�ðx; z; tÞdzdt;

ð22Þ

where the time integration covers the last wave period TN
(after quasi‐stationary results are obtained) where N is the
total number of waves in the simulation (i.e., thirty),
whereas the upper limit in the depth‐ integration is given by
the fluid‐mud layer thickness d. Finally, the computed bulk
flow quantities are used together with the incident wave
parameters (H and T) to drive the two‐layer model of
Dalrymple and Liu [1978] [see also Kranenburg, 2008].
Three progressive wave tests employing the same rheology
and erodibility parameters but different values of wave
amplitude (cases 1A, 1D, and 1E) are considered. Notice
that the bulk mud parameters nm and rm are sensitive to the
adopted definition of d (see Table 3). Therefore, the two
definitions mentioned in section 3.1 are both utilized here to
drive the two‐layer model. The dissipation (attenuation) rate
is computed as

D ¼ dF=dx

F
¼ �2ImðkwÞ; ð23Þ

where F is the energy flux, and kw is the (imaginary) wave
number (used in the two‐layer model). The wave height
predicted using the two‐layer model is compared with the
(model) observations at different cross‐shore locations (see
Figure 6). A summary of bulk parameters computed from

the numerical model results, as well as observed (numerical
model) and predicted (two‐layer model) dissipation rates are
presented in Table 3.
[44] The present continuous numerical model and the

two‐layer model predict very similar decay rate of the wave
amplitude as small ampltiude waves propagate downstream
independently of the fluid‐mud definition employed
(Figure 6). However, a better overall agreement (all cases)
between the numerical model results and two‐layer model
results is obtained when using the maximum vertical con-
centration gradient (definition II) to define the top of the
fluid mud layer and to calculate the required parameters for
the two‐layer model (see Table 3 (definition II) and Figure 6,
solid curves). Despite some expected differences between
the two models for the more energetic condition (case 1E),
the agreement is still satisfactory using (II). On the other
hand, larger discrepancies for the more energetic wave
conditions (case 1A and 1E) can be observed between the
numerical results and the two‐layer model predictions when
using the threshold in mass concentration (i.e. 10 g l−1) to
estimate input parameters (Table 3 (definition I) and Figure 6,
dashed curves). As shown in Figure 4b, for the cases
modeled in this study, the definition (II) often locates the
lutocline closer to the bed where the sediment mass con-
centration is about two to three times greater than 10 g l−1

and the rheological stress is still significant (see Figure 3e).
It also can be observed from Figure 4 that sediment con-
centration below this location is indeed more uniform (and
concentrated) and hence is more consistent with the layered
flow assumption adopted in the two‐layer model formula-
tion. Hence, we believe that using the maximum vertical
concentration gradient to define the top of the mud layer
thickness is a more dynamic definition of the fluid mud
layer thickness for the two‐layer model. In the study of two‐

Figure 6. Wave height variation across a muddy seabed as observed in the nonlinear model (symbols)
and predicted by the two‐layer model employing two different definitions of the fluid‐mud thickness
(dashed curve is definition I, solid curve is definition II).
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layer model, the Stokes wave boundary layer thickness d2 =ffiffiffiffiffiffiffiffiffiffiffiffiffi
2�m=�

p
, where s = 2p/T is the wave angular frequency, is

often used. As presented in Table 3 (definition II), model
results suggest that for small amplitude waves (case 1D) the
numerical model is consistent with two‐layer theory which
predicts a maximum dissipation ratio d/d2 close to 1.6.
However, more energetic simulations (1A and 1E) revealed
an increasing magnitude of this ratio with increasing wave
nonlinearity, departing from the ratio of maximum dissipa-
tion predicted by two‐layer models. Using the same wave
conditions than in Test 1A, the model is driven prescribing a
homogenous fluid‐mud layer, i.e., constant fluid‐mud vis-
cosity and density (concentration) trough the water column.
Consistent with analytical results, the bulk dissipation rate is
not too sensitive to the vertical variation for the sediment
concentrations reported here (<50 g/l). Thus, differences
between the two models can be ascribed to the nonlinear
effects due to having finite amplitude. Notice that the effect
of having nonuniform fluid mud characteristics may become
important for a more complex rheological closure and higher
sediment concentration (>100 g/l) not addressed in the
present investigation.
[45] We investigate the effect of sediment supply limita-

tion in the numerical model by decreasing the sediment
erodibility (case 1G.) The resulting fluid‐mud layer is more
dilute (i.e., n = 1.6 × 10−3 m2 s−1 and d = 0.17 m) than under
high erodibility conditions (i.e. case 1A) and hence the
dissipation rate is lower in the former scenario (see Table 3
(definition II). Also, for this specific case the two‐layer
model dissipation rate is independent on the fluid‐mud
thickness definition employed (see case 1G in Table 3). As
shown in Table 3 (definition II), the (nonlinear) numerical
model suggests that the ratio does not adjust itself to the
ratio of maximum dissipation in two‐layer models (i.e., d/d2
= 1.6). Differences with respect to this ratio are larger for
increasing nonlinearity and/or decreasing sediment supply.
Based on these results, the two‐layer model application for
the inverse problem [e.g., Rogers and Holland, 2009] fails
for energetic waves propagating over a small concentration
sediment suspension (e.g., pre‐storm conditions).
[46] Inter‐model comparison shown here provides confi-

dence in the numerical model consistency with respect to
simplified models. Moreover, some of the trends observed
in the field seems to be at least qualitatively reproduced by
the model. Although we have to take cautiously the
numerical results of this study due to limited model vali-
dation against measured data, the numerical model at this

point can help providing evidences in identifying some of
the key mechanisms of wave attenuation.
3.2.2. High‐Frequency Wave Attenuation
[47] Another topic of interest is the unexpected short‐

wave attenuation reported from field observations in the
inner shelf of Louisiana [e.g., Sheremet and Stone, 2003]. A
recent study using a frequency‐domain nonlinear wave
model incorporating the mud dissipation effect through a
two‐layer approach [Kaihatu et al., 2007] demonstrates that
the damping of short‐waves (kh > 3.0) is mediated by triad
interactions.
[48] Following Kaihatu et al. [2007], the wave attenuation

along the different phase‐locked harmonics (e.g. f1, f2, f3) is
investigated using the present cnoidal wave simulation
results. The amplitudes at discrete frequencies for both the
clear fluid (case 1B) and the fluid‐mud (case 1A) simula-
tions are computed at the downstream end of the numerical
wave flume (x = 185 m). Consistent with recent findings
[e.g., Kaihatu et al., 2007], the higher attenuation rates
correspond to the higher frequencies in the spectra where
waves are in the range of relatively deep water (see Figure 7).
Some authors [e.g., Sheremet et al., 2005] have hypothe-
sized that this energy loss is mediated by the nonlinear
energy transfer to lower frequencies, which are able to
interact with the fluid‐mud layer directly. A more detailed
analysis of the role of wave‐wave interaction on explaining
the frequency‐dependent attenuation rate at low‐frequencies
will be presented in the next section 3.2.3.
[49] We also carry out another clear fluid simulation for

the same wave conditions but using a very large bottom
roughness (case 1F) with two main objectives. First, we like
to isolate the nonlinear interaction corresponding to the
surface wave‐wave system from the possible interaction
between the bottom mud transport (e.g. lutocline waves) and
the surface waves. Secondly, it is of interest to evaluate the
possibility of using a simple approach, such as drastically
enhanced bottom roughness, to parameterize the fluid‐mud
effects on wave attenuation. Such parameterization is very
useful for large‐scale wave propagation models [e.g.,
Winterwerp et al., 2007; Rogers and Holland, 2009]. The Ks

value used for case 1F is chosen by trial an error in order to
match the observed wave amplitude at the downstream end
of the flume in the fluid‐mud simulation (case 1A).
Numerical model results suggest that the large roughness
case also reproduces quite well the amplitude attenuation
along the different frequency components (Figure 7).
Therefore, for the present wave condition and moderate

Table 3. Summary of Fluid‐Mud Bulk Parameters Derived by the Nonlinear Model and Dissipation Rates Predicted by Both Nonlinear
Dobs and Two‐Layer Dpred Models

Case d (m) nm (m2 s−1) rm (Kg m−3) d2 =
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2�m=�

p
d/d2 Dobs (m

−1) Dpred (m
−1)

Fluid‐Mud Thickness According to Definition I
1A 0.21 0.0022 1021 0.065 3.24 0.0034 0.0026
1D 0.13 0.0014 1019 0.052 2.42 0.0022 0.0020
1E 0.25 0.0022 1021 0.065 3.85 0.0038 0.0026
1G 0.185 0.0015 1020 0.054 3.55 0.0014 0.0011

Fluid‐Mud Thickness According to Definition II
1A 0.15 0.0031 1026 0.077 1.95 0.0034 0.0032
1D 0.10 0.0017 1021 0.057 1.75 0.0022 0.0024
1E 0.17 0.0033 1026 0.079 2.14 0.0038 0.0034
1G 0.17 0.0016 1021 0.055 3.08 0.0014 0.0011
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concentration of fluid mud, wave‐wave interaction is
responsible for most of the amplitude attenuation occurring
at very high frequencies. Small differences between the
fluid‐mud and the large roughness simulations in the sec-
ond‐ and third‐ harmonics can be ascribed to additional
nonlinear interaction between the fluid‐mud and the surface
waves which cannot be accounted for in the large roughness
simulation. Interestingly, the numerical model results also
suggest that the maximum bottom shear stress tb

f caused by
the enhanced bottom roughness in case 1F is of similar
magnitude to the total bottom stress (tb

f + tb
s) in the fluid‐

mud simulation (case 1A). This may imply that the direct
wave dissipation mechanism due to viscous fluid mud can
be well parameterized by an enhanced roughness that mat-
ches the total bottom stress.

3.2.3. Low‐Frequency Wave Attenuation
[50] The role of nonlinear wave‐wave interaction in

explaining the mud‐induced frequency‐dependent dissipa-
tion rate [e.g.,Kaihatu et al., 2007; Elgar and Raubenheimer,
2008] is addressed in this section by means of wave group
(bichromatic) simulations at intermediate (constant) water
depth using the numerical model (case 2A). Confidence in
the model results is provided by a prior study which dem-
onstrated the model capability for simulating the lf‐wave
transformation during shoaling and breaking of irregular
waves on an impermeable seabed [Torres‐Freyermuth et al.,
2010]. The attenuation rates are computed at the down-
stream end of the numerical wave flume based on the energy
flux difference with respect to a clear fluid simulation
(case 2B). The numerical model is further employed to
carry out another two clear fluid simulations but with
greatly enhanced bed roughness (cases 2C and 2D) in
order to investigate the possible parameterization of the
frequency‐dependent wave attenuation due to muddy sea-
bed and to corroborate the hypothesis drawn from the
fluid‐mud results.
[51] A second‐order wave generation procedure is em-

ployed in order to include the bound‐harmonics ( f2 − f1 and
f2 + f1) associated to the primary components ( f1 and f2).
This is particularly important when an accurate analysis of
the frequency dependent (energy) attenuation rates is
sought. The (second‐order) incident wave spectrum is
computed using Longuet‐Higgins and Stewart [1960, here-
after LH&S60]. This approximation is expected to hold up
to intermediate water depths (0.5 < kh). On the other hand,
at the downstream end of the numerical wave flume, an
open (radiation) boundary condition is implemented to
allow the incoming waves to propagate outside of the
computational domain without (or with minimum) reflec-
tion. Figure 8 shows the computed free‐surface elevation at
the downstream end of the flume due to a bichromatic wave
train propagating over 200 m in the numerical wave flume
of 2.5 m water depth employing the open boundary (case 2B,
clear fluid flow). Both the numerically computed lf‐wave
(solid curve, obtained as the low‐passed filtered free‐surface
elevation signal at the downstream end of the numerical

Figure 7. Amplitude for discrete frequencies at x = 180 m
for: clear fluid (case 1B; circles), fluid‐mud (case 1A;
crosses), and large roughness (case 1F; diamonds).

Figure 8. Short‐ and bound‐wave (×2) as measured (solid curve is the low‐passed signal) predicted
(dashed curve is from LH&S60) at the downstream end of the numerical flume.
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wave flume) and the theoretical bound‐wave calculated via
LH&S60 (dashed curve) are in good agreement in both
amplitude and phase. This implies that: (i) the open
boundary condition can effectively absorb both incoming
short‐ and long‐ waves, and (ii) the LH&S60 second‐order
theory provide a good estimate of the bound long‐wave in
this case.
3.2.3.1. Muddy Seabed
[52] A wave group with bound‐harmonics included is sent

into the numerical wave flume and two numerical experi-
ments, one with mud suspended (case 2A, near bed mud
concentration 50 g l−1) and the other reference case of
clear fluid flow (case 2B), are carried out. Free‐surface
elevation time histories measured at the downstream end of
the flume show a decay of wave amplitude due to fluid‐mud
(Figure 9a). The energy attenuation occurs among all fre-
quencies in the energy spectrum (Figure 9b). Differences
between numerical model results with mud transport
(denoted as dissipative, dashed curve) and without mud
transport (denoted as nondissipative, solid curve) are
attributed to mud‐induced dissipation. Following Elgar

and Raubenheimer [2008], the frequency‐dependent dis-
sipation (attenuation) rate D at discrete frequencies is
obtained by comparing the energy flux computed by the
numerical simulations (clear fluid vs fluid‐mud) at the same
cross‐shore location (i.e. x = 185 m) using

DðxÞ ¼ FðxÞnd � FðxÞd
� �

=x

FðxÞnd
ð24Þ

and

FðxÞ ¼ � f g

ZfU
fL

Sðx; f Þcgðx; f Þdf ; ð25Þ

where S(x, f ) and cg(x, f ) are the free‐surface spectral
density and group velocity, respectively, whereas subscripts
d and nd denotes dissipative (cases 2A, 2C, and 2D) and
nondissipative (case 2B) conditions. The energy flux is
computed using (25), where the lower fL and upper fU
integration limits are given by fL = 0.03, 0.1, 0.225, and

Figure 9. (a) Free‐surface elevation time series measured at the downstream of the flume (x = 185m) for
the clear fluid (red curve) and the fluid‐mud (black dashed curve) simulations. (b) Free‐surface energy
density spectra for these two simulations and the lf‐energy estimation based on LH&S60 (dotted
curve). Differences between the nondissipative (solid curve) and dissipative (dashed curve) cases are
attributed to fluid‐mud induced dissipation. (c) Dissipation rate at discrete frequencies obtained for
cases 2A (circles) and 2B (triangles). The dissipation rates are higher for the subharmonic ( f2 − f1)
frequency (solid symbols are from LH&S60 second‐order solution, open symbols are simulated).

TORRES‐FREYERMUTH AND HSU: MODELING WAVE‐MUD INTERACTION C07014C07014

15 of 18



0.35 Hz and fU = 0.1, 0.225, 0.35, and 0.60 Hz. The higher
dissipation rates for this case correspond to the bound‐
harmonics (see Figure 9c). Notice that the dissipation rates
for the principal frequency components (f1 = 0.20 and f2 =
0.25 Hz) are quite similar. It is important to highlight that
most of the energy is concentrated around these frequencies,
which account for ≈97% of the total energy variance. From
here on the analysis will be focused on explaining the high
attenuation rate occurring at the low frequency (lf) mode
(i.e., difference interaction f2 − f1).
[53] The attenuated spectrum, measured at the down-

stream end of the flume, is band‐passed filtered (0.1 < f <
0.3 Hz) and is used to compute the lf bound‐wave ( f <
0.1 Hz) according to LH&S60. As shown in Figure 9b, the
theoretical lf‐wave (dotted curve) slightly underestimated
the lf‐energy observed in the simulation. The good agree-
ment with second‐order wave theory for this case suggest
that the mud‐induced energy dissipation is (mainly) occur-
ring at the primary wave components and hence the
observed (high) attenuation rate at low frequencies results
from the energy redistribution within the spectrum in order
to achieve the dynamical equilibrium. For completeness, the
lf‐wave dissipation rate based on the second‐order solution
is also plotted in Figure 9c (solid circle).
3.2.3.2. Rough Seabed
[54] The presence of the fluid‐mud and the complexity of

its behavior (i.e., rheology) may obscure the interpretation
of the frequency‐dependent attenuation rate function previ-
ously obtained. For instance, it is difficult to identify to what
extend the lf‐wave energy attenuation is triggered by the
fluid mud transport processes. Specifically, it is not
straightforward to conclude that the lf‐wave energy attenu-
ation is due to the direct interaction with the bottom fluid‐
mud layer processes or if it is simply the responsive effect of
the dissipation occurring at the primary frequencies (as
suggested above). Therefore, similar to monochromic wave
condition, we carry out additional simulations using
enhanced bottom roughness with clear fluid flow (without
mud) for wave group.

[55] The numerical setup previously described is em-
ployed again for clear fluid flow simulation with a larger Ks

value employed in the bottom boundary condition (see
equation (17); sediment transport module turned off). At the
end of section 3.2 it was found that as Ks is increased, the
fluid friction velocity u* required to match the amplitude
attenuation observed in the fluid‐mud simulation was very
similar to the total friction velocity U* for the fluid‐mud
case. Hence, the bottom roughness is chosen here in order to
approximately match u* with the U* observed in case 2A at
a given cross‐shore location (e.g. x = 40 m). Following the
analysis presented in section 3.2.3.1, the attenuation rates
for enhanced Ks computed using (24) shows good agree-
ment with the fluid‐mud simulation (see Figure 9c compare
circles with triangles). Numerical results with enhance Ks

also captures the larger attenuation rates at bound‐wave
frequencies. Moreover, good agreement with the second‐
order wave theory is also observed for the (lf) bound‐wave
(compare open‐ and solid‐triangles). Therefore, the nonlin-
ear (surface) wave interaction seems to be the predominant
lf‐wave attenuation mechanism for the fluid‐mud concen-
tration and rheology considered in this work.
[56] A time domain analysis of cases 2A and 2C show a

small phase lead (with respect to 180°) between the lf‐wave
and the short‐wave envelope at the downstream end of the
flume (not shown), implying that energy transfer between
components is taking place. In order to further study this
process, an extreme scenario is simulated (case 2D) where
the roughness height is further increased (see Table 3). In
this highly dissipative case the difference in phase between
measured and predicted lf‐wave becomes significant. Con-
trary with the well‐known phase lag (biphase <180°)
between the lf‐wave and the short‐wave envelope during
wave shoaling [e.g., Elgar and Guza, 1985; van Dongeren,
1997; Battjes et al., 2004], a bispectrum analysis [e.g.,
Elgar and Guza, 1985] of the numerical results revealed a
(lf‐wave) phase lead (biphase >180°) in case 2D (see Figure
10) whereas the nondissipative simulation (case 2B) oscil-
lates around the equilibrium value of 180°. The former result
implies that the energy is transferred from the lf‐ toward the

Figure 10. Biphase between the difference interaction (f2 − f1) and the peak frequency (f1) along the
numerical wave flume for clear fluid with smooth (circles) and rough (crosses) seabeds.
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sea‐swell band being consistent with the aforementioned
hypothesis. The energy transfer is triggered by the energy
dissipation occurring at the primary components ( f1 and f2).
[57] In summary, numerical results revealed that the direct

mud‐induced dissipation occurs (mainly) at the primary
(i.e., sea‐swell) components (able to put the sediment into
suspension) where the mud rheological effect (dependent on
the strain‐rate values) is stronger. This energy dissipation at
the primary frequencies produces a phase‐lead between the
bound wave and the short‐wave envelope, triggering the
energy transfer towards the primary wave components in
order to try to reach the equilibrium state [e.g., Longuet‐
Higgins and Stewart, 1962]. This energy re‐distribution in
the spectrum is similar to the inverse shoaling effect. Thus,
the proportionality between the primary waves dissipation
and the corresponding energy transfer from lf waves to
spectral peak results in this high normalized dissipation rate
for lf‐waves. The lf‐wave dissipation mechanism is con-
ceptually the opposite of the one presented by Elgar and
Raubenheimer [2008]. Nevertheless, a direct comparison
between the two works is not possible since the shoaling
effect, considered by Elgar and Raubenheimer [2008], is not
incorporated in the present model results. The numerical
results suggest that, for intermediate (constant) water depth
and moderate concentration of the fluid mud, the frequency‐
dissipation function can be explained from the wave prob-
lem perspective alone (if the dissipation is gradual enough),
implying that our wave‐mud interaction modeling effort can
be devoted to find out the right parameterization for wave
dissipation occurring at the principal wave components able
to erode the seabed. However, a more complex situation is
foresee when the wave propagates over a sloping highly
concentrated fluid‐mud layer in shallow waters [e.g., Elgar
and Raubenheimer, 2008]. Thus, this topic deserves further
research and requires the use of field/laboratory observa-
tions to validate/extend this hypothesis.

4. Conclusions

[58] A new modeling framework for fine sediment trans-
port (mixture approach), derived based on the Equilibrium
Eulerian method, provides a mean to study wave‐mud
interaction processes continuously and consistently by a
single set of two‐dimensional equations and closures.
Numerical results reveal an enhancement of the wave
boundary layer due to rheological stresses. The enhanced
wave boundary (viscous) layer scales with the fluid‐mud
layer, whereas the wave amplitude is directly dissipated by
the rheological stress. The numerical model is in agreement
with the two‐layer model formulation for low energy con-
ditions when top of the fluid‐mud layer is defined by the
maximum vertical concentration gradient. On the other
hand, the two‐layer formulation is not able to reproduce the
dissipation rate under more energetic conditions. The latter
may be ascribed to the two‐layer limitations implicit in its
derivation. Also, the numerical model confirmed the
importance of nonlinear wave interaction in explaining the
energy attenuation occurring at high‐ and low‐frequency
waves. Moreover, it is also shown that at intermediate
(constant) water depth the wave dissipation rate at the
principle harmonics is similar while the higher and lower
harmonics present larger attenuation rates, consistent with

second‐order theory estimates for the band‐passed signal.
Furthermore, the bispectrum analysis confirmed that the
lf‐wave attenuation (mainly) occurs due to the energy
transfer from low‐frequencies toward the principal compo-
nents where energy is directly dissipated. Nevertheless, the
lack of a proper model validation restricts the current
investigation to a qualitative level. Thus, it is important to
validate the turbulence model for low concentration condi-
tions before addressing the modeling of highly concentrated
fluid‐mud which develops a more complex rheological
behavior. Future work will considered to study the effect of
the sloping bottom in the mud‐induced frequency dependent
energy attenuation.
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