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Filtering of the high-frequency part of a wind wave spectrum may be useful in a numerical wind wave
model for various reasons. First, it can be used to augment (or be part of) a parameterization of the res-
onant nonlinear interactions, that are essential to third-generation wind wave models. Second, when
combined with a dynamic time stepping scheme for source term integration, it may result in smoother
(and hence faster) wave model integration. In this study, such a filter is proposed, based on the traditional
Discrete Interaction Approximation (DIA) for the resonant four-wave nonlinear interactions. This filter
retains all conservative properties of the interactions. For small time steps and/or smooth spectra, it is
formulated as a traditional source term. For larger time steps and/or non-smooth spectra it is formulated
as a filter. This formulation guarantees stability of the filter itself and will enhance overall computational
stability in a full wave model. The stability properties of this filter are illustrated using traditional wave
growth computations. Examples are given where the filter improves model economy, and where it is
shown to remove spurious high-frequency noise from a wave model.

Published by Elsevier Ltd.
1. Introduction

Wind waves at sea represent a stochastic process. The charac-
teristics of such waves are generally described using wave energy
or variance spectra, based on the original work with radio waves of
Rice (1944). Typically such a spectrum is described in terms of
frequencies f and directions h associated with spectral wave
components. Away from the surf zone, the phase information of
spectral components is generally ignored resulting in a random-
phase approach, and only the spectral energy level is considered.
The evolution of the spectral energy is described or modeled using
a spectral balance equation (Hasselmann, 1960), which in its sim-
plest form becomes

DFðf ; hÞ
Dt

¼ Sinðf ; hÞ þ Snlðf ; hÞ þ Sdsðf ; hÞ; ð1Þ

where F(f,h) is the energy or variance spectrum, Sin is a source term
describing wind-wave interactions (wind input), Snl describes non-
linear interactions between wave components in the spectrum, and
Sds describes wave dissipation, typically associated with wave
breaking or ‘whitecapping’. The left side of this equation describes
(conservative) linear wave propagation.

The nonlinear interactions Snl describe third-order resonant
nonlinear interactions between four wave components. It is critical
in describing wave growth, as these resonant interactions are
Ltd.

5.
generally believed to be the lowest order processes able to shift
energy to lower frequencies (longer waves) at arbitrary depth,
and to result in uniform spectral shapes at high frequencies (e.g.,
Hasselmann et al., 1973). In third-generation wave models, defined
as models where spectral shapes are determined by the explicit
source term balance, rather than by resorting to pre-described
spectral shapes and energy levels, the parameterization of
nonlinear interactions is of paramount importance. Such a third-
generation approach to wind wave modeling is believed to be
essential for accurate general-purpose wind wave models (SWAMP
group, 1985).

Explicitly computing (the balance of) all source terms up to high
frequencies introduces complications in numerical wind wave
models. First, time scales of spectral change at high frequencies
become small, resulting in prohibitively small numerical time
steps if the time evolution of the corresponding spectral compo-
nents is to be resolved. In many operational wave models a simple
solution to avoid computations with excessively small time scales
is to apply a parametric spectral shape (‘‘tail’’) to frequencies above
typically 3 times the spectral peak frequency (fp) as associated with
a growing wind sea. However, small time scales also occur in the
frequencies fp < f < 3fp. Fortunately, source terms in this frequency
ranges generally are in near-equilibrium conditions. This property
is explicitly used in common time integration schemes for source
terms in third-generations wave models (e.g., WAMDIG, 1988;
Tolman, 1992; Hargreaves and Annan, 1998, 2001), allowing for
economically acceptable numerical time steps. Another numerical
acceleration technique is based on the introduction of so-called
limiters, restricting the discrete change of energy per time step
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per discrete spectral bin. Note that some limiters result in non-
convergent model behavior (e.g., Hersbach and Janssen, 1999;
Hersbach and Janssen, 2001; Tolman, 2002), and are therefore
economically useful, but numerically suspect. Such limiters oper-
ate on individual spectral bins, and hence are non-conservative
by nature.

Second, full computations of Snl are prohibitively expensive for
operational wave models, and economical yet accurate parameter-
izations have been elusive (Section 2). At least part of the problem
with developing economical parameterizations of Snl is that both
large and small spectral-space scales of the exact interactions are
important in describing wave growth. Interactions at larger spec-
tral scales enable the (slow) evolution of the spectrum toward
longer and higher waves, whereas small scale interactions are
needed to stabilize the spectral shape at higher frequencies toward
the local equilibrium solution (e.g., Young and Van Vledder, 1993).
Many parameterizations have been suggested based on the large
scale features of the nonlinear interactions, but almost without
exceptions such parameterizations do not result in viable numeri-
cal models since the small-scale interactions are not represented
adequately. Only a highly simplified discrete analog to the full
interactions (DIA, Hasselmann et al., 1985) has been proven ade-
quate for use in numerical models. After 25 years, the DIA with
minor modifications is still the only interaction parameterization
used in operational wave models. The only approach that could
be considered an exception to this is the SRIAM method used in Ja-
pan (e.g., Tamura et al., 2008).

Both issues with numerical model integration at high frequen-
cies are related to obtaining a near-equilibrium spectral solution
at frequencies above the spectral peak frequency with numerical
time steps that are larger than the evolutionary time scales in-
volved. Ideally this can be achieved with a robust integration
scheme designed to find near-equilibrium solutions (e.g.,
Hargreaves and Annan, 1998; Hargreaves and Annan, 2001), com-
bined with a parameterization of Snl that adequately describes the
return to equilibrium solutions of a perturbed spectrum, as
described in, e.g., Young and Van Vledder (1993). Present third
generation models provide such an environment using the DIA,
in spite of its many shortcomings (e.g., Van Vledder et al.,
2000). Other proposed parameterizations of Snl, however, are only
partially successful in creating a dynamic source term balance at
higher frequencies. Models using such parameterizations might
benefit from filtering techniques that remove high-frequency
noise from the resulting spectra. Due to the dominant role of
the nonlinear interactions in stabilizing spectral shapes for fre-
quencies above the spectral peak, it appears prudent for such a
filter to have conservation and equilibrium properties of the non-
linear interactions. Such a filter is developed in the present study.
It is shown that the traditional DIA can be reduced to a local qua-
si-diffusion. This reduced version of the DIA can be used as a
source term that converts to a filter for large (economically feasi-
ble) time steps. It effectively adds a separate DIA configuration to
a limited part of the spectral space, and is applied outside the
general source term integration of a model. It is shown to reduce
noise and accelerate model integration in a model using a Neural
Network approximation to the interactions, and is shown to re-
move spurious high-frequency noise and increase model accuracy
in some Generalized Multiple DIA configurations used to model
nonlinear interactions.

Section 2 discusses nonlinear interactions and their parameter-
izations as relevant for the present study. In Section 3 the source
term and filter is derived, and its parameter settings are assessed
in the context of full wave growth in Section 4. In Section 5 the fil-
ter is applied to several practical wave modeling problems to show
its potential impact. A discussion and conclusions are presented in
Section 6.
2. Nonlinear interactions

The exact computation of the nonlinear interactions Snl involves
the evaluation of a six-dimensional Boltzmann integral. It includes
an interaction function with strong moving singularities (e.g.,
Webb, 1978; Herterich and Hasselmann, 1980), and delta functions
with contributions only for resonant sets of four wave components
(so-called quadruplets), satisfying (Hasselmann, 1962, 1963)

k1 þ k2 ¼ k3 þ k4; ð2Þ
r1 þ r2 ¼ r3 þ r4: ð3Þ

where k represent wavenumber vectors, and r represents the cor-
responding intrinsic frequencies, related in the (deep water) disper-
sion relation

r2 ¼ gk: ð4Þ

This effectively reduces the integral to a three-dimensional integral
over spectral space. Even with present day computers, and with
various improvements in the efficiency of the computation of these
integrals (e.g., Masuda, 1980; Tracy and Resio, 1982; Resio and
Perrie, 1991; Komatsu and Masuda, 1996; Van Vledder, 2000; Van
Vledder, 2006) the exact integral is prohibitively expensive for
use in practical models. When numerical packages for exact compu-
tations (e.g., Van Vledder, 2000; Van Vledder, 2006) are applied in
commonly used wave models, they increase model run times typi-
cally by up to three orders of magnitude.

So far, only one cheap approximation to the nonlinear interac-
tions has been proven suitable for incorporation in operational
wave models. This is the Discrete Interaction Approximation
(DIA) of Hasselmann et al. (1985). In this approximation, a single
representative resonant quadruplet is considered, satisfying

k2 ¼ k1

r3 ¼ ð1þ kÞr1

�
; ð5Þ

where k is a constant, typically k = 0.25, and where contributions to
the interactions for the quadruplet components d Snl,i at ki are com-
puted as

dSnl;1

dSnl;3

dSnl;4

0B@
1CA ¼ �2

1
1

0B@
1CACg�4f 11

1 F2
1

F3

ð1þ kÞ4
þ F4

ð1� kÞ4

 !
� 2F1F3F4

ð1� k2Þ4

" #
;

ð6Þ

where Fi = F(fi,hi), and C is a constant, typically C = 3 � 107. This
expression is evaluated for ki equivalent to each discrete spectral
grid point, after which the total interaction is obtained by summa-
tion of all discrete contributions dSnl. Note that k3 and k4 generally
do not coincide with the discrete spectral grid, so that F3 and F4

need to be evaluated by bi-linear interpolation. Likewise, dSnl,3

and dSnl,4 need to be distributed over surrounding discrete spectral
grid points, consistent with the bi-linear interpolation of F3 and F4.
Implicit to Eq. (6) is the assumption of a logarithmic discrete fre-
quency grid

fiþ1 ¼ Xf f i; ð7Þ

where typically Xf = 1.10 for operational wave models and Xf = 1.07
for research models using the exact Boltzmann integral. Eq. (6) is
based on a discrete equivalent to the full integration integral, and
retains the conservation of energy, action and momentum implicit
to the interactions, as long as the quadruplet satisfies the resonance
conditions (Webb, 1978). Note that the interpolations of F, and dis-
tribution of dSnl retain the conservation of these three quantities
(e.g., Tolman, 2008, Section 2.2).

The DIA has been highly successful in making third-generation
wave models feasible. However, it has also long been known to
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include serious errors (e.g., Hasselmann et al., 1985; Van Vledder
et al., 2000). Some progress has been made in improving the DIA,
but this is outside the scope of the present study. Alternatively, dif-
fusion approaches have been proposed as alternative parameter-
izations for Snl (e.g., Hasselmann et al., 1985; Zakharov and
Pushkarev, 1999; Jenkins and Phillips, 2001). Whereas these meth-
ods do not appear to be able to produce desired model accuracies
by themselves, they are of interest for the present study since dif-
fusion operators provide a natural starting point for the develop-
ment of filters.

3. A DIA-based filter

The filter developed here uses the similarity between the struc-
ture of nonlinear interaction contributions in the DIA, and a con-
ventional discrete implementation of a simple diffusion equation.
To this end, the traditional diffusion equation is discussed first.
For an arbitrary parameter A evolving in time t and space x this
equation is given as

@A
@t
� D

@2A
@x2 ¼ 0; ð8Þ

where D is the diffusion coefficient. In a traditional forward-time-
central-space finite difference approach, the numerical solution to
this equation becomes

Anþ1
j ¼ An

j þ s An
j�1 � 2An

j þ An
jþ1

� �
; s ¼ DDt

ðDxÞ2
; ð9Þ

where j and n are discrete space and time counters, and D x and Dt
are discrete space and time increments, respectively. Stability
requires that the discretization parameter s is limited as (e.g.,
Fletcher, 1988, Section 7.1.1)

s 6 0:5; ð10Þ

which is typically achieved by limiting Dt accordingly. Eq. (9) can
also be interpreted as a smoothing algorithm. If the diffusion coef-
ficient D varies in space, a conservative version of Eq. (9) can be ob-
tained if the algorithm is implemented as a redistribution rather
than averaging algorithm. For the grid point j, for simplicity assum-
ing constant Dx, the parameter value A contributes to this grid point
and its neighbors as

dAjþ1

dAj

dAj�1

0B@
1CA

nþ1

¼ An
j

0
1
0

0B@
1CAþ An

j s
1
�2
1

0B@
1CA; ð11Þ

where the first term on the right represents the unchanged state,
and the second term represent the discrete increment of the ‘source
term’ for smoothing. Using the source term expression for the DIA
of Eq. (6), considering that it is applied for component 1 of the qua-
druplet coinciding with each discrete spectral grid point individu-
ally, the effects of the interactions according to the DIA can be
written in a distribution form similar to Eq. (11) as

dF3

dF1

dF4

0B@
1CA

nþ1

¼ Fn
1

0
1
0

0B@
1CAþ Fn

1
SDt
Fn

1

1
�2
1

0B@
1CA; ð12Þ

with S representing the scalar strength of the interactions in Eq. (6)

S ¼ Cg�4f 11
1 F2

1
F3

ð1þ kÞ4
þ F4

ð1� kÞ4

 !
� 2F1F3F4

ð1� k2Þ4

" #
; ð13Þ

evaluated at the beginning of the discrete time step (n). Clearly, the
nature of the interactions according to the DIA is similar to that of a
traditional diffusion operator, with the exception that the diffusion
Eq. (11) operates on neighboring discrete grids points, whereas the
DIA Eq. (12) operates along a locus of interactions on wave compo-
nents in a quadruplet.

The similarity and differences are illustrated further in Fig. 1
with typical DIA quadruplet layouts for a typical spectral grid with
Xf = 1.1 and Dh = 15�. Fig. 1a shows a typical model configuration
where the DIA quadruplet samples spectral space over scales larger
that the discretization of the spectral space. In other words, this
quadruplet is resolved by the spectral discretization. Since the qua-
druplet generally does not consider adjacent discrete spectral grid
points, the results of this scheme are not expected to closely
resemble the characteristics of a diffusion equation.

Fig. 1b shows a quadruplet with k = 0.03, which samples spec-
tral space over much smaller scales. This quadruplet entirely falls
within a nine grid point stencil around a central grid point coincid-
ing with component 1 of the quadruplet. Hence the spectral grid
does not resolve the quadruplet, and Eq. (12), with the appropriate
redistribution of interaction contributions to adjacent discrete grid
points (as will be discussed below), considers neighboring spectral
grid points only. Thus, for unresolved quadruplets with small k, the
DIA approach indeed closely resembles a diffusion operator. More-
over, for small time steps Eq. (12) remains a conventional source
term. As will be shown below, this source term operates locally,
and it can remain small compared to the DIA in a traditional con-
figuration. Hence, its impact on overall model results is local in the
spectrum. For large time steps, stability will typically require that
SDt/F is limited, consistent with the stability criterion of the diffu-
sion equation. Using such a limitation, the source term naturally
morphs into a filter with well defined stability criteria.

A diffusion-like filter approach based on the DIA differs from pre-
viously suggested diffusion approaches of Zakharov and Pushkarev
(1999) and Jenkins and Phillips (2001) in several ways. The latter ap-
proaches enforce the conservative behavior of the nonlinear interac-
tions by choosing an appropriate higher order diffusion formulation.
In Eqs. (12) and (13) the conservative properties are enforced by
applying the changes along the locus of interactions rather than
the discrete grid lines. Applying the changes in this way is a suffi-
cient requirement for conservation of action, energy and momen-
tum, both in continuous (Webb, 1978), and discrete spaces
(Tolman, 2008, Section 2.2). This results in an approach that is equiv-
alent, but not fully equal to a lowest order diffusion approach.

Considering the similarity between the unresolved DIA and a
simple diffusion approach as illustrated above, and considering
the close links between diffusion, smoothing and filtering, a DIA-
based filter for the WAVEWATCH IIIreg model (Tolman et al.,
2002; Tolman, 2009b, henceforth denoted as WW3) is developed
here. The filter is applied after source term integration has been
performed, and hence does not represent an additional source
term, nor does it interface with the source term integration di-
rectly. The development of the filter requires several steps.

(i) Conversion of the traditional DIA source term to spectral
definitions used in WW3. Note that the traditional DIA
implementation in WW3 is expressed in terms of the energy
density spectrum F(f,h), using Jacobian transformations to
convert spectra and source terms. Here, a more elegant
expression directly in terms of the internal spectral descrip-
tion of WW3 is used.

(ii) Applying the DIA to the discrete spectral grid rather than an
interaction locus, while accounting for multiple quadruplet
realizations for a single quadruplet definition.

(iii) Localization of the DIA in spectral space so that it applies
only to frequencies in the equilibrium range of the spectrum.

(iv) Limitation of the source term strengths so that the source
term naturally transitions into a strong but stable filter
(smoother).
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Fig. 1. Layout of quadruplets of the DIA according to Eq. (2) through (5) on a spectral grid with Xf = 1.1 and Dh = 15�. (a) Typical layout for DIA in operational models with
k = 0.25. (b) Unresolved quadruplet with k = 0.03. (fi,hi) is the discrete grid point aligned with quadruplet component 1. Dashed lines represent discrete grid lines. a3,4 and b3,4

represent relative quadruplet offsets (fractions of distances between discrete grid lines) in corresponding boxes spanned by grid points.
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The WW3 model is based on an action balance equation
(Bretherthon and Garrett, 1968) to account for wave current
interactions, and describes the spectral phase space in terms of
wavenumber k and direction h. The corresponding action density
spectrum N(k,h) is related to the energy density spectrum F(f,h) as

Nðk; hÞ ¼ cg

2p
Fðf ; hÞ

r
; ð14Þ

where cg is the group velocity cg � @r/@k. For this spectrum, a bal-
ance equation similar to Eq. (1) is solved, and the DIA equation
for individual discrete interaction contributions equivalent to Eq.
(6) is given as Tolman (2008, Section 2.7)
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where the scaling function is developed so that C is equal to C in Eq.
(6). The corresponding version of Eqs. (12) and (13) are given as
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The next step is to convert the changes along interaction loci in
Eq. (16) to changes in the discrete spectral grid. This requires
redistribution over discrete grid points consistent with linear
interpolation, using relative distances a3 through b4 in Fig. 1b.
Furthermore, the resonance conditions for the DIA from Eq. (2)
through (5) result in two mirror image quadruplets, which can
be obtained by changing the signs of the directional offsets of
quadruplet components 3 and 4. To ensure symmetry in the
resulting interactions, both quadruplet realizations need to be
accounted for. In the discrete spectral grid, the equivalent redistri-
bution algorithm then becomes

Mnþ1
d ¼ Nn

i;jMc þ Nn
i;j

McSaDt
Nn

i;j

Ma þ
McSbDt

Nn
i;j

Mb

" #
; ð18Þ

with
Md ¼
dNi�1;jþ1 dNi;jþ1 dNiþ1;jþ1
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Mc ¼ � a3b3 þ a4b4 � a3 � a4 � b3 � b4ð Þ; ð22Þ

where Ni,j = N(ki,hj), a3, a4, b3 and b4 are defined as in Fig. 1b, and Sa

represent the interaction strength of Eq. (17) for the quadruplet
realization with a positive offset angle for quadruplet component
4 and a negative offset angle for quadruplet component 3, and Sb

represents the corresponding strength for the quadruplet realiza-
tion with opposite signs of offset angles.

Assuming for simplicity that Sa � Sb, the smoothing stencil of
the DIA becomes Ma + Mb. Furthermore assuming that
a3 � a4 � b3 � b4 the layout of this stencil is easily addressed for
various levels of resolution of the quadruplet by the grid. With
these assumptions, a borderline resolved quadruplet with a3 = 1,
a poorer resolution with a3 = 1/3, and a severely unresolved qua-
druplet with a3� 1 result in a stencil Ma + Mb of
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0:5 0 0:5
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0 0:5 0

0:5 �2:0 0:5
0 0:5 0

0B@
1CA;

respectively. The stencil for the almost resolved case (a3 = 1) indi-
cates that the diffusion occurs diagonally in the discrete grid. When
the quadruplet is severely unresolved (a3� 1), the diffusion lines
up with the grid axes. In between, the diffusion has a clear two-
dimensional nature.

So far, the nonlinear formulation of Eq. (16) through (22) are
simply a reformulation of the full DIA interactions of Eq. (15),
but are otherwise identical. To convert it to a high-frequency filter,
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the expressions need to be localized in spectral (frequency) space.
A simple way to achieve this without compromising the overall
conservative properties of the parameterization is to filter individ-
ual interaction strengths Sa and Sb for given quadruplets. A simple
high-pass filter is adopted here, taken from the JONSWAP study
(Hasselmann et al., 1973)

Uðf Þ ¼ exp �c1
f

c2fp

� ��c3
� �

; ð23Þ

where c1 through c3 are tunable parameters. The latter three param-
eters need to be chosen such that U(fp) � 0, U(f > 3fp) � 1 and that
U � 0.5 for frequencies moderately larger than fp. This can be
achieved by setting

c1 ¼ 1:25; c2 ¼ 1:50; c3 ¼ 6:00: ð24Þ

Note that the filter U(f) and the process it describes will henceforth
be identified as localization rather than filtering, to avoid confusing
frequency filtering with spectral filtering. Adding the frequency
localization, the nondimensional discrete changes per quadruplet
at the central grid point of the stencil eSa and eSb are defined aseSa ¼ Uðf ÞMcSaDt=Nn

i;j;
eSb ¼ Uðf ÞMcSbDt=Nn

i;j; ð25Þ

and Eq. (18) can be written as

Mnþ1
d ¼ Nn

i;jMc þ Nn
i;j
eSaMa þ eSbMb

h i
; ð26Þ

which effectively becomes a two-dimensional version of the general
diffusion Eq. (11).

Finally, the localized source term (26) needs to be converted
into a filter for interaction strengths and/or time steps which
would otherwise result in unstable model integration. The diffu-
sion Eq. (9) or (11) can be converted into a constant strength filter
by setting the discretization parameter s of Eq. (9) to a pre-set va-
lue satisfying Eq. (10). By dynamically and locally limiting s to sat-
isfy Eq. (10) while using the redistribution form of the diffusion
equation of Eq. (11), both conservation properties and stability of
the numerical approach are retained and the diffusion operator
naturally morphs into a filter when needed. Similarly, the source
term (26) can naturally become a filter by limiting eSa and eSb to a
preset maximum value. Defining a general maximum value eSmax,
the maximum values per quadruplet realization eSm:a and eSm:b are
defined as

eSm;a ¼
jeSajeSmax

jeSaj þ jeSbj
; eSm;b ¼

jeSbjeSmax

jeSaj þ jeSbj
; ð27Þ

after which the normalized changes eSa and eSb are limited to satisfy
the following inequalities

�eSm;a 6
eSa 6

eSm;a; �eSm;b 6
eSb 6

eSm;b: ð28Þ

Based on a comparison with the diffusion equation, values of
Smax � 0.5 are expected to result in a stable filter.

Note that limitation of Eq. (28) is rather crude and discontinu-
ous in its derivatives. Experiments with a smoother transition
based on hyperbolic tangent functions proved to have little if any
impact on model results, but required significantly more computa-
tional time, making Eq. (28) preferable. Similarly, the distribution
of maxima according to Eq. (27) is somewhat subjective, but
proved adequate in numerical experiments.

4. Parameter settings

Optimal parameter settings and filter behavior are assessed in
three steps. First, the effect of the quadruplet layout on the shape
of the interactions in spectral space is assessed. With a chosen
quadruplet layout, the strength of the interactions then is varied
without invoking the limiter to find an appropriate strength C of
the filter. Finally, the effect of the limitation of the changes per
quadruplet is tested to obtain practical values for eSmax required
for stable filter behavior.

The essence of the filter is that the quadruplet is not resolved by
the discrete spectral grid. Therefore, the filter should be defined by
the resolution of the quadruplet rather than the quadruplet param-
eter k. This is achieved by introducing a relative resolution a34 (rep-
resenting a3,4), from which k is computed as

k ¼ a34ðXf � 1Þ; ð29Þ

implicitly assuming that the directional and frequency resolutions
are similar.

To investigate the shape in spectral space of the interaction on
which the filter is based, a test spectrum was obtained from the
WW3 wave model. The spectrum was generated using the interac-
tive test as provided with the model code.1 The spectrum and non-
linear interactions according to the default DIA are presented in
Fig. 2a and b. Panels c through f show the DIA with the frequency
localization U of Eqs. (23) and (24) added, and with a34 set to 1.00,
0.33, 0.10 and 0.05, respectively. The strength C is selected for con-
venience of plotting only so that the magnitude of the localized
DIAs is similar to that of the full DIA at higher frequencies. Note
that these results were obtained from the test spectrum, but that
the new filter was not included in the model integration from
which the test spectrum was obtained. Note, furthermore, that
the requirement to dramatically increase C with decreasing k (or
a34) to obtain interactions of similar strength is consistent with
previous results of, for instance, Tolman and Krasnopolsky (2004).

For all versions of the localized DIA (Fig. 2c through f) U ensures
that interactions occur only at frequencies above the spectral peak
frequency, unlike for the full DIA (Fig. 2b). For a34 = 1.00 (Fig. 2c)
interactions occur at relatively large scales in spectral space. For
decreasing a34 (Fig. 2d–f) interactions occur at smaller scales, and
for a34 < 0.10 (Fig. 2e and f) the shape of the localized interactions
effectively becomes independent of a34. This suggest that for
a34 < 0.10 the choice of a34 becomes irrelevant, as long as C is cho-
sen consistently with a34. Considering this, a34 = 0.05 is used as the
default value in WW3.

With the frequency localization defined by Eq. (24) and
a34 = 0.05, the localized DIA is added to the default wave model.
With eSmax ¼ 105 any limitation is removed from the filter, and
the impact of an increasing strength C on model stability can be
investigated. For an interaction strength C = 109 the first minor im-
pact on the model integration is observed. For C = 1010 the added
source term is impacting and destabilizing the model integration
(figures not presented here). Note that the underlying wave model
is fully stable, and that the instability is introduced here solely by
the new filter without the appropriate limitation eSmax. This makes a
filter with a34 = 0.05 and C = 1010 a good starting point to assess the
potential of using the limiter eSmax to stabilize the model integra-
tion. Fig. 3 shows model results corresponding to Fig. 2 obtained
by integrating the model with the new filter added witheSmax ¼ 2:00, 1.00, 0.50 and 0.25, respectively. The resulting full
DIA source terms are shown instead of the spectrum, since these
source terms proved more sensitive to adding the filter than the
spectrum.

Based on a comparison with a simple diffusion equation, it is
expected that eSmax � 0:5 will result in stable model integration
with the filter included. Note that the transition from stable to
unstable model integration is not expected to be sharp here, as
the DIA in WW3 is expected to counterbalance initial unstable



(a) (b)

(d)(c)

(e) (f)

Fig. 2. (a) Test spectrum F(f,h) and (b) corresponding nonlinear interaction Snl(f,h) according to the DIA. (c–f) Localized source term without limitation on interaction strength.
(c) a34 = 1.00, C = 2 � 108. (d) a34 = 0.33, C = 4 � 109. (e) a34 = 0.10, C = 4 � 1010. (f) a34 = 0.05, C = 7 � 1010. Logarithmic scaling with contours at factor 2 increments and lowest
contours at 2 � 10�2 m2 s for spectrum and ±1 � 10�5 m2 for the source terms; blues correspond to negative values in source term plots.
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behavior of the filter. As expected, values of eSmax significantly lar-
ger than 0.5 (eSmax ¼ 2, Fig. 2a) result in unstable model integration,
whereas eSmax � 0:5 (Fig. 2b-d) indeed results in stable model inte-
gration. For eSmax ¼ 0:25 (Fig. 2d), the filter has no notable impact
on model integration. Note that eSmax ¼ 0:25 allows for the filter
to be strong, with the underlying source term displaying time
scales of change equivalent to the numerical time step Dt. Simulta-
neously, however, stable model integration with a spectral shape
close to an equilibrium shape will naturally reduce the strength
of the filter dramatically, explaining a small or negligible impact
for a potentially strong filter.

Considering the above results, the default filter settings in
WAVEWATCH III are defined by (24), a34 = 0.05, C = 1010, and
eSmax ¼ 0:25. In the model setup, all these parameters can easily
be redefined by the user through namelists in input files (as for
other source term parameters in Tolman, 2009b).
5. Applications

So far, the testing of the filter has only focused on the stability of
the filter, and on the filter not adversely influencing model integra-
tion in the otherwise default settings of the WW3 wave model. In
the latter model, the filter adds approximately 10% to the
computational time, whereas decades of experience with a tradi-
tionally configured DIA have shown that additional filtering is



(a) (b)
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Fig. 3. Source term obtained by model integration with the filter added with a34 = 0.05, C = 1010 and (a) eSmax ¼ 2:00, (b) eSmax ¼ 1:00, (c) eSmax ¼ 0:50, (d) eSmax ¼ 0:25. Spectrum
and legend as in Fig. 2.
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Fig. 4. Evolution in time t of the NN error � for a wave growth test. Green line:
model integration based on exact interactions. Dashed red line: Model integration
based on NNIA without filter, Dashed blue line. Model integration based on NNIA
with filter. (from Tolman, 2009a). (For interpretation of the references to colour in
this figure legend, the reader is referred to the web version of this article.)
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not needed in such a model configuration. As mentioned in the
introduction, the filter was designed for models using interaction
approximations with inherent noise issues at high frequencies.
Two such model configurations will be addressed here. The first
is a WW3 model using a Neural Network interaction approxima-
tion as reported in Tolman (2009a). The second is a WW3 configu-
ration using a Generalized Multiple DIA (GMD) configuration as
reported in Tolman (2010).

Attempts to produce a Neural Network Interaction Approxima-
tion (NNIA) have been reported in Tolman and Krasnopolsky
(2004), Tolman et al. (2005), Tolman (2009a) and Wahle et al.
(2009). In Tolman (2009a) it is shown that a successful NNIA needs
to incorporate at least four elements.

(i) A Neural Network (NN) approach to estimate the interac-
tions from the spectrum.

(ii) An explicit estimate of the error (�) of the NN obtained by
estimating the spectrum from the source term with an
‘inverse’ NN (e.g., Krasnopolsky and Schiller, 2003; Krasno-
polsky et al., 2008).

(iii) A fall-back interaction approximation to be used when the
error estimate � indicates that the NN is insufficiently
accurate.

(iv) An explicit way to deal with build-up of noise in the spec-
trum at spectral scales that are not resolved by the NN.

In Tolman (2009a) an NNIA is developed to reproduce the exact
interactions, and is tested in numerical model integration in WW3,
and the exact interactions are used as the corresponding fall-back
approximation. In Fig. 4 the evolution of the NN error � is
presented for various model configurations.

The solid green line in Fig. 4 represents the NN error obtained
by integrating the model with the exact interactions, and using
the NNIA only to estimate the error �. Large values on this error
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in the early stages of the integration (t < 1 h) indicate that the NN is
not sufficiently trained to provide accurate interactions in these
conditions. Small errors for the green line for t > 1 h indicate that
the NNIA is accurate enough to be used in model integration.

The dashed lines in Fig. 4 represent results obtained with
model integration using the NNIA for � 6 2.5%, where the red line
is obtained without using the filter, and the blue line is obtained
with the filter. Without the filter (red line), spikes in errors � are
observed for t � 1 h and t � 2 h. The first spike is partially re-
moved by the filter, and the second spike is completely removed
by the filter (compare red and blue lines). Close inspection of
associated spectra shows that the error spikes are associated with
spurious behavior (noise) in the high-frequency part of the spec-
trum at small scales in spectral space (figures not presented
here). The associate growth in NN error � indicates that this noise
is not resolved by the NN. The new filter appears to be able to
remove this noise and the associated large errors �. Furthermore,
the filter reduces the need for using the fall-back exact interac-
tion computations, effectively speeding up the model integration
by 27%. This specific case is representative for many such wave
growth experiments using a NNIA, and typically a model speed-
up of 20 to 30% is found. Whereas the filter does not appear
capable of fully removing small-scale noise from the model (see
Tolman, 2009a, for a more detailed discussion), it clearly contrib-
utes positively to the overall model behavior when using the
NNIA in a full wave model.

The second nonlinear interaction approximation with which the
new filter is used is the GMD developed by Tolman (2009a, 2010).
This interaction approximation expands upon the DIA by:
(a) (b)

Fig. 5. Spectra from a slanting fetch test case with 10 km resolution at (a) 10, (b) 30, and
Computations with GMD with 5 quadruplets with two-parameter quadruplet definition

(a) (b)

Fig. 6. Like Fig. 5 w
(i) Expanding the definition of the representative quadruplet to
effectively arbitrary configurations by augmenting the one-
parameter quadruplet definition of Eq. (5) with two- and
three-parameter definitions.

(ii) Using multiple representative quadruplets.
(iii) Expanding the DIA from a deep water formulation to a for-

mulation for arbitrary water depths.

In the above studies, the free parameters in many GMD config-
urations are objectively optimized to represent full model integra-
tion results as obtained with the exact interactions for a set of
idealized test cases.

Expanding the definition of a representative quadruplet in the
GMD may lead to GMD configurations that are not computationally
stable (e.g., Tolman, 2003; Tolman and Krasnopolsky, 2004). The
objective optimization of GMD configurations in Tolman (2009a),
Tolman (2010), however, naturally selects stable configurations.
In a small subset of objectively optimized near-optimum GMD
configurations the objective optimization does allow for spurious
high-frequency noise in a small subset of spectra and a small sub-
set of test cases. This is illustrated in Fig. 5 with near-shore model
results for a slanting fetch case and a GMD configuration with five
quadruplets using a two-parameter quadruplet definition (see Tol-
man, 2010 for more details of this configuration). The slanting
fetch case considers wave growth offshore from a straight coast-
line, with offshore winds under a 45� angle with the coast. Adding
the new filter to the model while leaving the GMD unchanged
effectively removes all high-frequency noise from the spectrum.
This is illustrated in Fig. 6. Moreover, objective error measures
(c)

(c) 100 km offshore. Arrow identifies wind direction, offshore direction to the west.
(see Tolman, 2010). Xf = 1.07, Dh = 10�.

(c)

ith filter added.
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used in optimizing the GMD show that the model with filter more
closely represents the model based on the exact interactions, even
though the filter was not used in the model optimization. This
strongly indicates that the filter is able to remove high-frequency
noise from the model with minor impact on overall model behav-
ior. In this case, the filter did not significantly impact the model
integration time, implying that the additional computational effort
used by the filter was offset by a slightly smoother and faster
integration.
6. Discussion and conclusions

The present study addresses filtering of the high-frequency
range of wind wave spectra. Such a filter can be used to augment
nonlinear interaction approximations, and can potentially speed
up model integration using dynamic time stepping. In the latter
case, the filter is expected to remove noise with small evolutionary
time scales and ensure that the model remains close to a spectral
equilibrium in this range of the spectrum. For both applications,
it is essential that the filter incorporates the conservation proper-
ties of the nonlinear interactions, and by extension, is consistent
with stationary solutions of the interactions. It should be noted
that such a filter is not a prerequisite of third generation wave
models, but may be useful in combination with selected parame-
terizations of nonlinear interactions as demonstrated in this study.

Starting with the traditional Discrete Interaction Approximation
(DIA, Hasselmann et al., 1985), and applying this to resonant inter-
actions on spectral scales that are not resolved by the discrete
spectral grid, a numerical source term formulation is found that
closely resembles a traditional lowest-order diffusion equation.
Localizing the interaction strengths in frequency space allows for
application at high frequencies only, while retaining all conserva-
tion properties (and asymptotic solutions) of the nonlinear interac-
tions. Limiting the local changes in the spectrum consistent with
stability criteria for the numerical implementation of diffusion
equations naturally morphs this source term into a filter for condi-
tions where the source term time scales are smaller than numerical
time steps in the wave model. Note that this degenerated (non-re-
solved) DIA results in a conservative quasi-diffusion approach due
to the resonance conditions being satisfied for each quadruplet
(Webb, 1978). Without using this property of nonlinear interac-
tions, only higher-order conservative diffusion approaches can be
found as in Zakharov and Pushkarev (1999), Jenkins and Phillips
(2001).

Free parameters in this filter (source term) have been estimated
using traditional wave growth conditions in the WAVEWATCH III
(WW3) wave model. If the free quadruplet parameter k is chosen
small enough that relative offsets a34 in the quadruplet are less
than 10% of the discrete spectral grid size, the shape in spectral
space of the interactions effectively becomes independent of k. Set-
ting the relative offsets to 5% requires the interaction strength to
be C = 1010 to become strong enough to influence model integra-
tion results. When normalized interactions strengths then are lim-
ited to eSmax � 0:25, the filter is numerically stable as expected,
potentially allowing for strong numerical smoothing associated
with expected maximum values of eSmax, yet not influencing model
integration in the smooth and stable integration of the default
WW3 model settings. Because the underlying wave model config-
uration does not require a filter to suppress high frequency noise,
the non-impact of this filter with these established parameter set-
tings should be considered a strength of the approach.

It should be noted that by definition, (some of) the settings of
the filter will be sensitive to the discretization of the spectral space.
The frequency localization and limiter eSmax are not associated with
the spectral resolution. The directional resolution Dh is only indi-
rectly associated with the filter behavior. As long as b3,4� 1, the
resolution is not expected to have a notable impact on results. This
implies that the filter settings only need to be re-addressed for
models with high directional and low frequency resolution. The
frequency resolution Xf does have a direct impact on the filter
behavior. With changing Xf, k will change for a given a34 according
to Eq. (29). Considering that the shape of the interactions was
shown to be insensitive to a34 and hence k for sufficiently small
a34, this is not expected to have a direct impact on the shape of
the interactions. However, optimum values C for a DIA are known
to increase with decreasing k (as discussed above), and hence the
optimum value of C of the filter is expected to become a function
of k, and it is prudent to reassess this value if spectral resolutions
are changed.

Whereas optimum values of C should be dependent on the spec-
tral resolution, such a dependency is not expected to be extreme.
This is illustrated here with the experience that the model param-
eters were estimated with a conventional operational spectral res-
olution (Xf = 1.10,Dh = 15�), after which they were successfully
applied to models with a more research-oriented spectral resolu-
tion (Xf = 1.07,Dh = 10�) without retuning.

Considering this dependency, two refinements to the filter
could be considered. First, a functional dependency of C on (Xf,Dh)
could be established to make the filter and its parameter settings
more universal. Second, it might be possible to estimate C on more
theoretical ground, by attempting to mimic restoration time scales
of spectral disturbances from exact interactions with experiments
as introduced by Young and Van Vledder (1993). Considering the
pragmatic nature of the present filter, such refinements have not
been considered here, but could be considered for future research.

After having established parameter settings for the filter, it has
been applied to model configurations known to incorporate high-
frequency spectral noise. Model configurations considered include
a Neural Network Interaction Approximation (NNIA) and a Gener-
alized Multiple DIA (GMD). In the former case the filter is shown to
suppress error growth in the NNIA as well as speed up computa-
tions significantly. In the latter case, the filter is shown to remove
spurious high-frequency noise, and results in more accurate model
behavior. Note that in both cases the filter was applied after the
corresponding interaction approximations were optimized. Tenta-
tively, both approaches might benefit from including the filter dur-
ing the development of the parameterization. A first step would be
to include the filter while performing the optimization experi-
ments. Furthermore, optimization of parameter setting of the filter
could be explicitly performed during the development of the
parameterization. Particularly the genetic optimization techniques
used to optimize the GMD (e.g., Tolman and Krasnopolsky, 2004;
Tolman, 2009a) are naturally suited to objectively optimize free
parameters in the new filter formulation.

It should be noted that the limiter is consistent with an f�4 spec-
tral shape, as this spectral shape is an equilibrium solution where
the term in square brackets in Eqs. (6) and (15) vanishes. In WW3,
a parametric tail with an f�5 shape is applied for frequencies f > 3fp,
consistent with the transition in spectral shape observed in nature
(e.g., Long and Resio, 2007). If the above parametric tail is not used
for f > 3fp, but instead the model is allowed to dynamically find a
source term equilibrium for higher frequencies, it may become
necessary to further localize the filter in frequency space by also
suppressing it for frequencies substantially larger than 3fp.

In this context it is also prudent to recognize that the equilib-
rium solution implicit to the filter is associated with the equilib-
rium solution of the DIA and its highly limited interaction
configuration. It is bound to deviate from the detailed spectral
shapes imposed by the full interactions, as the interaction configu-
rations used by the DIA do not represent dominant configurations
away from the spectral peak (e.g., Webb, 1978). The filter should
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therefore not be seen as the main mechanism to impose spectral
shapes, unless objective optimization techniques mentioned above
prove it adequate.

The filter includes a limiter on the maximum change allowed
per interacting quadruplet [Eqs. (27) and (28)]. This limiter is
non-local, as it operates on nine spectral grid points simulta-
neously, and is fully conservative with respect to action, energy
and momentum. This is in contrast with limiters used to stabilize
source term integration (e.g., Hersbach and Janssen, 1999; Hers-
bach and Janssen, 2001; Hargreaves and Annan, 1998; Hargreaves
and Annan, 2001; Tolman, 2002), which are local in spectral space
and non-conservative. The latter limiters are needed mostly to sup-
press spurious waves in the spectral shape. It may be possible to
use the new nonlinear filter and its conservative limitation as a
blueprint to develop conservative limiters to stabilize source term
integration, particularly when mean and oscillating integration
solutions are separated as in the asymmetric limiter suggested
by Tolman (2002). However, since the WW3 model does not rely
on limiters to stabilize source term integration, this has not been
explored further here.

The new filter is intended to be included as an option in the next
public release of WAVEWATCH III, and is presently available to co-
developers of this model through the NCEP subversion server.
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