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ABSTRACT

Analytic and numerical models for longshore currents generated by obliquely incident random waves are
compared with field observations. Five days of observations were selected during which the waves were narrow
banded in both frequency and direction, in keeping with model assumptions. The extensive measurements
included radiation stress and wave directional spectra in 9 m depth, and a closely spaced array of current and
pressure sensors on a line perpendicular to shore. The longshore current models are based on balancing the
gradient of the radiation stress with the alongshore bed shear and Reynold’s stresses, assuming stationary wave
conditions and straight and parallel bottom contours. The spatial variation of wave height, required to determine
the gradient of the radiation stress, is modeled using linear random wave theory. Given Hy, in 9 m depth, the
model predicts H,.,, at shoreward locations with an average error of less than 9%. Using a nonlinear bottom
shear stress formulation and the measured topography, a bed shear stress coefficient of ¢, = 0.006 gives optimal
agreement between observed and predicted longshore currents. Eddy viscosity was found not to be important,
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at least for the nearly planar topography present during the observations.

1. Introduction

The modern theories for mean longshore currents
due to oblique wave approach are based on a longshore
momentum flux balance (Bowen, 1969; Thornton,
1970; Longuet-Higgins, 1970a,b). Although a number
of refinements have evolved since these earlier models,
most models still describe the waves as monochromatic.
In addition, there are only a limited number of high
quality laboratory and field experiments with which to
test the various models.

In the simplest models (and in selected field data at
Leadbetter Beach, California) the waves are stationary
and the bottom contours straight and parallel. The time
averaged equation for longshore momentum simplifies
to a local balance between the on-offshore gradient of
the longshore momentum flux due to unsteady motion
and the longshore bottom stress, 7,’,

ax = _Tyb; 1

S, is the time and depth averaged covariance between
the unsteady velocity components

. ] n
Sy =Sy + S = f itz + f puv'dz (2)
~h

where (7) and prime refer to wave and turbulent com-
ponents. It has been assumed in (2) that the wave-in-
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duced and turbulent velocity components are statisti-
cally independent, which appears to be a reasonable
assumption within the surf zone (Thornton, 1979). The
first term on the rhs of (2) is the wave induced mo-
mentum flux (commonly referred to as the radiation
stress) and the second term represents the depth inte-
grated turbulent Reynold’s stress.

In monochromatic models, the waves outside the
surf zone do not break. All waves initially break at the
same location; shoreward of this break point the wave
energy decreases as H = vyh. Outside the surf zone Sy,
is conserved and the driving force for longshore cur-
rents is zero. At the break point, the waves suddenly
begin to lose energy and there is an abrupt change in
the gradient of S,,. The resulting longshore current
distribution is no current outside the surf zone, a max-
imum current at the break point and then a gradual
decrease to zero current at the beach. To smooth the
physically unrealistic current shear at the breakerline,
it is necessary to introduce an eddy viscosity term pa-
rameterizing the lateral turbulent momentum ex-
change, S',.

An alternative formulation appropriate for random
waves (i.e., field situations) is to describe the wave
heights in terms of a probability distribution (Collins,
1970; Battjes, 1972). At each cross-shore location in a
transect there is a distribution of wave heights, and
also a distribution of breaking wave heights. Only a
few waves break offshore. Closer to the beach, more
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and more waves of the distribution are breaking, until
in the inner surf zone almost all the waves are breaking
(“saturation™). Hence, there is not a single sharp
breakerline. The waves break over a large region with
increasing intensity towards the beach. The spreading
out of the breakerline results in smooth changes in the
rate of energy dissipation and S,,. The resulting long-
shore currents also have a smooth profile. The need to
include an eddy viscosity to smooth out the velocity
profile is reduced, or eliminated (Collins, 1970; Battjes,
1972).

In this paper, a narrow-band, random wave trans-
formation model (Thornton and Guza, 1983) is used
to describe the wave spatial transformation required
in the longshore current formulation. An analytical
model describing the cross-shore distribution of long-
shore currents for plane sloping beaches, as well as nu-
merical models for general bottom profiles are devel-
oped. The waves and currents measured at Leadbetter
Beach, California are described in detail and are used
to test the wave transformation and longshore current
models. This dataset affords the first reasonable test for

- random wave generated longshore current models.

Wu et al. (1985) compared a monochromatic, two-
dimensional, finite-element model with the same data.
This model included the nonlinear advective terms in
the momentum equation and the effects of longshore
topographic inhomogeneities. Nonlinear advective
terms were shown to not be a dominant effect. The
importance of longshore topographic inhomogeneities
has been assessed by running the two-dimensional
model for waves approaching normal to the shoreline;
the resulting currents were small (<5 cm s™'), indicating
that longshore inhomogeneities in the nearshore cur-
rent and wave fields induced by the bathymetry are
weak (C. S. Wu, personal communication, 1984).

S

2. Models
a. Wave height transformation

The wave height transformation model of Thornton
and Guza (1983), which is an extension of the earlier
work by Battjes and Janssen (1978), is summarized
here because it is an integral part of the longshore cur-
rent model, and has not been previously applied to the
present dataset. Assuming wave stationarity and

straight and parallel contours, the energy flux balance

equation is given by

dEC, cosa
= lay 3

where E is the energy density, C, cosa is the shoreward
component of group velocity, & is a mean wave direc-
tion, and (e, is the ensemble averaged dissipation due
to wave breaking. Dissipation due to bottom friction
could also be included in the analysis, but was shown
by Thornton and Guza (1983) to be negligible com-
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pared with dissipation due to wave-breaking ap-
proaching or within the surf zone.

The dissipation function () is only applied to the
breaking waves, and it is therefore necessary to identify
which waves are breaking. The observations of Thorn-
ton and Guza (1983) motivated their model in which
Rayleigh distributed offshore wave heights were mod-
ified by shoaling and breaking into new distributions
which were again nearly Rayleigh, but with some en-
ergy loss. The distribution of breaking waves describes

‘which waves of the Rayleigh distribution are breaking,

and is expressed as a weighting of the Rayleigh

pdf [p(H)]
py(H) = W(H)p(H) 4)

where the weighting function W(H) < 1. The weighting
function should have the characteristics that no waves
break in deep water, W(H) — 0 as # — o0, and all
waves break in the inner surf zone, W(H) — 1 as h —
0. An algebraically simple form for W(4) which does
a reasonable job of predicting the fraction of waves
that break from offshore to saturation conditions is

H 4
)

where 4 is the local water depth and v is based on the
field data in the saturated inner surf zone. More com-
plicated forms for W (H), which make the larger waves
(at a given depth) more likely to break, lead to results
similar to the simpler model discussed here.

The dissipation due to wave breaking (¢, is modeled
as a simple periodic linear bore (Hwang and Divoky,
1970). The average rate of energy dissipation is cal-
culated by multiplying the dissipation for a single bro-
ken wave of height H by the probability of wave break-
ing at each height [p,(H)], and integrating for all H.
The resulting average dissipation is (Thornton and
Guza, 1983)

W(H) = ( &)

3 e B g
<fb>_1_6 ngm"g.’;Hms ‘ 6)

where the frequency f, corresponds to the peak of the
narrowband energy spectrum. The coefficient B, de-
termined from the wave height data, accounts for the
differences in various breaker types, and would be ex-
pected to be less than one for spilling breakers and near
unity for full plunging breakers.

The energy flux, EC,, in (3) is approximated using
linear theory for C, at frequency f, and

1 © 1
E=g¢ pgf H’p(H)dH = gﬂgthms- @)
0
Substitution of (6) and (7) in the energy balance (3)
yields a first-order differential equation for the linear
transformation model
dl

: 3 B}
2 & = = Vr pg o foH ms.
73 gH s Cy cOSE = T rpg74h5f1; ms- (8)
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For an arbitrary bottom profile, H, is determined by
numerically integrating (8).

By assuming small incident wave angles (& < 9°,
such that cosa@ ~ 1), shallow water, and a plane beach
with slope tang, Thornton and Guza (1983) obtained
an analytical solution

—-1/5
H = a|/5h9/lo 1 - h23/4 1 — L
ms h023/4 rOS/Z ’

O<h<hy (9

where
o = Hozhollz

_23 (5)”2 y* tang
15 \n B3,
and the subscript zero refers to the input conditions at
the most offshore (but still shallow water) location.

b. Longshore currents

The time-averaged longshore current distribution
across the surf zone is derived from (1). The radiation
stress, to second order in wave slope, is described by
(Longuet-Higgins and Stewart, 1964)

sma
S = EC, cosa <

(10)
where & is the mean angle of wave approach for the
assumed very narrow band waves described by a peak
frequency, f, and random wave heights. The term

_S‘g“ = const = 512;«0 (11)
by Snell’s law of linear wave refraction, so
d . sinao
o Syx = Co ~— (EC4 cosa) = <eb> (12)

with the change in energy flux equal to the breaking
wave dissipation (e for straight and parallel contours
(Eq. 3). The alongshore momentum equation (1) can
now be written

Slnao

— () =

A hierarcy of solutions is considered to determine
the relative importance of the terms on the rhs of (13).
Solutions are derived for linearized and general for-
mulations for the bottom shear stress, and with and
without turbulent momentum exchange.

The simplest formulation neglects turbulent mo-
mentum exchange and incorporates a linearized bot-
tom stress, and is derived first. The longshore com-
ponent of the bed shear stress in (1) is modeled with a
quadratic bottom shear stress law

vax - (13)

Tyb = pCfW (14)
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where 1 is the total instantaneous velocity, v is the total
alongshore velocity and ¢, is the bed shear stress coef-
ficient. For the case of small angle of wave incidence
and weak mean longshore current, i.e., V/|il| < 1, the
bottom shear stress simplifies to (Longuet-Higgins,
1970a; Thornton, 1970)

= pedalV (15)

which linearizes the momentum equation (1) in terms
of the mean longshore current, V, and allows an ana-
lytical solution. The wave velocity #, is calculated using
linear, shallow water, wave theory relationships be-
tween surface elevation and horizontal velocities at the
bed, and the Rayleigh wave height distribution

lal == ( )m[ f H, (H)dH:I[ f Icos(kx—wt)ldt:l
SO TE1

Note that the constants multiplying H, in (16) are
greater than the analogous constants for monochro-
matic waves (e.g., see Wu et al., 1985) by the factor =/
2, because a distribution of waves is considered here.
Solving for the longshore current by substitution of

Syx (12) and —ry (15) into the longshore momentum
relationship (13) and neglecting S, yields

(16)

1 sindg

V= — <Eb>.

pcal Co

The terms (¢, and || are given by (6) and (16), and
(17) reduces to

(17)

_3 B3fg”2 sindo HS,
4 cf'y Co ]’lg/2 ’

(13)

An analytical solution is obtained for a plane sloping

beach limited to shallow water by simply substituting

H s (9) into (18)
_23 g a'

Sll’lao
- tan
20 72 Cr ﬁ Co

—6/5
x|1- h”/“( T —‘i—)
h023/4 r05/2 4

O<h<hy<L/20 (19)

with a and ry defined in (9). A maximum velocity oc-
curs at about mid-surf zone, V—0as h— 0,and V
is small for & ~ hy. For general bottom profiles, V can
be solved for by first numerically integrating for Hpmg
(8) and then substituting into (18).

The data (Table 1) show that V/lal ~ O(1) at the
location of maximum V within the surf zone. There-
fore, the weak current assumption is not well met for
this data. For the general case, but limiting the discus-
sion to the condition of straight and parallel contours,
the modulus of the total velocity in (14) is given by:

h9/10
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TABLE 1. Wave and beach conditions.
February
2 3 4 5 6 Average
At Sy, array
h (m) 9.3 9.1 9.1 9.0 8.8
Jf» (Hz) 0.063 0.070 0.070 0.078 0.090
2 fp)y (°) 14.2 16.6 18.4 17.8 17.8
b a(f) (°) 14.0 17.9 19.7 19.2 15.1
Hps (M) 0.37 0.49 0.52 0.41 0.26
Syx (J/m?) —-38.9 —78.4 —88.9 —53.7 -21.4
At ~4m
h (m) 4.0 38 3.8 3.6 35
°H,£ns (m) 0.40 0.55 0.56 0.45 0.26
4alf,)) (©) 6.4 7.8 9.0 - 84 8.3
Surf zone
Breaker Type Plunge Plunge Plunge Plunge/Spill Plunge/Spill

¥y 0.46 0.48 0.45 . 043 0.34 0.43
V max/ |10 0.7 0.8 1.0 1.1 0.8 0.9
*Bottom slope 0.059 0.044 0.038 0.035 0.033 0.042
Foreshore slope 0.083 0.053 0.040 0.052 0.064 0.058

2 Defined in Eq. (30).

b Defined in Eq. (29).

¢ Measured in ~4 m depth.

4 Result of refracting the EMW to ~4 m depth; see text.

¢ Mean bottom slope measured between shoreline and mean breaker line.

1l = V2 + ~2 + S i AN1/2 Y C C
lul = ( W + 2V sing) (20) V4 _ Go 4)

where the mean cross-shore velocity integrated over Sma - Sinag
depth U = 0 by the continuity equation. The longshore
velocity is composed of the mean longshore current

plus the longshore wave component

The refractive effects of the mean longshore current
(24) were included in the model comparisons with data,
but were found to change the results by less than one
percent. Therefore, the results of including (24) will
not be shown later.

The linearized analytical solution (19) and the more
general solution including (23) result in smooth velocity
distributions on planar beaches, which, as will be seen,
can compare quite reasonably with observations.
However, bathymetry which is not smooth (particularly
barred profiles) can cause unreasonable undulations in

v =V + i sina. 21

The general longshore bed shear stress formulation re-
quires substituting (20) and (21) into (14) and averaging
_over the wave period for a particular wave height

1
m(H) = o fT pc(V2 + i + 2Vil sing)'

X (V + @i sina)dr. (22) the predicted velocity distributions. Therefore, the lat-

) eral transfer of turbulent momentum described by the

The ensemble average is then calculated integrated Reynold’s stresses in (1) may sometimes be
. © significant. Since the functional form of the integrated

Ty = J; 7y (H)p(H)dH. (23) Reynold’s stress is not known, it is usually parameter-

. ized using an eddy viscosity:
This results in a nonlinear equation which is difficult
to solve since ¥ and H cannot be brought outside the , T dv
averaging integrals. The linear solution is used as the yx f Py dz = —pvD dx
starting values for a numerical iterative solution, which '

(25)

was verified against the analytical solution for small
angles of wave incidence. The numerical solution is
described in appendix A.

For completeness, if the mean longshore current in-
teraction with the wave field is significant, the mean
velocity effects should be included in wave refraction:

where D is the total depth and v is the kinematic eddy
viscosity coefficient.

Bowen (1969) was the first to apply the eddy viscosity
formulation (25) to the nearshore current problem and
simply assumed » constant. Subsequent authors have
employed Prandtl’s mixing length hypothesis
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v =—|ul| (26)
where ' and [’ are characteristic velocity and length
scales (e.g., Longuet-Higgins, 1970a, Thornton, 1970;
Jonsson et al., 1974). Longuet-Higgins (1970a) sug-
gested the mixing length should increase with distance
from shore and the velocity intensity be characterized
by the wave speed, such that

v = NixiVeh, all x (27)

where N is an adjustable coefficient in the range 0 < N
< 0.016. Ostendorf and Madsen (1979) derived a sim-
ilar form but based on the assumption that the char-
acteristic velocity was the maximum velocity at the
bed. Bowen and Inman (1974) compared various eddy
viscosity formulations with values obtained from dye
dispersion studies within the surf zone and from model
fitting of the existing (limited) longshore current dis-
tributions. They concluded that the Longuet-Higgin’s
(1970a) formulation gives reasonable agreement with
data. The present analysis will therefore use (25 and
27) in solving (13) when including eddy viscosity. So-
lutions with and without eddy viscosity will be consid-
ered below.

3. Field data
a. Experiment

The experiment was conducted at Leadbetter Beach
from 30 January to 23 February 1980 as part of the
Nearshore Sediment Transport Study (NSTS). The
objective of NSTS was to use field experiments to for-
mulate an improved littoral transport equation for to-
pographically simple beaches. Verification and cali-
bration of longshore current models are an integral
part of the study. Field sites were selected where it could
be reasonably assumed that near the shoreline the
waves are homogeneous in the longshore direction and
that bottom contours are relatively straight and parallel.
These conditions greatly simplify the dynamical de-
scription and analysis. Two comprehensive, approxi-
mately one-month long experiments were conducted
at Torrey Pines (north of San Diego) and Leadbetter
(at Santa Barbara) Beaches, California. One difference
between these and past experiments is that in the pres-
ent experiments waves and currents were measured
along a transect on a relatively simple, almost plane
beach at relatively close spacings (compared with the
wavelength of the dominant period). However, in our
opinion the greatest difference between the present and
past longshore current field experiments is not the den-
sity of surf zone current sensors, but rather the consid-
erable emphasis placed on adequately measuring in-
cident wave directional properties.

The beach at Leadbetter Beach is composed of well-
sorted fine to medium size sand. The mean nearshore
slope varied between 0.03 and 0.06 during the exper-
iment, depending on the tide level and wave climate.
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Well-developed cusps occurred at the beginning of the
experiment. No major offshore bar was apparent. The
shoreline has the unusual east-west orientation along
a predominantly north-south coast. The open-ocean
waves are limited to a narrow window of approach
(+9° centered on 249°) because of the protection from
Point Conception to the north and the Channel Islands
to the south. The generally highly directionally filtered
ocean swell from the North Pacific approach the beach
from almost due west, resulting in large oblique angles
relative to the surf zone bottom contours.

We had trepidations about making measurements
at Leadbetter Beach because of the generally very small
waves and large Macrocystis kelp beds immediately
offshore. The waves are usually small because the
dominant open ocean waves are from the northwest,
a direction from which Leadbetter Beach is well pro-
tected. The Macrocystis kelp can have stems in excess
of 20 m and is one of the fastest growing plants on
earth. During times of large waves, the kelp breaks loose
and eventually ends up on the beach. It was anticipated
that the kelp would become entangled in the instru-
ments, greatly increasing their effective drag, resulting
in broken or damaged instruments. Thus, it was ex-
pected that either there would only be small waves, in
which case the experiment would be uninteresting, or
that if there were large waves, instruments would be
damaged because of the kelp problem.

As it turned out, the wave climate varied dramati-
cally during the experiment. During the instrument
installation, the waves were very low (which made the
installation go very smoothly). The inshore instruments
were installed on an essentially dry beach at spring low
tides. The offshore instruments were installed by divers.
The measurements were taken at high tide when all
the instruments were submerged.

Measurements commenced on 30 January. During
the first week the winds were generally light; conse-
quently the incident waves were almost entirely derived
from the deep ocean resulting in a narrow band swell.
Rather long “sets” or wave groups were associated with
the narrow-band waves, and plunging breakers were
most often observed. In late afternoon of 6 February
the barometric pressure started to drop, signaling the
first of a three week series of storms which have been
variously categorized as the 1-in-25 to 1-in-40 year
storm event. Strong winds associated with these storms
created a wind driven sea inside the Channel Islands
from a range of directions; at the same time, a swell
derived from the deep ocean was also present, often
resulting in a bimodal or broad banded wave spectrum.

As many as 24 electromagnetic current meters and
14 pressure sensors were simultaneously deployed. The
instruments were most densely spaced in the surf zone.
The transect of instruments starting in 3 m depth is
shown in Fig. 1. Instruments not shown in deeper water
include a current meter at 5 m depth and an S,, array
(Higgins et al. 1981) composed of four pressure sensors
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Fi1G. 1. Cross-shore array of current meters, pressure sensors and wave staffs.

at 9 m depth. A 14 sec wave is drawn to horizontal
scale to show the waves were spatially well resolved.
All instrument signals, either analog or PCM encoded,
were cabled to shore where they were recorded.

The kelp problem was partially solved by positioning
people updrift of the instruments to intercept the kelp.
The kelp masses (referred to colloquially as “kelp
monsters”), weighing up to several hundred pounds,
were manually removed from the surf onto the beach.
This procedure worked well for about two weeks, but
eventually mother nature won out over our efforts.

Quality control over instrument orientation was
maintained by checking all the surf zone current meters
at the low tide prior to the high tide during which the
measurements were taken. Since most of our mea-
surements were made during daylight hours, many of
the instrument checks were at night. Working at night
in the surfzone, during times of large waves, can some-
times be rather intimidating!

We remark that the surf zone is an adverse environ-
ment in which to make measurements, and obtaining
this dataset was a challenge. Out of the 24 electromag-
netic current meters we started with, 17 were seriously
damaged. Out of the eleven members of the dynamics
team, six were injured, visiting either the emergency
room or a doctor (fortunately nothing serious).

A basic assumption of the existing models is that
the incident waves are narrow banded in frequency
and direction. It was reluctantly conceded that only
the narrow-band days occurring at the beginning of the
experiment from 2 to 6 February are appropriate for
the present model comparisons. The waves during this
time were derived from a distant North Pacific storm
so that the angle of wave incidence was restricted to
the very narrow window from the west and swell spectra
were narrow banded in frequency. Although the wave
heights were relatively small (Table 1) the large inci-
dence angles resulted in driving forces, S, significant
enough to generate moderately strong longshore cur-
rents (~0.5 m s™'). Mean longshore currents during

the storm events (not considered here) reached 1.5
ms .

The bottom profiles for 2—-6 February are shown in
Fig. 2. Rod and level surveys of the beach profile were
obtained at least daily by wading to approximately 50
m offshore. Complete bathymetric surveys (see Wu et

ELEVATION (M)

-5 i L 1 N1 1 1 | I 1 Il i 1 -

~10 (o] 10 20 30 40 50
CROSS-SHORE DISTANCE (M)

FIG. 2. Bottom profiles 2-6 February 1980; elevation and distance
are zero at the mean shorelirie location of each data run. The mean
bottom slopes within the surf zone are indicated by dashed lines.
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al., 1985; Fig. 2) composed of range lines at 50 m
alongshore intervals extending from the beach to out
past the 10 m depth contour, encompassing a region
600 m upcoast (west) and 1500 m downcoast (east),
were conducted on 22 January and 25 February. The
daily beach profiles and 22 January offshore profile are
connected to give the complete profiles shown in Fig.
2. The 22 January offshore profile would not be ex-
pected to change very much up to at least 6 February,
given the mild wave climate during this time.

A mean beach slope, tanf, representing the plane
sloping beach was determined by a least-square linear
fit to the bottom profile across the surf zone. The surf
zone profiles were nearly planar during 2-6 February.
A foreshore slope was also determined and is always
steeper than tang (Table 1).

To apply a one-dimensional longshore current
model, not only must the beach contours be essentially
straight and parallel but the beach orientation must be
accurately determined. A misalignment of the beach
orientation can lead to substantial error in the radiation
stress calculations (Guza and Thornton, 1978). The
beach orientation was determined by fitting straight
lines (in the least square sense) to the +50, 0 (MSL),
—50 and —100 cm depth contours across measured
profile lines and determining the average orientation
for the four contours. An unresolved question is what
is the approximate alongshore scale of longshore cur-
rents. However, the average alongshore orientation
measured over 200 m (five profile lines at y = 100, 50,
10, —60, —100 m) and over 110 m (three profile lines
at y = 50, 10, —60 m), were essentially the same. The
beach orientation used in this analysis was averaged
over 110 m for the 16 days from 29 January to 13
February. The average beach orientation varied little
day to day during this time period (standard deviation
= 0.43°). All angles given in Tables 1 and 2 are relative
to the coordinate system determined in this manner.

Note that in a two-dimensional nearshore current
analysis of this same data, Wu et al. (1984) used the
original NSTS coordinate system, which is rotated 1.2°
counterclockwise relative to the coordinate system used
here. The results of a two-dimensional analysis are not
dependent on the coordinate system employed.

b. Incident wave parameters

The longshore current models require specification
of a characteristic incoming wave height, frequency,
and direction. Directional information was obtained
from the slope array, 610 cm on a leg, in 9 m depth
(Higgins et al.,, 1981). Because the models assume a
line spectrum in both frequency and direction, it is
necessary to collapse the measured directional wave
information into a single representative wave train. The
S, is universally hypothesized to be the primary forcing
function for longshore currents, so a single angle and
frequency are defined in such a way that S, used in
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the model cofresponds to the total measured value.
Applying linear theory yields

0
Slf) = fh pill, 20, 2)dz

= f E(f, a)n(f) sine cosa da (28)

1 [1 , 2k ]
=3 sinh2k

and « is the local angular deviation from normal in-
cidence. Directional wave information at each fre-
quency can be collapsed into a single representative
direction by defining a “significant angle” at each fre-
quency (Higgins et al., 1981)

sina(f) cosa(f) = S VESIn(f).  (29)

Using the frequency at the peak of the spectrum ( f)
as the representative frequency, the definition is ex-
tended to obtain a single representative direction for
the entire spectrum

(afy)y = 3 sin"' 28 T/ETn( /)]

where

(30)

where E7 and .S’yTx are the total energy density and ra-
diation stress summed over the sea-swell band of fre-
quencies (0.05-0.3 Hz). Equation (30) collapses the
entire directional spectrum into a single plane wave at
frequency f,, which has the energy of the entire incident
wave band and a direction (&) which yields the total
measured S .. This simplification is only appropriate
for spectra narrow banded in both frequency and di-
rection. _

The S, is a conserved property for a nondissipative
wave system propagating over straight and parallel
contours. The contours inside about 5 m are straight
and parallel to a good approximation, but the deeper
contours are not. To confirm that the collapse of the
full directional spectrum into a single wave train is not
introducing large errors into the necessary refraction
calculations, comparisons were made between refract-
ing the “full” directional spectrum and the equivalent
monochromatic wave [i.e., height = H, frequency
= fp, direction = {&(f,)); henceforth referred to as
the “EMW™].

Full directional spectra for 5 and 6 February were
calculated in 9 m depth using a modified maximum
likelihood estimator technique with the constraint of
accurately representing S,,(f) (S. Pawka, personal
communication, 1984). Refraction to 3 m depth was
performed using a version of Dobson’s (1967) linear
refraction program over the measured bathymetry.
Sy f) was calculated in 3 m using (28). The calculated
E(f) and Sy f) spectra in 3 m depth for both days are
narrow and the significant angle spectra, a( f) (Eq. 29)
are smooth (Figs. 3 and 4). The gradual increase in
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F1G. 3. Energy density, radiation stress density and-
a(f) spectra, 5 February 1980, 7 = 3 m.

significant angle with increasing frequency across the
energetic region (f ~ 0.1 Hz) of the spectra is expected,
for if all wave components were from the same direc-
tion in deep water, the lower frequencies would be more
refracted toward normal incidence than the higher fre-
quencies. Using these 3 m depth values of E(f) and
Syx( ) in (30) yields the “full” refraction estimates of

a(f;)) given in Table 2. The 3 m depth values of

&( f,)) obtained by refracting the single EMW from 9
m depth are also given. The similarity of EMW and
full spectral refraction results suggests that only small
refraction errors are introduced using the EMW, at
least for these narrow banded wave days.

In principal, the refracted EMW could be used to
provide all required wave input conditions [ f,, Hms,
{a(f,))] for the longshore current models. However, a
pressure sensor in 4 m depth is used to provide more
accurate values of H,. A comparison of wave heights
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FIG. 4. As in Fig. 3 but for 6 February 1980.

using EMW refraction and linear shoaling with mea-
sured values in 4 m showed the predicted waves were
consistently larger by about 15 percent than the mea-
sured values. Thus, incident wave input conditions are
specified in 4 m depth (always well outside wave break-
ing for this data) with {(&(f,)) obtained by EMW re-
fraction and H,,, measured directly (Table 1). The

TABLE 2. Wave angles in 3 m depth. “Full” and “EMW?” refer to
angles based on spectral refraction and refraction of the equivalent
monochromatic wave.

Full EMW

@)y G
() )
Feb. 5 7.8 74
Feb. 6 7.5 7.4
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depth contours inside 4 m depth are nearly plane par-
allel so further refraction is treated analytically.

Direct measurements of S,, (gradients) in the surf
zone would clearly be desirable, but the small wave
angles make the gradient measurements highly sensitive
to current meter orientation errors (Guza and Thorn-
ton, 1978). Even with proper sensor orientation, it is
not clear that the directional response of the sensors is
sufficiently well known to allow measurement of S,
gradients.

The observed spatial variation of H,,, are shown in
Fig. 5. Surface elevation was not measured directly,
but was inferred using linear wave theory spectral
transfer functions with either the pressure or current
meter records as described in detail by Thornton and
Guza (1982). After band-pass filtering between 0.05
and 0.5 Hz, wave heights were determined from 68
min surface elevation records using the “zero-up-
crossing method.” Since the average wave period was
about 14 sec, the total number of waves in the 68 min-
ute record was about 300. Empirical probability density
functions and the height statistic of root-mean-square
wave height, H,,, were calculated from the ordered
set of wave heights.

The wave height transformation models require
specification of the breaker index, v. The value of ¥
was determined from measured wave heights. Assum-
ing Hyms = vh in the inner surf zone, the mean v for
all days is 0.43, which is nearly identical to the 0.42
obtained over a wide range of wave conditions at the
Torrey Pines experiment (Thornton and Guza, 1982;

DATE
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FIG. 5. H ., wave height distribution compared
with H = 0.43A inside the surf zone.

EDWARD B. THORNTON AND R. T. GUZA

1173

Figs. 1 and 3). There is considerably more scatter (0.34-
0.48) in the present data (Table 1). This may be partially
due to the differences in breaker type at the two beaches.
On the low slope (tan8 ~ 0.02) Torrey Pines Beach,
the waves broke as spilling or mixed plunging/spilling.
On the steeper Leadbetter Beach (tan8 ~ 0.04) the
waves were sometimes clearly plunging (2-4 Feb) and
sometimes of mixed type. Laboratory measurements
suggest greater v for plunging breakers (Battjes, 1974).
Additionally, the Leadbetter Beach dataset includes
swash measurements (where much of the scatter oc-
curs), while the Torrey Pines data is from depths deeper
than about 1 m. The linear wave theory transfer func-
tions may not accurately transform velocities to surface
elevations in the extremely shallow water of the swash.
Finally, cusps at Leadbetter Beach definitely disturbed
the nearshore flow." Any or all of these factors could
cause the observed scatter.

The wave height transformations and longshore
current formulations are next compared with the field
data.

4. Model comparisons with measurements

Wave height transformation over measured ba-
thymetry are compared with observations in Fig. 6.

" The input wave parameters of H,, mean wave direc-

tion {&(f,)) and frequency at the peak spectral peak,
J»» are specified at depth & ~ 4 m (Table 1). The daily
measured v values (Table 1) are used in the models.
Optimal B values calculated using a least-square error
criteria between theory and data, and the average per-
cent difference between observations and predictions
are given in Table 3. The average least-square error for
H,; predictions ranged between 5-13% with an av-
erage of 9% for the 5 days, values similar to the Torrey
Pines Beach data (Thornton and Guza, 1983).

The longshore current models for linearized 7, are
presented first. Here and in all subsequent results, op-
timal ¢;(and N) coefficients are determined by itera-
tively solving for the least square error between cal-
culated and measured longshore current values shore-
ward of the mean breaker line. The analytical models
for longshore current and H, distributions assuming
a planar beach and no eddy viscosity (N = 0), are com-
pared with 4 February data in Fig. 7. The analytical
solutions for wave height and longshore current dis-
tributions can give quite reasonable comparisons with -
field measurements provided the beach is approxi-
mately planar (See Fig. 2) and the appropriate v, B
and ¢ values are used.

Longshore current distributions over actual ba-
thymetry for linearized ry", with and without eddy vis-
cosity, are compared with observations in Fig. 8. The
inclusion of eddy viscosity does not significantly im-
prove the comparisons with data. Again, optimal coef-
ficients are determined by iteratively solving for the
least-square error between calculated and measured
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TABLE 3. Wave transformation model parameters and
percent errors.

February
2 3 4 5 6 Average
'y, 13 14 14 9 4 11
2% 1.85 1.06 0.91 0.84 0.90
B 08 0.9 1.1 1.1 1.0 1.0
% error 12 13 7 5 6 8.6

YU, = ak/(kh)*; at h ~ 4 m.
2 £y = tanf(Hme/ Lo)""%; Hmms @ h ~ 4 m, deep water wave length
L.

longshore current values shoreward of the mean
breaker line. The generally small currents observed
seaward of the mean breaker line were not included in
the least-square error analysis because of the relative
large errors from sensor calibration and tidal and shelf
current contamination. In any event, the inclusion of
these observations changes the results very little. Note
that the present procedure of a least squares fit of data
does not work well on 2 February for which a large
error is calculated because of the lack of observations
at the nearshore. Only a few points are used in the
curve fitting, and additional measurement locations
close to shore probably would have resulted in much
different coeflicients and calculated error. Therefore,
the results of 2 February are not included in the average
values (Table 4).

Although quite reasonable comparisons can be ob-
tained using a linearized 7,”, the strength of the long-
shore current relative to the magnitude of the wave
induced bottom velocity, are O(1) (Table 1), suggesting
that linearization of the bottom friction is not appro-
priate. Longshore current solutions for linear and non-
linear 7,% with N = 0 are compared in Fig. 9. The non-
linear, and presumably more physically correct 7,” in-
creases the bottom stress compared with the linear ry”,
i.e., for the same ¢, value, the nonlinear 7,” decreased
the predicted longshore currents. The effect of the non-
linear 7,° increases with increasing V. The resulting
best fit ¢, values for nonlinear 7,° are decreased on the
average by one-third compared with the corresponding
linear 7,% (Table 4). Using the best fit ¢, values results
in similar velocity distributions, but with the nonlinear
7,%, the velocity distribution is broadened with slightly
increased velocities both shoreward and seaward of the
mean breakerline (Fig. 9). The nonlinear 7,° formu-
lation gives a slightly improved fit.

5. Discussion and conclusions

Models of longshore currents generated by obliquely
incident narrow-band random waves are calibrated

FIG. 6. Wave height transformation (solid line) on real
bathymetry compared with measurements.
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FIG. 7. Analytic solution for H,,; and ¥ on planar beach compared
with measurements, 4 February 1980.

against extensive field data acquired at Santa Barbara,
California. The wave angles at breaking were moder-
ately large (o, ~ 5°) resulting in sometimes strong
longshore currents (up to 0.5 m s™') depending on the
wave height. The waves for the selected five days were
very narrow banded in both frequency and direction
in keeping with the model assumption. Measurements
consisted of a cross-shore transect of current meters
and wave sensors at close intervals compared with the
dominant wave length. The radiation stress and wave
directional spectra were measured in 9 m depth. The
waves were numerically refracted to the 4 m contour
inside of which the bottom contours could be reason-
ably assumed straight and parallel, and at times almost
planar, further simplifying the analysis.

Shorewards of the 4 m depth, the random wave
transformation model is used as input to the longshore
current models. The transformation model ingredients
are linear wave shoaling and wave dissipation described
by “classical” periodic bore theory. Important defi-
ciencies include the approximate nature of the bore
dissipation model and the somewhat arbitrary form of
the breaking wave distribution weighting function
[W(H), Eq. (5)]. These shortcomings in the shoaling
theory are partially compensated for by adjusting the
B coefficient in the bore dissipation function. The
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TABLE 4. Longshore current model coefficients, ¢;and N, and percent errors.

February
2 3 4 5 6 Average
Linear 75 analysis
Plane bottom, N = 0
¢ 0.010 0.009 0.009 0.009 0.010 0.009*
% error 67 48 15 19 18 25*
Actual bottom, N = 0
¢ 0.010 0.009 0.009 0.008 - 0.009 0.009*
% error 74 54 18 24 33 32*
Actual bottom, N # 0
o 0.005 - 0.007 0.009 0.007 0.008 0.008*
N 0.017 0.004 0.0001 0.0004 0.002 0.002*
% error 50 51 18 24 128 30*
Nonlinear 75 analysis
Actual bottom, N = 0 i
¢ 0.0075 0.0060 0.0055 0.0055 0.0070 0.006*
% error 7 49 15 7 36 29*

* February 2nd values not included in average values.

model is reasonably robust, as Thornton and Guza
(1983) showed that a 25 percent variation in B resulted
in less than a 10 percent increase in the rms error of
the predicted wave heights. The value of B is a measure
of breaker intensity and it is expected that B < 1. The
~ optimal values of B ranged between 0.8 and 1.1 (Table
3). Optimal B values were about 1.5 at Torrey Pines
Beach (Thornton and Guza, 1983). The fact that B has
approximately the correct magnitude indicates that the
cumulative error of the other assumptions is not ex-
tremely large; B values greater than 1.0 are also con-
sistent with laboratory results with monochromatic
waves showing that linear bore theory underestimated
dissipation by 30-50% (Stive, 1983).

The least-square error calculations were unweighted
with respect to the spatial distribution of measurement
~ locations. Since the measurements were more densely
spaced inshore, the resulting B values and wave height
distributions are biased to give a better fit with the data
in the inshore region. With optimal B values, the theory
underpredicts H, offshore and overpredicts H,y, in-
side the surf zone (Fig. 6).

In the model, B is assumed constant. In fact, the
intensity of breaking varies spatially because of a de-
pendence on the local beach slope, wave steepness and
relative depth. Casual observations indicate that the
infrequent breaking waves offshore in relatively deep
water are usually spilling, while more intense plunging
breakers are typical in shallower water, particularly over
a bar; waves in the inner surf zone are usually spilling.
Thus, both the distribution (percent) of breaking waves
and their intensity vary spatially. Not enough is known
about B to include meaningful spatial variation in the
model.

It is apparent from (8) that B values are dependent
on the v values chosen since the ratio (B3/v*) occurs
as an isolated term. Increasing -y results in an increasing

B value. A single combined empirical coefficient could
have been defined, but it is hoped that by retaining +
and B separately, the components of the model might
be better understood. An attempt was made to relate
the B and v coefficients to the Ursall number and the
Iribarren Number, £ = tan8(Ho/Lo)~"/?, (Table 3) as
was suggested by Stive (1983), and also to tanf and
H, /L, separately. The only apparent correlation is the
increase in v with increasing tan@, which is similar to
the observations by Sallenger and Holman (1985).
The longshore current models incorporate various
simplifying assumptions. Good comparisons with data
were obtained for all models by adjusting the free pa-
rameters of ¢,and N used in the bottom shear stress
and eddy viscosity formulations. An objective here is
to determine appropriate ¢,and N values. In previous
longshore current models, Thornton (1970) used a
value for ¢;that depended on wave velocity and bed
roughness (Johnson, 1966); Longuet-Higgins (1970b)
simply used ¢, = 0.01 based on limited wave and hy-
draulic channel studies. Shemdin et al. (1978) compiled
values of ¢,for various field studies of wave dissipation,
and reported values ranging between 0.005 to 0.3.

- Thornton and Guza (1981) obtained ¢y = 0.01 * 0.01

averaged over four days by equating measured .S, gra-
dients with longshore bed shear stress (Eq. 1); the large
uncertainty in the measured ¢, value is due to the sta-
tistical noisiness of directly measured S, values. Newer
theoretical formulations have been suggested (e.g.,
Grant and Madsen, 1982). In the present work, ¢, is
taken as a constant (i.e., not a function of local wave
or bed roughness parameters).

The inclusion of the nonlinear 7, in the formulation
is significant, with increasing importance as wave height
and Vincrease. A least square fit of the longshore cur-
rent solution inside the mean breakline resulted in an
optimal bed shear stress coefficient, ¢,= 0.009 + 0.001,
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for linear 7,%, comparable to prev1ously suggested val-
ues. With fixed ¢/, the nonlinear -ry , decreased me
(compared with using linear 7, %) from 11 to a maxi-
mum of 22 percent. The best fit ¢, values for nonlinear
-ry are 0.006 + 0.0007, significantly less than for linear

b. The shape of the longshore current dlstnbunons
are virtually the same for linear and nonlinear 7,> when
using optimal ¢/ for each case.

Good comparison of the predicted and measured
velocities were obtained without including eddy vis-
cosity. The gradual change in energy dissipation gives
a gradual change in S,,, and results in a smooth long-
shore current distribution. For completeness, eddy vis-
cosity (after Longuet-Higgins, 1970a) was included;
the optimal N values were small with an average of
0.002 and their inclusion did not significantly improve
the linear model fits. The fact that a random wave
model does not require eddy viscosity to predict cur-
rents on the present nearly planar bathymetry does not
imply that turbulent horizontal Reynold’s stresses are
always unimportant in surf zones. Our point is that
values of eddy viscosity obtained in nonrandom models
do not necessarily correspond to actual Reynold’s
stresses, but may instead be parameterization of ran-
domness.

For small angle of wave incidence and weak currents,
the plane beach analytic solutions are comparable to
the numerical solutions on real topography with or
without eddy viscosity. Thus, the analytic solutions
may be useful for many situations. Because of its greater
internal consistency, and fewer free parameters (cr
only), the random wave driven model with nonlinear
-ry” and N = 0 is our choice for general applications.
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APPENDIX A

Numerical Calculation of Nonlinear 7,°

The longshore current with nonlinear 7,’ is solved
independently at each location based on a calculated
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H, s value. For a given location, (8) is solved for H,p,
using the first order Euler method. The difficulty of
solving for ¥ using nonlinear 7,” is that ¥ cannot be
explicitly brought outside the double integral of ry”
[Egs. (22) and (23)], which is averaged over time and
integrated over all H. Since Vis not a function of time,
it can be brought outside the time averaging integral
of (22)

, .
T AH) = T fT pcr (V2 + i + 2Vii sing)

X (1 +Tﬁ/sin&) dt = Vf(V, H). (Al)

Neglecting the turbulent momentum flux S%,, the fol-
lowing iterative solution of (13) is used

inag * ;
o <eb>/ fo SV Hyp(H) dh (A2)

Vi+l =

where i indicates the iteration and (e, is specified by
(6). The initial V! is obtained from the linear solution
(18). The iteration was carried out until the absolute
value of the change in V was less than ¢ = 0.01. An
absolute error (as opposed to a relative error) across
the surfzone was considered adequate and reduced the
number of iterations required for values of V close to
Zero.

Within each iteration, the improper integral in (A2)
must be evaluated. This was accomplished using
Simpson’s Rule starting at H = 0 and progressing in
steps of A H. At each step, the closed integral of -ry”(H )
in Eq. (A1) was evaluated using Simpson’s Rule with
16 steps (only eight evaluations were required due to
the symmetry of the integrand). A reasonable cutoff
criterion for the improper integral had to be deter-
mined. The criterion to stop when the change in the
partial summation is small does not work well since
the change is a function of the stepsize AH. It was
found that the integrand is quickly dominated by the
scaled 1/H? function

H_./30

H* ~
Once the integrand function goes below this curve, an
upper limit can be put on the residual of the integral
by integrating g(H) from the value of H to co. By re-
quiring that the integrand function be less than g(H)
and H be greater than H,,,/0.3, the residual of the
integral will always be less than 0.01.

q(H) = (A3)
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