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Abstract 

The biological productivity of coastal upwelling regions undergoes marked 

interannual variability as marine ecosystems respond to changes in the prevailing 

winds. Determination of the principal metrics that define the upwelling cycle – the 

Spring Transition, when ocean conditions switch from downwelling- to upwelling-

favorable, and the Fall Transition, when conditions return to downwelling-favorable – 

is essential for understanding changes in coastal productivity. Here we demonstrate 

that upwelling in the northern California Current System may be delineated by 

changes in microseismic activity recorded at a broadband seismological station in 

southwestern British Columbia. Observed high correlation between microseismic 

intensity and offshore bottom pressure fluctuations at ~0.2 Hz confirms a direct link 

to regional wind-wave generation. Comparison of transition times derived from 

coincident 20-year records of microseismic intensity and alongshore wind stress for 

the British Columbia-Oregon coast suggests that seismically derived times may be 

more representative of coastal upwelling than times derived using traditional methods.  

Index terms: 4227, 4279, 4516, 4594, 4813, 7230 

Key words: Microseisms; Spring and fall transitions; Coastal upwelling indices; 

Wind waves; California Current System; Ocean bottom pressure fluctuations  

Key points:  

Microseismic motions define timing of the oceanic spring and fall transitions 

Microseisms are the integrated response to coastal wave-wave interactions  

Twenty-year coastal upwelling records are created for California Current System  
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1.  Introduction 

The highly productive marine ecosystems found within the eastern boundary current 

regions of the World Ocean are dependent on upwelling-favorable winds for the 

transport of primary nutrients (phosphate, silicate and nitrate) to the surface euphotic 

zone. On the west coast of North America, the upwelling domain extends over 3000 

km from central British Columbia to the southern Baja California Peninsula (Figure 

1).  In the northern sector of the domain (~42-52° N latitude), the transition to spring 

oceanic conditions is characterized by a reversal in the prevailing winds, from strong, 

predominantly poleward (downwelling-favorable) in winter to moderately strong, 

predominantly  equatorward (upwelling-favorable) in summer [Ware and McFarlane, 

1989; Hsieh et al., 1995; Bograd et al., 2009]. The reverse process occurs in fall. In 

the southern sector, the spring transition marks a change from weak to strong 

equatorward winds.  

The onset of sustained coastal upwelling in spring resupplies the upper ocean 

with nutrients and forms the basis of a bottom-up ecosystem response that supports 

the growth of marine organisms at all trophic levels within the upwelling system 

[Ware and Thomson, 2005]. Interannual variability in the annual upwelling cycle can 

affect trophic level dynamics within the coastal ocean by altering the phase 

relationship between phytoplankton and zooplankton growth. This can then impact the 

long-term productivity of higher level organisms [Cury and Roy, 1989; Ware and 

Thomson, 1991; Roemmich and McGowan, 1995; Botsford et al., 2006; Ware and 

Thomson, 2005; Barth et al., 2007]. Determining the timing of the spring and fall 

transitions is, therefore, important for understanding changes in the phenology and 

productivity of coastal marine ecosystems [Smith, 1978; Smith and Eppley, 1982; 

Robinson, 1994; Kosro et al., 2006; Bograd et al., 2009; Thomson et al., 2012; 
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Bylhouwer et al., 2013].  

The timing of the spring and fall transitions is commonly defined in terms of 

the alongshore component of the wind stress. In addition to its dynamical link to 

upwelling processes [Gill, 1982; Brink, 1983], wind stress is also one of the more 

readily available environmental variables. Bakun [1973] used the daily-averaged 

alongshore wind stress derived from six-hourly geostrophic winds to produce a 

surrogate time series of coastal upwelling known as the Upwelling Index (UI). This 

index – in effect the cross-shore surface Ekman transport generated by the alongshore 

wind stress in conjunction with the Coriolis effect – has formed the backbone of most 

upwelling-related studies. Strub et al. [1987a, b] went a step further by examining the 

spring transition in the California Current System in terms of the prevailing wind 

stress, coastal sea level, alongshore currents and sea surface temperature. A recent 

study by Bograd et al. [2009] defines transition timing for the California Current 

ecosystem in terms of inflection points in the Cumulative (time-integrated) Upwelling 

Index (CUI).  

Although the mechanistic link between coastal upwelling and wind stress is 

widely accepted [cf. Bakun, 1973; Herman et al., 1989; Schwing et al., 1996], wind 

stress is not a direct measure of the ocean’s response to atmospheric forcing. 

Numerous steps lie between the vertical flux of momentum from the air to the ocean, 

the subsequent generation of a surface Ekman layer (with a cross-shore 

geostrophically-induced surface flow and compensating cross-shore interior flow), 

and the displacement of isopycnal surfaces by the vertical upwelling velocity w that 

forms at the base of the Ekman layer. This shortcoming was partially addressed by 

Huyer et al. [1979] who were among the first to include directional changes in 

observed alongshore currents as an indicator of the spring transition off the Oregon 
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coast. Thomson and Ware [1996] combined wind stress time series with current meter 

observations on the continental slope to devise a current velocity index (CVI) of 

upwelling for the coast of British Columbia. The requirement for long-term current 

velocity records limits application of the CVI. 

The continuing need for indices that are representative of the integrated 

response of the ocean to wind forcing led us to consider surface gravity wave activity 

as a surrogate for coastal upwelling.  Specifically, the spectra of observed wind-wave 

heights off the coast should be a direct measure of the spatially and temporarily 

integrated transfer of atmospheric momentum to the upper ocean. The annual spring-

fall timing cycle can then be defined in terms of the cessation and onset of 

downwelling conditions associated with storm-induced wind waves. There are 

numerous meteorological buoys measuring waves in the coastal ocean 

(http://www.ndbc.noaa.gov) but these report only significant wave height and peak 

wave period, which may be strongly affected by distal storm events and may not, 

therefore, be fully representative of regional wind forcing. These limitations, together 

with studies showing that storm-generated waves are responsible for the relatively 

intense ~0.2 Hz ground motions recorded at land-based stations [e.g., Bromirski and 

Duennbier, 2002; Kedar and Webb, 2005; Aster et al., 2008; Bromirski, 2009; 

Ardhuin et al., 2011], suggested that we could use microseismic activity as a reliable 

measure of wind-generated surface wave intensity, and hence the timing of the 

seasonal upwelling cycle along continental margins.  

In this study, we show that microseisms recorded in the 0.24±0.10 Hz (5±2 s)  

frequency band by seismometers located at the Pacific Geosciences Centre (PGC) on 

southern Vancouver Island can be used to delineate the seasonal upwelling cycle off 

the central Pacific coast of North America. In particular, the cessation of storm 

http://www.ndbc.noaa.gov/�
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activity and associated downwelling along the British Columbia-Washington-Oregon 

coast in spring is shown to coincide with an abrupt reduction in the microseismic 

intensity at the PGC site that arises from surface gravity waves with periods of 10±4 

s. The return to storm conditions and downwelling winds in fall coincides with an 

equally abrupt return to high seismic intensity. Although the connection between 

microseisms and wind waves has been known for over 60 years, our findings are the 

first to link land-based seismicity with coastal upwelling. 

2. Wave-generated microseisms 

In a seminal paper, Longuet-Higgins [1950] demonstrated that continental 

microseisms of around 0.2 Hz originate from bottom pressure fluctuations associated 

with P body waves generated through the nonlinear interaction of trains of oceanic 

wind waves of identical frequency, ω, traveling in opposite directions.  Because the 

pressure fluctuations are forced by the standing wave component of the wave-wave 

interactions, the microseisms occur at twice the frequency of the incoming gravity 

waves. A subsequent analysis by Hasselmann [1963] showed that seafloor Rayleigh 

waves are generated when the vector sum, K12= k1+k2, of the nearly identical 

magnitude and nearly oppositely directed wavenumbers k1 and k2

Numerical simulations of wind-generated microseisms by Ardhuin et al.[2011, 

2012] show that the wave reflection mechanism generally dominates in eastern 

boundary regions and is particularly dominant off central California in winter. 

 of the interacting 

wave trains matches the wavenumber K of one of the possible seismic modes for 

given frequency ω [see also Ardhuin and Herbers, 2013]. This type of microseismic 

activity is common in coastal regions where onshore propagating trains of gravity 

waves are reflected from the continental boundary [Bromirski and Duennibeir, 2002; 

Ardhuin et al., 2011].  
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Microseisms recorded at seismological stations typically represent sources within a 

few hundred kilometers of the coast [Bromirski et al., 2013]. Although microseisms 

generated through the interaction of two independent wind-wave systems can 

sometimes dominate the coastal seismological signal, such contributions are 

intermittent and short-lived. Strong winds can also develop along the coast in summer 

but are primarily alongshore. This leads to a comparatively weak cross-shore 

component of the directional wave spectra and to greatly reduced double-frequency 

microseismic noise in summer compared to winter.  

3. Seismological observations 

 For this study, we have used the vertical ground velocity component recorded at the 

PGC site (Figure 1) from March 1993 to March 2013. To simplify processing, the 

original series sampled at 40 Hz was low-pass filtered and decimated to 1 Hz 

sampling.  We then segmented the decimated record into block lengths of 4096 s with 

offsets of 900 s (15 min) between adjoining segments. Times were chosen such that 

the first 15-min record is centered at 00:00 UTC on January 1, 1993. Prior to spectral 

analysis, each segment was linearly detrended and smoothed using a Hanning window 

with a half width of 2048 s [cf. Thomson and Emery, 2014]. We then used a Fast 

Fourier Transform (FFT) to derive the spectral power density, ( )kS ω , for each 15-min 

segment (k = 1, 2, ..., N; N = 7×105).  If a given segment had data gaps, the power 

spectrum for that segment was classified as missing (NAN). Each spectral estimate 

extends from the Nyquist frequency (0.5 Hz) to the segment sampling frequency 

(2.44×10-4

As illustrated by Figure 2a, the spectral density of the high-frequency 

microseismic signal (periods < 10 s) greatly exceeds that of the low-frequency signal 

 Hz), corresponding to periods of 2 to 4096 s. Each windowed spectral 

estimate has roughly 1.6×2 degrees of freedom. 
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arising from long period swell and infragravity waves (periods > 40 s; often referred 

to as the Earth’s “hum”; Webb, 2007). The seismic record also shows a marked 

spectral roll-off for periods less than 3 s.  Visual comparison of Figure 2a with Figure 

2b reveals that the high frequency seismic signal variations have a near one-to-one 

correspondence with variations in high frequency bottom pressure recorded at Ocean 

Drilling Program (ODP) CORK site 1026 located in 2660 m of water off the west 

coast of Vancouver Island (Figure 1). In contrast, the relatively intense bottom 

pressure variations in the infragravity wave band in Figure 2b are not present in 

Figure 2a. The strong similarity between the high frequency components of the two 

data records, supported by similar results we have derived for nearby bottom pressure 

sensors at Ocean Networks Canada cabled observatory locations in Barkley Canyon 

and slope site 889, confirms that the microseismic signals are generated quite locally 

by wave-induced bottom pressure fluctuations.  

Because our focus is on microseismic activity, we truncated the ends of the 

15-min seismic spectra at periods of 3 and 7 s and then calculated the integrated 

spectral density, kS , over the range of 3 to 7 s. Spectra at periods longer than 7 s 

typically display sloping (i.e., time varying) distributions characteristic of highly 

dispersive swell with periods longer than 14 s arriving on the west coast from as far 

away as the Southern Ocean, which are not representative of regionally forced wind 

waves. Spectra with periods less than 3 s are associated with wind waves with periods 

less than 6 s, which contribute little to the integrated spectra. Thus, integrated spectra 

are primarily determined by vertical ground motions with periods of 5±2 s.  

Short-duration seismic wave trains from earthquakes are evident throughout 

the 15-min spectra (Figure 2a) and can lead to anomalously high spectral values. 

Rather than removing individual earthquake events, we eliminated their effect by 
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calculating the median value, 
m
jS , for running 6-hr segments of the band-integrated 

seismic spectra (j = 1, 2, ..., M; M << N).  Six-hourly data segments with fewer than 

16 spectral values were designated as missing. Of the roughly three-quarters of a 

million six-hourly values in the 20-year PGC record, only 9.8% were designated as 

missing. For periods less than 10 s, the median spectral time series of the PGC record 

closely resembles that for the CORK pressure record (Figure S1), thus confirming the 

strong link to high frequency bottom pressure variations. 

4. Determination of the spring and fall transitions  

To compare our seismologically derived results with traditional wind-derived 

upwelling indices, we have used the cumulative upwelling index (CUI) approach of 

Bograd et al. [2009]. The method is based on time series of the mean upwelling 

index, UI, which is equivalent (except in equatorial regions) to the alongshore 

component of wind stress, τy, through the relationship, UI  = -τy/(ρf); ρ is the water 

density and f is the local Coriolis parameter. Because τy 

1

J

J j
j

CUI UI
=

=∑

is positive in the poleward 

direction, upwelling occurs during times of negative (equatorward directed) wind 

stress. An advantage of the cumulative upwelling index, , and the 

slightly modified version  

J

J

j
jyJ fCUICUI ρττ −==∑

=1
,,                                                 (3)  

used in this study, is that it does not require event-detection algorithms to pick out the 

transition dates in the time series. Specifically, CUIτ  defines the spring transition as 

the Julian day, J, from the beginning of the calendar year when the cumulative 

upwelling reaches its maximum value (j = 1 corresponds to 0300 UTC on 1 January); 

here, upwelling is negative and downwelling is positive.  Similarly, the fall transition 
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corresponds to the day when the cumulative upwelling reaches its minimum value. 

Note that because we use wind stress directly, the sign of CUIτ

The variable CUI

 is consistent with the 

results to be derived from the seismic data but is the reverse of CUI used by Bograd et 

al. [2009].  

τ has been calculated using the gridded (1.9o latitude × 1.9o 

longitude) wind stress (momentum flux) data from the NCEP/NCAR Reanalysis-1 

data set [Kalnay et al., 1996; Kistler et al., 2001], which is coarser than the 1o × 1o 

grid resolution of the U.S. Navy Fleet Numerical Meteorological and Oceanography 

Center (FNMOC) data used by Bograd et al. [2009]. As with Bograd et al. [2009], we 

use 6-hourly values in order to capture as much of the available wind stress variability 

as possible. Time series of CUIτ

Prior to generating a cumulative upwelling index from the microseismic 

record, we first replaced zeroes in the 6-hourly microseismic spectral time series,

 for Reanalysis-1 sites off southwest British 

Columbia, central Washington and northern Oregon for 2012 are presented in Figure 

3a. As was the case for 2012, the spring and fall transition dates for the three wind 

sites (Figure 1) typically differ by only a few days. However, as Figure 3a also 

illustrates, this difference can jump by several weeks if the cumulative sums have a 

broad flat peak; differences in peak values may be small but there can be major 

differences in their respective timing dates. There is no formal methodology for 

providing confidence estimates for timing dates derived from the wind stress or UI 

records.  

m
jS , 

with NAN (missing) and then transformed the series to ( )log
m
jS .  In addition to 

enabling us to use standard statistical methods, the log-transform has a physical 

justification in that the energy of the wind waves generating the microseisms has a 
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power-law dependence on wind duration, speed and fetch [Komen et al., 1994; 

Ardhuin et al., 2011]. To more closely emulate the positive and negative phases of the 

upwelling index (UI), we next generated 6-hourly residual time series 

( ) ( ) ( )log log log
m m m
j j jS S S

∗

= − by subtracting a year-specific mean, ( )log
m
jS  

(defined in the next section), from the spectrally integrated seismic record for each 

year. The calculation of residual time series should also prove useful when applying 

the cumulative sum method to regions, such as southeast Alaska, that lack distinct 

seasonally reversing prevailing wind directions. In this case, the transitions would 

demark changes between strong and weak downwelling periods.  

We have determined the seismic cumulative upwelling index,  

,
1
log( )

J m
jS J

j
CUI S ∗

=

= ∑                                                      (4)  

for the PGC site for 1993 to 2013 by integrating the 6-hourly residual seismic record 

( )log ( )
m m
jS S t

∗

≡  starting at time t = 00 hours on 1 January of each year. Of the 

various possible choices for averaging periods for the log-transformed seismic 

records, we confined our analysis to those for 1 January-31 May, 1 January-30 June, 

and 1 January-31 July since they bracket the period when the spring transition is most 

likely to occur in the region.  Figure 3b presents the CUIS  for the three averaging 

periods for 2012. Except for 1998, which has missing seismic data in early February 

and for which the spring transition date is ambiguous regardless of averaging period 

(Figure S2), the January-June averaging period yielded spring and fall transition times 

that agreed most closely with those based on visual inspection of all years and was 

selected to define the nominal seismic transition dates and other seasonal parameters. 

Transition dates for averaging periods January-May and January-July straddle those 
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for the January-June period and can be used to gauge the uncertainty in the 

seismically determined transition dates. Support for this approach is derived from the 

fact that the spring transition dates based on the January-June period agree with one or 

both of the dates obtained using the January-May and January-July averaging periods. 

Similar results are obtained for the fall transition dates. (For 1998, the Spring 

Transition date is based on the January-May averaging period since it has the least 

ambiguous CUIS  

5. Results and Discussion 

distribution.) 

As illustrated by Figure 4a, the 20-year time series of the spring transition calculated 

using CUIS  for the PGC seismological site differs from the corresponding CUIτ  series 

obtained for the alongshore wind stress for the Reanalysis-1 sites off British 

Columbia, Washington and Oregon. The greatest difference is the exaggerated 

interannual variability in the wind-derived spring transition series compared to the 

seismically derived series.  As in 2001 and 2005, the wind records sometimes yield 

highly anomalous spring transition times relative to the long-term mean, which does 

not occur in the seismic data. Differences in the spring transitions derived from the 

two types of data are as large as 50 days, and differences of 30-40 days are not 

uncommon. This contrasts with typical differences of only days among the three 

transition series derived using the Reanalysis winds (Table S1). In addition to the 

yearly differences, findings show that the mean wind-derived spring transition dates 

for southern British Columbia, central Washington and northern Oregon (mean ± 

standard deviation of 4 April±27 d, 6 April±26 d, and 7 April±29 d, respectively) are 

earlier than the mean seismically derived date of 10 April±17 d and have twice the 

standard deviation. The seismically-defined spring transition series also has a negative 

trend from 1993 to 2002, which is not present in the wind-derived series.   
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As with the spring transition, the wind-derived fall transition series are similar 

for the British Columbia, Washington and Oregon coasts but have much greater 

interannual variability than the seismically derived fall series (Figure 4b; Table S1). 

Again, differences in the fall transition times between the two types of data can differ 

by as much as 50 days.  The mean fall transition times derived from the wind data for 

the British Columbia, Washington and Oregon sites (17 October±20 d, 16 October±17 

d, and 20 October±20 d, respectively) are considerably later than the seismically 

derived date of 7 October±11 d (JD 280±11 d) and have twice the standard deviation. 

Similar differences are found between the wind-derived and seismically derived 

summer duration time series obtained by subtracting the fall and spring transition 

dates (Figure 4c). The mean summer duration for the seismic record (180±22 d) is 

markedly shorter than the summer duration for the wind stress records (~195±30 d). 

One reason for the differences between the two methods is that the wind-

derived spring transition date is sometimes determined by a short burst of upwelling- 

favorable winds in late winter or early spring that follow a sustained period of 

downwelling. Such events can occur during strong outflow wind conditions that 

accompany the formation of high pressure over the Arctic in winter. Even though 

conditions return to a protracted period of strong downwelling-favorable winds within 

a few days (as in early February 2001), the wind-based CUIτ  algorithm picks the 

early peak value as a very early “false spring” transition. Similarly, a sudden 

downwelling event a month or so after the apparent end of winter can cause the CUIτ  

In summary, microseismic records of vertical ground velocity from land-based 

seismological stations can be used to delineate the spring and fall transitions in the 

northern California Current upwelling system where microseisms are dominated by 

to remain high, leading to a peak in late spring, as in May 2005.  
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the double frequency wave reflection generation mechanism in winter (Ardhuin et al., 

2011, 2012). By extension, it might be possible to use the global network of seismic 

stations to examine biologically relevant processes in coastal regions of the World 

Ocean. While we favor the seismically determined transition times over the wind-

derived times, just which sets of transition dates most closely relate to interannual 

variations in coastal primary production remains an open question that we leave to a 

more detailed follow-on study.   
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Figure 1. Upwelling domains and prevailing currents off the west coast of North 

America. Also shown are locations of the PGC seismic station (star at 48° 39’ N; 123° 

27’ W), the three NCEP/NCAR Reanalysis-1grid points off the British Columbia, 

Washington and Oregon coasts (open squares at 48° 34.2’ N, 125° 37.5’ W; 46° 40.0’ 

N 125° 37.5’ W; and 44° 45.7’ N, 125° 37.5’ W, respectively) and the bottom 

pressure recorders (triangles) at ODP borehole CORK 1026 (47° 45.8’ N, 127° 45.6’ 

W) and Ocean Networks Canada (ONC) location 889 (48° 40.2’ N, 126° 50.9’ W). 

The Barkley Canyon bottom pressure recorder is near the northern Reanalysis site.  
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Figure 2. Time series of 15-min spectral estimates derived using 1 Hz seismic vertical 

velocity and ocean bottom pressure records for the west coast of Canada during 2012. 

(a) Spectral density, Sk(ω), in (m/s)2/Hz for the seismic record from the PGC 

seismological station and (b) same as (a) but in (dbar)2/Hz for the bottom pressure 
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spectra from 2660 m depth at CORK site 1026 in Cascadia Basin (1 dbar = 104

  

 Pa). 

Gray segments denote gaps in the original data or times of anomalously low spectral 

values. The gap in the seismic record during February 1998 was due to instrument 

failure while that in July 2012 was the result of a lightning strike.   The gap in 1998 

was filled using linear regression of the microseismic record against the significant 

wave height measured at meteorological buoy MB46206 off southwest Vancouver 

Island (48° 34.2’ N, 125° 37.5’ W) for the two weeks preceding the gap (Figure S2); 

the 2012 gap was left unfilled as it did not affect transition times.  
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Figure 3. Time series of input data (thin lines) and resulting cumulative upwelling 

indices (thick lines) for southern British Columbia and the Pacific Northwest of the 
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United States for 2012. Vertical lines give the derived dates of the spring and fall 

transitions. Peak input values outside the plotting range have been labelled.  (a) 

Cumulative upwelling index, CUIτ , based on six-hourly alongshore wind stress for 

the three Reanalysis-1sites (Figure 1); and (b) Cumulative upwelling index, CUIS, 

calculated using the six-hourly spectra of vertical ground velocity at the PGC site. 

CUIS

  

 values for the averaging period January-June (in bold) are considered most 

representative of the annual upwelling cycle for the study region.  
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Figure 4. Time series of transition dates in Julian days derived from the alongshore 

component of wind stress off southwestern British Columbia and from the integrated 

seismic ground motion spectra for the PGC site. Julian day 1 corresponds to January 

1. (a) Spring transition; (b) Fall transition; and (c) summer duration. Seismically-

derived values (solid lines) in each panel are for the nominal January-June averaging 

period. 

 


