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New experiments have been carried out in a large laboratory channel to explore 
the structure of turbulent motion in the water layer beneath surface gravity waves. 
These experiments involve pure wind waves as well as wind-ruffled mechanically 
generated waves. A submersible two-component LDV system has been used to 
obtain the three components of the instantaneous velocity field along the vertical 
direction at a single fetch of 26 m. The displacement of the free surface has been 
determined simultaneously at the same downstream location by means of wave 
gauges. For both types of waves, suitable separation techniques have been used 
to split the total fluctuating motion into an orbital contribution (i.e. a motion 
induced by the displacement of the surface) and a turbulent contribution. Based on 
these experimental results, the present paper focuses on the structure of the water 
turbulence. The most prominent feature revealed by the two sets of experiments is 
the enhancement of both the turbulent kinetic energy and its dissipation rate with 
respect to values found near solid walls. Spectral analysis provides clear indications 
that wave-turbulence interactions greatly affect energy transfers over a significant 
frequency range by imposing a constant timescale related to the wave-induced strain. 
For mechanical waves we discuss several turbulent statistics and their modulation 
with respect to the wave phase, showing that the turbulence we observed was deeply 
affected at both large and small scales by the wave motion. An analysis of the phase 
variability of the bursting suggests that there is a direct interaction between the waves 
and the underlying turbulence. mainly at the wave crests. Turbulence budgets show 
that production essentially takes place in the wavy region of the flow, i.e. above 
the wave troughs. These results are finally used to address the nature of the basic 
mechanisms governing wave -turbulence interactions. 

1. Introduction 
The turbulent layer below a wavy free surface is one where turbulence can interact 

with a strongly energetic organized or random motion forced by an external agent, 
namely the displacement of the free surface. While the interactions between a wave 
field and a non-uniform mean current have been the subject of much theoretical and 
experimental work, wave-turbulence interactions have received comparatively little 
attention. Although it is more difficult to formulate the wave-turbulence interaction 
problem, there is a major fundamental interest in its investigation. This interest 
originates from the fact that turbulence and surface waves are two very different kinds 
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of motions. One is basically three-dimensional and rotational (and thus dissipative) 
while the other is often, at least at large scales, nearly two-dimensional and potential 
(and thus conservative). There are also clear practical interests in the understanding of 
such interactions since turbulence near the free surface governs or at least influences 
many processes like gas and heat transfer across the interface, mixing in the upper 
layer of the oceans, prediction of wave growth rates, etc. Dealing with wave prediction 
for example, Belcher, Harris & Street (1994) showed that the wave growth rate was 
reduced by a factor of 2 when the turbulence in the water was accounted for in their 
analytical model of wave generation by the wind stress. 

The primary motivation for the work reported in the present paper arises from 
the basic question : Can significant wave-turbulence interactions appear below a 
wavy free surface? This question can also be formulated concretely in the form: 
Does the turbulent structure in the top layer of water at a wavy air-water interface 
scale with laws valid for wall-bounded flows? Laboratory investigations reporting 
primary turbulence statistics usually give a positive answer to the latter question 
(Lin & Gad-el-Hak 1984; Terray & Bliven 1985; Yoshikawa et aE. 1988; the wind- 
wave experiments of Cheung & Street 1988, hereinafter referred to as CS; and our 
own experiments, Magnaudet & Thais 1995, hereinafter referred to as I). In all these 
investigations the levels of the non-dimensional root-mean-squared (r.m.s.) turbulent 
velocities are found to be similar to those observed near rigid walls, leading to 
the provisional conclusion that random wind waves have no discernable effect on 
turbulence, even in the presence of significant wave breaking under strong wind 
conditions. To our knowledge, the only exception to this conclusion is the part 
of CS’s experimental study devoted to the turbulent statistics beneath mechanically 
generated waves ruffled by light winds. In these experiments, CS noticed a significant 
enhancement of the non-dimensional r.m.s. turbulent velocities with respect to levels 
observed in a wall layer and with respect to all previous laboratory studies using pure 
wind waves. 

The obvious constraining factor in laboratory channels is the limited fetch. Within 
these studies the fetch is always on the order of 10m. While the turbulent layer is 
fully developed at a fetch of this order, the wave field is obviously not. The direct 
consequence of using large mechanically generated two-dimensional waves, as CS did, 
is to artificially increase the fetch and thus the wave energy for a given wind. Hence, 
the second question that naturally comes to mind is whether the fetch is the only 
relevant parameter affecting turbulence dynamics and any possible wave-turbulence 
interactions, or if the structure of the wave field, random or periodic, needs also be 
considered. 

Field studies avoid the problem of a limited fetch. Unfortunately, comprehensive 
field measurements in the topmost layer of water are quite scarce. First there is 
the difficulty of making accurate and non-perturbing measurements. Secondly the 
rapid variability in both the direction and the intensity of the wind can complicate 
interpretation of field data. Finally there is the difficulty of identifying the real 
turbulent velocity. because of the superposed random movement induced by the 
surface displacement (Kitaigorodskii & Lumley 1983). The last of these problems 
is also encountered in laboratory experiments but is more difficult to solve in the 
field. The wave-related motion in the top layer of the ocean is usually several orders 
of magnitude larger than the turbulent movement, whereas the order of magnitude 
of both motions is closer in usual laboratory experiments. This is why most field 
studies usually do not identify the turbulent kinetic energy but rather estimate its 
dissipation rate, e T ,  from velocity spectra. Notwithstanding, significant discrepancies 



Turbulent structure beneath surface gravity waves sheared by the wind 315 

appear amongst available eT estimates (see Terray et al. 1996, for a thorough review). 
While some studies show general agreement between fT and the wall scaling (e.g. 
Dillon et al. 1981; Jones 1985), others show substantial differences. For example, 
Kitaigorodskii et al. (1983) performed field measurements on Lake Ontario from a 
fixed tower. They used a linear separation of wave-induced and turbulent motions 
(Benilov, Kouznetzov & Panin 1974) and found that both the turbulent kinetic energy 
and its dissipation rate were dramatically increased with respect to usual shear flows. 
Using new data collected on the same site, Agrawal et (11. (1992) found that eT was 
higher than the wall scaling by 2 orders of magnitude. Gargett (1989) reported 
analogous behaviours at sea. 

Thus evidence exists showing that turbulence below wind waves does and does not 
obey wall scalings. Those who believe that turbulence is enhanced below deep water 
waves usually consider wave breaking responsible for production of the turbulence 
beyond shear-driven turbulence. While such a statement clearly applies in strong seas, 
where conspicuous intermittency of the sea state pleads in this direction, it is not yet 
clear whether it applies under gentle wind conditions. The ambiguity of the term 
‘breaking’ was emphasized in the review of Banner & Peregrine (1993). In addition to 
large breakers the significance of small-scale breakers having amplitudes of a couple 
of cm has been realized at sea. Recently Longuet-Higgins (1992) provided evidence 
that a capillary breaker can generate high vorticity near the crest of larger gravity 
waves. Opposed to theories of wave breaking, in fact yet to be built (Banner & 
Peregrine 1993), stand theories of wave-turbulence interactions involving coupling 
between the mean current, the wave motion, and the turbulence (Magnaudet & 
Masbernat 1990). One goal of this study is to determine whether the former theories 
can hold under gentle wind conditions. 

Moreover, while efforts have focused on global energetics and dissipation, little 
attention has been devoted to understand the energetic events that take place below 
a wavy free surface. To address the basic issues raised above, and given the possible 
influence of scaling, most notably the relative sizes of orbital and turbulent motions, 
it would seem helpful to make highly controlled laboratory experiments with wave 
scales that are closer to those formed in the field. Such experiments, performed in 
the large Air-Sea Interactions Facility of the ‘Institut de Mkanique Statistique de la 
Turbulence’ in Marseille are the subject of the present paper. The experimental device 
and signal processing techniques are presented in $2. Next $3 and $4 emphasize the 
effects of strong wave-turbulence interactions on the turbulent field : $3 deals with the 
global energetics of the turbulence while 54 examines its spectral properties. As we 
discuss in 55, when the waves are periodic the dynamics of the turbulent field can be 
analysed in detail. This section deals with the modulation properties of the turbulence 
and the characteristics of the bursting events below such waves. Finally, the problem 
of the nature and occurrence of wave-turbulence interactions is addressed in $6. 

2. Experiments and signal processing 
2.1. Experimental conditions and measurements 

The experiments were conducted in the large Air-Sea Interactions Facility of the 
‘Institut de Mkanique Statistique de la Turbulence’ (now IRPHE-IOA) in Marseille. 
Both wind waves and mechanical waves can be generated in this facility described by 
Coantic et al. (1981). The dimensions of the test channel are: 40 m long, 2.6 m high, 
3.2 m wide. The measurements described below were made at a single downstream 
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position (fetch) of nearly 26 m at fixed elevation, i.e. varying submergence beneath 
the wavy interface. During all the experiments the water depth H was set to 90 cm 
so that the waves considered here are deep water ones (the largest wavelength being 
about 1.6 m implies k H  = 3.6, k denoting the peak wavenumber of the wave field). At 
the downstream end of the channel is a dissipative beach with a reflection coefficient 
lower than 8% for the waves generated in the present work. 

Two series of experiments were carried out: 

E l :  pure wind waves (air free-stream velocities U,  = 4.5 ms-', 5.9 ms-', and 
7.8 m s-') 

E2: periodic waves ruffled by a light wind (air free-stream velocities 3.0 ms-', 
4.5 ms-', and 5.8 ms-' an additional experiment with no wind being used as refer- 
ence). 

During experiments E2 a piston-type wavemaker located at the upstream end of 
the channel was used to generate two-dimensional periodic surface waves having a 
frequency f o  = 1/To = 1.0 Hz and an amplitude a = 27.0 mm (wave slope ak = 0.106, 
where k is the wavenumber). 

The experiments consisted of measuring the wave field at two nearby locations 
aligned on the centreline of the channel and the water velocity in the three space 
directions along the vertical axis situated at the same fetch as one of the wave gauges. 
In the following u, v and w denote the velocity components along the streamwise 
(x), spanwise ( y )  and vertical (z) axes, respectively, z being directed upwards and its 
origin, z = 0, taken at the mean water level. The wave height, denoted q ,  is measured 
with respect to the mean water level. The time evolution of q was recorded with 
the aid of capacitance-type gauges. The water velocity was simultaneously measured 
with a Doppler velocimeter operating in back-scatter mode. A full description of the 
optical and traversing systems, probe support mechanism, etc., can be found in I or 
in Thais (1994). Here emphasis is put on the improvements made with respect to I. 
These improvements mainly concern the velocity field measurements. 

The laser beams were transmitted with a submerged 2-component optical fibre 
system DANTEC 60x17 using the blue and green lines of a 5 W Ar-Ion laser 
SPECTRA PHYSICS 167, whereas a one-component fibre was used in I. Positioning 
of the submerged laser head along the vertical direction, z ,  was performed with 
a high-precision electronically driven traverse system. The precision on the probe 
positioning is k0.05 mm. The upper limit of the measuring elevation was chosen as 
close as possible to the wave troughs to avoid interception of the laser beams by the 
free surface. For experiments E2 the smallest distance between the troughs of the 
large periodic wave and the upper position of the probe volume measure is between 2 
and 4 mm (depending on the wind speed). Careful tests showing that no discernable 
disturbance is introduced in the flow by the submerged laser head have already been 
reported in I. The Doppler signals recorded over periods of 512 s were processed 
with two DANTEC 57N10 Burst Spectrum Analysers, BSA, whereas one frequency 
tracker was used in I. The irregularly sampled velocity signals issued by both BSA 
were stored with the aid of a first personal computer (PC1). Simultaneously, the 
two wave height signals were regularly acquired at a constant rate 200 Hz on a 
second computer (PC2) physically synchronized with PC 1. The originally irregularly 
sampled water velocity was later resampled at the same constant rate (200 Hz) as the 
regularly sampled wave height. Resampling was performed with the reconstruction 
algorithm documented in Veynante & Candel (1988). This method was found more 
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- u, $0 " ($)' /? J. = 2n/k 11, UI 
( ms- ' )  ( Hz) ( ms-') ( m m )  ( c m )  ( m m s - ' )  ( cms- ' )  

Wind Waves (E  1 ) 
4.5 2.3 0.85 6.0 29.8 7.0 11.1 
5.9 2.0 0.95 9.1 37.2 8.9 15.1 
7.8 1.8 1.0 13.0 45.6 13.0 20.6 

Mechanical Waves (E2)  
0.0 1.0 1.69 18.8 169 0.0 1.6 
3.0 1.0 1.75 19.5 169 4.5 7.9 
4.5 1.0 1.64 19.8 154 6.0 11.2 
5.8 1.0 1.59 21.2 145 8.2 15.6 

TABLE 1. Experimental conditions and characteristic scales. U 7 .  air free-stream velocity; f'o, peak 
wave frequency; c. celerity of the peak wave; (g)"'. root mean square of the wave elevation; i. 
peak wave length; ti*, water friction velocity; U,, Lagrangian surface drift. 

accurate than linear interpolation or 'sample-and-hold' algorithms. Careful tests of 
the reconstruction algorithm were performed on simulated LDV data to check for 
aliasing and statistical invariance with respect to the original irregular data (for 
further details, see Thais 1994). 

In addition to wave height and water velocity measurements, the mean streamwise 
air velocity profile was determined with a Pitot static tube. The surface shear velocity 
in the air, u * ~ ,  was inferred from the logarithmic part of this velocity profile, assuming 
a von Kirman constant ti = 0.4. As pointed out in $3.2 water turbulence statistics 
reported in the present paper are normalized with the friction velocity in the water, 
u,. We calculate u, from the matching of the shear stresses at the mean water level, i.e. 

7 7 

PI1 % = p a q ,  (2.1) 

where p,% and pa are the water and air densities, respectively. Assumptions leading to 
(2.1) are discussed in $3.2.1. 

The Lagrangian surface drift Cii was also determined by recording the time nec- 
essary for paper punchings to travel a known distance (= 2.5 m) delineated by two 
strings and averaging the results over 20 realizations. 

Table 1 summarizes the characteristic scales for the complete set of experiments. 

2.2. Whiz-turbulence decomposition 
Over the last 20 years there has been a continuous refinement of the various methods 
available for deriving the velocity field beneath random waves from a single-point 
measurement of the surface elevation (see Thais & Magnaudet 1995, hereinafter re- 
ferred to as 11). Most of these methods find their motivation in engineering problems 
such as calculation of wave forces on coastal or off-shore structures. Our objective 
in the present work is quite different since it  lies in the extraction of the turbulent 
component superimposed on the wave motion when the wind blows. Much of the 
earlier work was based on the linear model of a random sea (see Donelan, Anctil 
& Doering 1992 for an excellent review), i.e. the waves were assumed potential and 
linearly superposed. 

In this work we used two diiTerent separation schemes described below according 
to the nature of the wave field (pure wind waves or mechanically generated ruffled 
waves). Since the wave field was only characterized by single-point measurements, 
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no information was available on the angular spreading of the waves with respect to 
the direction of the wind. Thus both separation methods are two-dimensional, i.e. 
no separation was performed on the spanwise fluctuation v. However, in the context 
of pure wind waves (most likely more three-dimensional than mechanical waves), it 
was shown in I that in a range of wind speeds comparable to those of the present 
experiments only a few percent of the r.m.s. of v were due to the orbital motion. 

2.2.1. Wind waves ( E l )  
In I1 it was emphasized that it is incorrect to consider the wave-related motion 

as purely potential when wind waves travel on a mean sheared current. It was 
demonstrated in I that wind waves generated in short-fetch laboratory channels 
strongly disturb the vorticity associated with the mean drift and that substantial 
wave-related vorticity exists. More precisely, near the surface the rotational part of 
the orbital motion was found to contain nearly 20% of the total r.m.s. orbital velocity. 
As a consequence, linear techniques assuming a potential behaviour of the orbital 
motion are clearly inadequate for such waves. This is the reason why our data from 
experiments E 1 have been processed using the nonlinear triple decomposition method 
(TDM) thoroughly described in I1 and summarized here. Basically the fluctuating 
water velocity v is split into three contributions 

(2.2) 

where C p  and CR are the potential and rotational wave-related components and u’ is the 
remaining turbulent contribution. The first stage of the TDM consists of computing 
the time evolution of C p  by means of a least-square optimization algorithm solving 
both the nonlinear kinematic and dynamic boundary conditions written on the real 
free surface (Jiang, Street & Klotz 1990). The second stage consists of subtracting 
i j p  from u and correlating the realization u - i j p  with the wave elevation so as to 
extract the spectral features of E R  and v‘. The key hypothesis of the TDM is that 
all the wave components travel at the unique phase speed c of the spectral peak 
(non-dispersive behaviour), which means that each wave component is frozen in the 
frame of reference moving at speed c. Experimental results (Ramamonjiarisoa 1974) 
and theory (Lake & Yuen 1978) support this behaviour for wind waves generated in 
laboratory channels, especially under strong wind conditions. Phillips (198 1) attributes 
this property to the enhanced short-crestedness of waves generated in wind tunnels 
and subsequent destruction by breaking of the free-wave components. Careful tests 
were carried out in I1 and showed that the velocity field beneath laboratory wind 
waves is accurately predicted using this assumption. 

= C p  + CR + U’, 

2.2.2. Mechanical waves ( E 2 )  
Blowing a light wind over a two-dimensional periodic wave field (with wave 

period TO) causes the growth of a turbulent layer in the water. This physical 
situation is intuitively different from pure wind waves. For periodic waves the most 
natural decomposition scheme of the water velocity happens to be a phase averaging 
identifying the long-wave component, 

. Nw-1 

where N w  is the number of available wave groups with wave period To. This 
technique has many advantages. In particular it does not assume linearity or potential 
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U ,  ( m s-I) 0.0 3.0 4.5 5.8 
E , ,  0.1 2.5 3.7 8.4 

TABLE 2. Energy carried by the short waves, E,,, = 100(YjsM/T), in experiments E2 for various air 
free-stream velocities U , .  

behaviour for the wave-related motion. The ‘turbulent’ velocity field V T  is defined as 
the non-periodic part of the velocity, namely 

VT = 2)  - ( v ) .  (2.4) 

Phase averaging is not as straightforward as it would seem. The difficult point is 
to achieve an accurate computation of the wave period To because (2.3) involves a 
large number of waves (Nw o 512) for the sake of statistical convergence. Any error 
of the order of the sampling period Ts = 1/200 s would propagate through one wave 
period over 200 waves, each having a frequency of approximately 1 Hz. To avoid 
this pitfall the following strategy was adopted. A first guess for TO was computed 
by counting the zero-crossings of q with positive slope. An iterative procedure was 
then used with the first guess as initial value. The iterative scheme proceeded until 
the amplitude a of the phase average of q was found to be a maximum. Tests with 
simulated data demonstrated that the final precision for the wave period is of order 
+4.1OP5 s. 

Unfortunately, if the mechanical wave is initially two-dimensional and periodic, the 
wind generates short random waves riding over the longer one. Thus q is actually the 
sum of the periodic wave elevation ( q )  and the short-wave component, say qSw, 

ul = ( q )  + V W .  (2.5) 
Then, the total wave-related velocity is the sum of the periodic component and of the 
component induced by the short waves ij,,,, i.e. 

c = ( v )  + ESM., ( 2 . 4 )  

whereas the ‘real’ turbulent velocity field is written 

vf  = V T  - v,, . - 
To check whether or not it is important to account for the energy carried by the 
short waves at the measuring fetch, the phase average ( q )  of the wave elevation was 
subtracted out of the total wave elevation. The variance of the short waves was 
computed through qSM. = ( q  - ( q ) ) l ,  where the overbar stands for time averaging. 

Table 2 shows fi,,,,/q as a function of the wind speed. It can be seen that tisw 

contains up to 8% of the total energy of the wave field. Such levels imply that a 
simple phase average is insufficient to identify properly the turbulent velocity field. 
This point has already been singled out by CS, even though they found that not 
much energy was carried by the short waves owing probably to the shorter fetch in 
their experiments. CS overcame the problem with a linear spectral estimate of the 
r.m.s. velocity (E)‘/2 induced by the short waves. They subtracted from and 
w $ ,  which were their turbulent variances estimated, as a first approximation, from 
phase averaging (equation (2.4) above). This technique has the serious drawback of 
acting on the mean-square statistical quantities; as a consequence, the time history of 
the turbulent signal v ’ ( t )  remains unknown. 

- 
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FIGURE 1. Illustration of the linear superposition technique (LST); (a) ripples qcx = q - ( q )  

(b)  -, u,, computed with q3%,; - 3 u - (4. 

When considering the objective of computing the time evolution of u’(t) ,  the TDM 
is not more suitable than phase averaging. The main reason for this is that the 
non-dispersive hypothesis is inappropriate for experiments E2 owing to the relative 
weakness of the wind energy input with respect to the energy carried by the dominant 
wave. Indeed, the nonlinear model of wind waves developed by Lake & Yuen (1978) 
does not apply for ripples overriding a long linear wave. 

An alternative is to compute the time evolution of G,,(t) from ysw(t) with the linear 
superposition technique (LST) developed by Donelan et al. (1992). This technique 
is appropriate for linear random waves each propagating at its own phase speed 
given by the linear dispersion relation. In brief, the method consists of Fourier 

transforming the wave height ysw = C a, exp b(knx - w,t + On)]  and assuming that 

the wave motion derives from the deep water velocity potential 

N 

n= 1 

N 

Qsw = j s  exp(k,z) exp [i(knx - w,t + O n ) ] ,  
O n  n= 1 

where j = a and the radian frequency is w, = (gk,) lI2.  The potential Q is 
reconstructed by successively adding shorter wave components. Rather than applying 
directly the LST to y, we first compute the phase average of y and apply the method 
to the short-wave elevation ySw. The reason for this is that since (y)  is by far the 
dominant contribution to the surface elevation (it actually contains the wave at 
frequency l/To and its bound harmonics), nearly all the nonlinear and rotational 
contributions in the orbital motion lie in ( u ) .  For example features like a possible 
phase lag between (u) and (w), which are likely to be prominent at the dominant wave 
frequency, are captured within the phase average. The efficiency of the overall method 
is illustrated in figure 1 where typical samples of ysw, ii,,, and u - (u) are plotted. The 
difference u - (u) includes of course ilSw as well as the turbulent velocity component u’ 
due to the wind stress. It is clear that u-(u) and ii,y, are highly correlated proving that: 
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FJcnRr: 2 Vertical profile of +, the streamwise turbulent velocity (2)' ' / u . ,  and 0, the ripples 

- I0  

component (K)' ' / u %  (experiments ~ 2 .  U ,  = 4 5 m s-' 

(a) the LST, as applied in the present work, is efficient for computing the dynamics 

( b )  the velocity GSM. has the same order of magnitude as the turbulence. 
of the short waves overriding the long waves; 

As a better illustration of this, figure 2 shows a vertical profile of (%)'/' and (u'2)1/2 at 
the intermediate wind speed 4.5 m s-I. The r.m.s. velocity (E)'/2 is larger than ( $ ) ' I 2  
close to the surface. Therefore it would be wrong to neglect Gs,L. because the turbulent 
level near the surface would be overestimated by a factor as large as 2. Note that cap- 
illarity is not taken into account in (2.8). Capillary ripples must exist around the crest 
of the dominant wave (Longuet-Higgins 1963; Ebuchi, Kawamura & Toba 1987). 
Since our measurements are all located below the trough level the velocities di- 
rectly induced by the capillaries are negligible, owing to their very rapid vertical 
decay. 

3. Energetic properties of the three contributions to the fluctuating motion 
3.1. Wuve-induced motion 

Globally speaking both the potential and the rotational contributions to the wave- 
induced motion exhibit features similar to those that we have already described 
in detail in I. For that reason we will just summarize here the main characteristics 
displayed by these motions in the present experiments. In agreement with our previous 
observations (see I) the vertical profiles of the potential wave-induced motion 
and ($)1/2 (not shown here) collapse within a narrow band when scaled with 
appropriate velocity and length scales. The suitable velocity scale is the integrated 
surface orbital velocity Gps = G,,,(O) deduced from the general expression (see I) 

where S,(f) is the power spectral density of the wave field, c the absolute phase velocity 
of the dominant wave and Un the Eulerian drift current at the mean surface level. 
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The appropriate length scale is the value of the depth z for which G,,(z) = e-'Aps. It 
is the inverse of the peak wavenumber for mechanical wave experiments. 

The profiles of the rotational wave-induced contributions and (not 
shown) have been found to be of significant magnitude in experiments E l  as in I. 
In experiments E2 the rotational contribution lies within ( u )  and was not analysed 
separately. Near the surface, (@1/2 reaches 20% of iips, whereas (@)1/2 is systemat- 
ically half this level. Both profiles have quite different decays. As already discussed 
in I these trends prove that (@)1/2 and (@)1/2 characterize really a rotational motion 
and are not velocities associated with free waves which would be spuriously rejected 
by the first step of the separation method. The fact that the rotational contribution 
is found to be of significant magnitude confirms our primary conclusion in I: the 
wave-related motion cannot be regarded as purely potential in the case of active 
generation by the wind shear. The mechanisms able to generate a wave-related 
vorticity were discussed in I. The conclusion supported by our measurements was 
that, under laboratory conditions, the vertical inhomogeneity of the mean current 
acted to redistribute vorticity between the mean drift and the wave-related motion. 
This conclusion is likely to apply in the present experiments and since our goal is 
to focus this paper on turbulence we do not repeat the analysis here. Moreover 
the specific features displayed by the mean drift will be analysed in another paper 
(Monismith et al. 1996). The role played by the rotational wave-related motion in the 
wave-turbulence interaction mechanisms is addressed in $6. 

3.2. Second-order moments of the water turbulence 
3.2.1. Determination of the water friction velocity, ut 

The appropriate velocity scale of the water turbulence is the water friction velocity, 
u*, deduced from (2.1), expressing the tangential stress continuity at the surface. 
Expression (2.1) is based on the assumption that the entire momentum flux from 
the wind drives the turbulent flow in the water. In other words (2.1) assumes that 
the interface is in local equilibrium with the wind. CS determined u. through a 
least-squares interpolation of --u" up to the mean water level. We find it preferable 
to use shear-stress continuity owing to the specific properties of the water turbulence 
to be described below. The interpolation of --u" in the water would lead to a small 
overestimate of u,. In contrast no unexpected features were observed in the airflow, 
suggesting that the determination of u. through the air mean velocity profile was 
suitable. Our results for the water friction velocity are indeed consistent with CS's 
values at equivalent wind speeds. 

3.2.2. Turbulence statistics 
- Figure 3 depicts the vertical profiles of the dimensionless turbulent kinetic energy 
k,ul = (u'2 + 3 + w12)/2u? found in the present experiments. Also plotted for 
comparison are our data from I and the classical results of Klebanoff (1955) for 
a turbulent boundary layer. The depth has been made non-dimensional with the 
boundary layer thickness, 6, defined as the depth where the turbulent shear stess, m, 
cancels. Within each set of experiments the data collapse into a narrow band. Clearly 
the profiles corresponding to the present experiments E l  and E2 exhibit dramatic 
departures from those observed in wall boundary layers or below laboratory wind 
waves in experiments performed under shorter fetch conditions (see CS and I). For 
example in experiments E l  the maximum non-dimensional turbulent kinetic energy 
is of order 20, and of order 30 in experiments E2. These values are respectively 5 and 
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FIGURP 3. Non-dimensional kinetic energy: ( a )  experiments E2: W, U ,  = 3.0 ms-'; +, = 4.5 ms-' ; 
A, = 5.8 ms-' ( h )  experiments E l :  0, U ,  = 4.5 ms-I; 0. = 5.9 ms-I; A, = 7.8 ms-I. (c) I: *, 
UT =4.5rnsp1 ,  x,=6.8ms~';+,=9.0ms~';~,=13.5ms~';----,Klebanoff(1955). 

7 times larger than the maximum turbulent kinetic energy found in usual boundary 
layers (Klebanoff 1955). With regard to decay laws of the turbulent kinetic energy 
with depth, a power-law fit of each series of experiments leads to a z-',' decay for 
E2, a zPo9 decay for E l ,  while a z-I3 decay was found in I. A slight change of 
slope is noticed in the series corresponding to the strongest wind in I. This behaviour 
discussed in I is related to the three-dimensinal characteristics of laboratory wind 
waves under strong wind conditions. As shown by figure 3 all these decays are much 
more rapid than those observed in wall boundary layers (Klebanoff 1955). 

and (s)1'2 reached maximum values of 2Su,  and 1.5u,, 
respectively. Here similar quantities (not shown) reach maximum values of 3.32~ and 
3.42~ respectively for experiments E l  and 3.8u, and 4 . 0 ~ ~  respectively for experiments 
E2. These maximum values suggest considering the degree of isotropy, defined in the 
vertical plane (x,z) as 

In I and CS 

This ratio is found to be approximately constant along the vertical axis. Averaged 
along the vertical direction z ,  its mean value is R,,, x 1.2 for experiments El, and 
R,,, x 0.9 for experiments E2, in contrast with 1.7 in a usual boundary layer. 

It is worth pointing out that these unusual results also differ dramatically from 
those observed in turbulent layers over small-amplitude wavy terrain (Belcher, Newley 
& Hunt 1993) or over small-amplitude moving waves (Hsu, Hsu & Street 1981). 
The work by Hsu et al. is particularly relevant for comparison since they used 
small-amplitude waves almost identical to ours ( a  = 26.7 mm, ak = 0.107). Their 
experiments show that the perturbations to the air flow are within 10% of the total 
fluctuations. It has long been known that the air flow does not separate over small- 
amplitude waves. Belcher & Hunt (1993) showed how the perturbations to the air flow 
are predicted by a linear theory ascribing the small enhancement of turbulent statistics 
to a non-separated sheltering effect (to leading order). Recirculations occur only over 
large-amplitude undulations; see for example Buckles, Hanratty & Adrian (1984) in 
which flow past a sinusoidal wall with ak = 0.64 is studied. Our experimental 
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conditions clearly do not match with such extreme slopes which anyway cannot be 
sustained by water waves. 

Therefore, the present turbulence levels are substantially different from those found 
in usual flat-wall flows or over small-amplitude waves. In contrast, they are quite 
comparable to those observed on Lake Ontario by Kitaigorodskii et al. (1983). Im- 
pressively high levels of turbulence were observed below wind waves by these authors, 
typically (U'2)'l2 R! (?)'I2 R! 8 . 0 ~  Our results thus confirm that under certain con- 
ditions (to be discussed in $6) the level of turbulence can be dramatically increased 
underneath surface waves sheared by the wind. 

Let us now examine the behaviour of the shear stresses. Since the orbital velocity 
field is not truly potential the shear stress includes a turbulent and a wave-induced 
contribution. Typical profiles of both the turbulent shear stress --u'wi and its wave- 
induced counterpart taken from experiments E l  are plotted on figure 4(a). The 
turbulent shear stress is positive and decays almost linearly with depth. Extrapolating 
this profile up to the mean surface would lead to a non-dimensional surface value 
nearly equal to 1.3. However this extrapolation is highly questionable since crucial 
phenomena (see $6) take place in the wavy region above the troughs that are not 
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described by our measurements. This was our basic motivation for using equation 
(2.1) to determine u.. The wave-related shear stress is also positive and reaches 7.0~: 
underneath the wave troughs. The penetration depth of -Z (defined as the depth at 
which the quantity reaches half of its surface value) is about half of the penetration 
depth of --u". These results are completely different from those of CS who found 
below wind-water waves negative wave-related shear stresses lower than u? with a 
penetration depth 5 times less than the penetration depth of --u/wI. Our results 
indicate that the effects of wave-induced vorticity (the origin of -G, see I) extend 
over most of the turbulent boundary layer and are not confined to the immediate 
vicinity of the surface. The corresponding results for experiments E2 are plotted 
on figure 4(b). This figure shows trends qualitatively similar to those observed with 
wind waves. However, owing to the larger wavelength of the mechanical wave the 
wave-induced shear stress -E decays more slowly and dominates the turbulent shear 
stress over the whole depth covered by the measurements. 

3.3. Dissipation rate 
Since the measurements reveal an unusually high turbulence level it is of primary 
interest to get an estimate of the dissipation rate. For that purpose, starting from 
frequency spectra, a suitable Taylor's hypothesis is required since turbulence is ad- 
vected by a combination of the mean (0) and orbital ( f i p z )  motions. According to 
the model of Lumley & Terray (1983) which was derived for frozen homogeneous 
isotropic turbulence, assuming that iipz >> U ,  the dissipation can be estimated from 
the high-frequency equilibrium su brange of the spectra (far beyond the wave peak, 
f >> f o )  through 

(3.3) 

where C K ,  the Kolmogorov constant, is set to 1.5 and & ( f )  is the power spectral 
density of the turbulent velocity u'. Under the assumptions made by Lumley & Terray 
(1983) the power spectral densities of u' and w' are identical because the orbital motion 
is circular in the (x,z)-plane. Nevertheless, when possible, we estimated the dissipation 
rate using the high-frequency inertial subrange of the streamwise turbulent velocity 
spectra since it was generally better defined on this component. The dissipation rate 
normalized with the wall scaling ep  = z ~ : / K I z J  is reported in figure 5 where it is 
apparent that ep is not an appropriate scaling factor for collapsing the data. 

Our previous results from I and present experiments E l  show a large scatter 
but are largely in agreement with wall levels. One may note however a small 
enhancement in experiments E l  where q- is often twice the wall level in the upper 
layer. Things are clearer for experiments E2 where the dissipation rate is up to one 
order of magnitude larger than the wall level. Although these estimates contain a 
substantial amount of uncertainty, there is a clear connection between the turbulence 
energy level and its dissipation rate: the higher the turbulence level, the higher 
the dissipation. The 'usual' rates are recovered when the waves do not affect the 
turbulence level. Since the turbulent energy is mainly related to the low-frequency 
range of the spectra whereas the high-frequency range is used for estimating the 
dissipation, these results also give additional support to the separation methods used 
to split the velocity fluctuations into wave-induced and turbulent contributions: if 
the very high levels of turbulence reported above were simply the consequence of an 
inaccurate separation, the dissipation rates which involve only frequencies at least 
one order of magnitude higher than the typical wave frequency would keep their 
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FIGURE 5. Non-dimensional dissipation rate; same symbols as figure 3. 

usual values. To our knowledge, this work is the first to report such high dissipation 
rates below laboratory waves under relatively moderate wind conditions. However, 
this behaviour is in full agreement with several field measurements that have already 
found a dramatic enhancement of dissipation in the top of the water column either 
at sea (e.g. Gargett 1989), or in lakes (Kitaigorodskii et al. 1983; Agrawal et al. 
1992). Trends similar to those displayed by eT in experiments E2 have also recently 
been observed in the absence of wind by Nepf et al. (1995) who studied breaking of 
mechanical waves in a laboratory channel. 

4. Spectral characteristics 
4.1. Slopes and energy ratios 

A typical streamwise turbulent velocity spectrum from experiments E l  is shown in 
figure 6(a). This spectrum exhibits a substantial f - 5 / 3  decay on the frequency range 
[0.05,1 Hz]. Another f - 5 / 3  region is observed at higher frequencies beyond 10 Hz (this 
is the subrange from which dissipation was deduced). As previously reported in I, a 
small bump is visible around the dominant wave frequency f o  (here f o  = 2 Hz), the 
origin of which was discussed in great detail by Lumley & Terray (1983). Nevertheless 
the most interesting feature is the occurrence of a f P 3  decay in the frequency range 
[3,10 Hz]. Also plotted on figure 6 is the power spectral density multiplied by f 3  

to show the extent of the f -3  subrange. This remarkable feature was not present in 
I and there seems to be a close connection between its occurrence and the strong 
increase observed in both the turbulence energy level and its dissipation rate. The 
turbulence spectra from experiments E2 display the same trends, as shown in figure 
6(b). A f - 3  decay is again observed on the frequency range [3,10 Hz]. 

Velocity spectra exhibiting a f - 3  decay are usually typical of dynamics where the 
characteristic timescale is the same for all spatial scales. This situation can exist when 
external forces fix this timescale (e.g. the Coriolis force in geostrophic turbulence, 
Pedlosky 1987, the Lorentzian force in MHD turbulence, Sommeria & Moreau 1982). 
Thus the question that arises is whether the waves are able to impose on the turbulence 
a constant timescale over a significative spectral range. Since our measurements 
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FIGURE 6 Typical spectra of the streamwise turbulent velocity - , power spectral density - , f 3 &  (a) Experiments E l ,  U ,  = 5 9 ms-',  ( b )  experiments E2, U ,  = 4 5 ms-' 

involve one-dimensional frequency spectra, this question cannot be answered without 
examining the kinematic processes that could alter the slope of the equilibrium range 
in frequency spectra with respect to the slope of the corresponding wavenumber 
spectra. 

Two such processes can be identified. First, the slope might be distorted if no 
substantial mean velocity is available to bodily transport the turbulence. In this 
case, the usual Taylor hypothesis is invalid. However, the theoretical model of 
Lumley & Terray (1983) demonstrates that near the dominant wave frequency fo, the 
kinematic effect of the orbital velocity field is to transform a usual k - 5 / 3  equilibrium 
subrange into two f-5/3 subranges separated by a pronounced bump. The spectra 
computed by Lumley & Terray show that above the bump (i.e. f 2 f o )  the slope 
continuously decays from the maximum reached at J' = f o  to -5 /3  without any 
tendency to produce an intermediate linear subrange. This is the behaviour exhibited 
in the results described in I. Thus it seems reasonable to conclude that this kinematic 
alteration cannot be the origin of the large f P 3  range found in the present results. 

The second possible process that could alter the slope of the frequency spectra is 
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related to the properties of the wave field itself. Let us consider a random wave field 
with a saturation range as defined by Phillips (1977). Dimensional analysis shows that 
the wavenumber power spectral density S,(k) of such a wave field is commensurate 
with k-3. If the waves are dispersive the wave frequency spectrum S, ( f )  should be 
commensurate with f-’; if they are not dispersive it should be commensurate with 
f - 3 .  To leading order the orbital velocity spectrum is related to S,(f) through 

As a consequence, near the surface 12kzJ << 1, and Ss decays as f - 3  if the waves are 
dispersive and as f-‘  if they are not. This behaviour means that if no separation 
is performed on the velocity signal it is possible to observe a f - 3  subrange in 
the spectrum. For example, Revault d’Allonnes (1982) analysed spectra of the total 
velocity fluctuation and observed a f -3  subrange. In contrast, for experiments E l  
we have filtered the wave-related motion ii out of the total velocity fluctuation with 
the TDM. This method assumes that the waves are not dispersive (see 11) so that 
if this assumption were wrong a f - 3  slope would be present somewhere. However, 
once the potential orbital motion has been filtered within the frame of the TDM, the 
remaining signal is correlated with the wave height q to extract the orbital rotational 
motion i j R .  Hence, if dispersive waves were badly computed in the first step of the 
TDM, their contribution would be projected onto the i j R  spectra, but not onto the 
turbulent spectra. For experiments E2 the first step of the separation method (phase 
averaging) makes no assumption about the nature (dispersive or not) of the dominant 
wave while the second step explicitly takes into account dispersion. Thus we have to 
conclude that for both sets of experiments the f - 3  decay observed in the turbulent 
spectra is really due to dynamics (i.e. it corresponds actually to a k-3 decay) and not 
to an artefact related to kinematics. 

Let us turn back to the question raised above concerning the possible existence of a 
constant timescale. If waves act as a source of turbulence (through mechanisms to be 
discussed in #6), turbulence is forced by the orbital motion at least in a certain spectral 
range. Then in addition to the usual turbulent timescale tT = E T ~ ’ ~ ~ - ~ / ~ ,  a second 
timescale tw that is only related to wave properties becomes relevant. Dimensional 
arguments show that tw is directly related to the inverse of the wave-induced strain 
rate &&/axj. In the case of a narrow wave spectrum centred around wavenumber ko 
we thus have 

Obviously, at a given depth z ,  (4.2) represents a constant timescale which does not 
scale with any property of the turbulent motion. If turbulence dynamics is dominated 
by the wave motion over a significant range of wavenumber, then in this range the 
turbulent spectra will take the general form S(k) - t$-k-3. According to the analysis 
of Lumley & Terray (1983) this turbulence is advected by the orbital motion whose 
typical scale is iipz. Thus the corresponding frequency spectra must take the form 

S ( f )  = c t; f i g 2  f - 3 .  (4.3) 

In order to check whether or not t w  is really the timescale associated with the f - 3  
subrange present in our experimental spectra, the quantity Q = S ( f )  t& i ipi f 3  was 
evaluated using both u‘ and w’ spectra. According to (4.3) Q must be constant if 
our assumption is correct. The timescale t~ was computed by generalizing (4.2) to 
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(equation (4 3)); same symbols as figure 3 

spectra of finite width, namely 

Figure 7 shows that, for (z/z, l  < 0.5, Q remains fairly constant, leading to C = 0.2 in 
equation (4.3). At larger distances the exponential decay of iipz and t$ introduces a 
considerable uncertainty and the results become unconsistent. Very near the trough 
level the increase of Q is probably due to the fact that equation (4.4) underestimates 
the local wave-related strain because rotational wave-induced velocities not included 
in (4.4) are important in this region. Bearing in mind that the uncertainty on Q 
can be estimated to 25% for iz/z,l < 0.5, the result shown in figure 7 strongly 
supports the idea that in a certain range of scales, spectral transfers are governed 
by a constant timescale fixed by the wave-related strain. This leads us to conclude 
that the f P 3  decay displayed by all the turbulent spectra obtained in the present 
experiments is indeed a manifestation of dynamic wave-turbulence interactions. In 
contrast if wave-turbulence interactions are not significant this behaviour must be 
absent. This is exactly what was observed in our earlier investigation I :  the turbulent 
kinetic energy and its dissipation rate were found essentially in accordance with 
wall levels and no f-’ range appeared in the spectra. Based on spectral slopes, 
the idea that this f-3  decay may be connected in some way to a two-dimensonal 
behaviour of the turbulence in the vertical plane (x, z )  has already been suggested by 
Lemmin, Scott & Czapski (1974), Donelan (1978) and Revault d’Allonnes (1982). In 
contrast with these investigations, we measured the spanwise velocity fluctuation v, 
a typical spectrum of which is shown in figure 8. No solution was found to extract 
properly fi from the total fluctuation u (see §2).This is why a pronounced spike is 
observed in this spectrum around the wave peak frequency. Even without separation 
it is clear from figure 8 that a turbulent fluctuation u’ with an order of magnitude 
similar to that of ti’ and w’ exists below the waves. Thus the turbulent field has indeed 
three components. 

The spectral distribution of turbulence between the vertical and streamwise com- 
ponents is given by the ratio Rs = S,v8(f)/S,f(j). This ratio was computed on the 
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FIGURE 8. Typical spectrum of the spanwise velocity fluctuation close to the wave troughs 

(experiments El ,  U ,  = 5.9 m s-'). 

one hand in the low-frequency range f << f o  and on the other hand in the f P 3  

range. These values were averaged over depth and over the whole set of experiments. 
In the low-frequency range we find RS = 1.2 for experiments E l  and Rs fi: 1.6 for 
experiments E2. While in qualitative agreement with the theoretical value 4/3 corre- 
sponding to homogeneous three-dimensional isotropic turbulence it is clear that Rs 
is consistently larger in experiments E2. In light of the discussion above we note that 
Rs in that case is close to 5 /3 ,  the theoretical value for two-dimensional turbulence. 
In contrast the result obtained in the f - 3  range is quite different. In both sets of 
experiments we find Rs fi: 1. As pointed out in 53.3 this result was obtained by 
Lumley & Terray (1983), assuming that turbulence was isotropic. It is a consequence 
of the fact that for f > so, turbulence is advected by the orbital velocities which act 
similarly and with the same magnitude along the vertical and streamwise directions. 
Thus, finding experimentally Rs = 1 is a good indication that, under our experimental 
conditions, turbulent scales corresponding to f > f o  are very close to isotropy. 

4.2. Integral scales 
The integral timescale of the ith component of the motion is defined by the relation 
(Tennekes & Lumley 1972) 

Vf 

In the low-frequency range turbulence is advected along the streamwise direction. 
Consequently all three integral timescales defined by (4.5) only characterize the 
turbulent structure along this direction. Owing to the lack of wave-turbulence 
separation in the spanwise velocity component we have 3 = 9 + > 9, meaning 
that (4.5) is a lower bound for the integral scale of the spanwise fluctuation. Figure 
9 depicts vertical profiles of T,, T,, and T,,, for experiments El .  The uncertainty 
for these estimates of the integral scales is not negligible (typically k25'/0) because 
of the extrapolation of the spectral density to zero frequency. However, it seems 
obvious that T, and T, are nearly equal whereas the transverse integral scale is 
always much larger. The latter trend increases towards the bottom of the channel 
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FIGURE 9. Integral timescales along the streamwise direction: ., streamwise velocity T, ; 0, vertical 
velocity Tw; +, spanwise velocity T,. (experiments E l ,  U ,  = 4.5 ms-'). 

where the ratio T,./T, (or T,/T,.) reaches a value of 5. Computing the integral 
timescales for experiments E2 leads again to the same conclusion. In this situation 
T,/T, is even larger than for pure wind waves. Since the usual Taylor hypothesis 
is valid in the low-frequency range, integral timescales can be transformed directly 
into integral lengthscales. The fact that T,. >> T,, or T,. indicates that, while most 
of the energy of u' and w' (in the low-frequency range) is contained in structures of 
similar extent along the streamwise direction, v' is mainly associated with elongated 
structures. The most plausible picture of the turbulent field in the region influenced 
by the waves is thus that most of the low-frequency turbulent motions associated with 
u' and w' belong to eddies of spanwise axis but streamwise vortices also exist and 
contain most of the energy of the spanwise motions. It may be worth mentioning that 
specific streaky structures known as Langniuir cells can develop below surface waves 
propagating on a shear current (see Leibovich 1983 for a review). The connection 
between such cells and the behaviour displayed by ~ 1 '  deserves investigation in the 
future. 

5. Dynamical properties of the turbulence below periodic waves 
As described in 52.2, the total velocity fluctuations recorded below mechanically 

generated waves were first filtered with a phase-averaging algorithm, and the short- 
wave contribution was processed with the aid of the LST. This approach gives 
access to the time history of the turbulent signals u ' ( t )  and w'(t) ,  providing a unique 
opportunity to shed light on modulation properties and small-scale structure of the 
turbulent motion for the E2 experimental series. 

5.1. Statistical properties and modulation 
Figure 10 shows a typical phase variation (just below the wave troughs) of the 
periodic contribution to the diagonal elements ( r I1 )  = ( d 2 )  and ( I j 3 )  = (w") of the 
phase-averaged Reynolds stress tensor. These quantities are clearly modulated at the 
frequency of the periodic waves. Below the troughs ( r l l )  and (r33) are nearly twice 
their mean values. This modulation is present in all measurements located above 
z = -75 mm, i.e. lkzl < 0.3. A different illustration of the modulation property is 
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FIGURE 10. Modulation of the diagonal components of the Reynolds stress tensor along the 
wave phase; m, streamwise component (rll)  ; 0, vertical component (experiments E2, 
U, = 4.5 ms-'). 

depicted in figure l l(a) where vertical profiles of ( ~ ~ 1 )  averaged over 1/8 of period 
at the wave trough and the wave crest are presented (the properties described below 
also hold for (r33)) .  It appears that just underneath the surface the averages of ( r l l )  

are 2.5 times larger under the troughs than under the crests. The modulation depicted 
by figure 11(a) can be interpreted in two different ways. First it can be the result of 
a maximum of turbulence production below the troughs. More likely, it can result 
from the kinematics of the surface, i.e. from the fact that at a given position z the 
non-dimensional distance ( z  + y)/6 from the instantaneous surface level is obviously 
much smaller below the troughs than below the crests. Jiang & Street (1991) have 
already shown that fixed-frame measurements can be very misleading. They compared 
two sets of results obtained in fixed-frame and wave-following experiments. While 
both sets looked very different when plotted in their own coordinate system, they 
were in close agreement after a suitable geometrical transformation. Below the trough 
level this kinematic distortion can be checked easily, starting from figure ll(a). For 
that purpose the vertical profiles below the trough and the crest are replotted in 
figure l l(b) versus ( z  + q ) / 6 .  The profiles seem now to collapse on a single curve, 
meaning that most of the modulation displayed by figure 1l(a) comes in fact from 
the kinematics of the surface. Nevertheless, even compared in the same frame, our 
results for the modulation of the Reynolds stresses are very different from those of 
Jiang & Street (1991). The reason for this is that these authors only used a phase- 
averaging method for extracting the orbital motion from the total velocity fluctuation. 
Thus their 'turbulent' motions included ripple-induced motions. In contrast, in the 
present work, these motions are extracted by the LST; hence our results should 
more clearly reveal the turbulent field. Although our measurements are confined to 
the region below the troughs, several remarks can yet be made. It is clear that the 
modulation is not purely sinusoidal. This is to be contrasted with the observations 
made for oscillating pipe flows where the turbulence was found to respond linearly 
to periodic oscillations (Tardu, Binder & Blackwelder 1987). This departure from 
the sinusoidal behaviour has important implications for turbulence modelling since it 
suggests that a simple eddy viscosity model will fail to predict the turbulence below 
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the waves. As discussed by Belcher et al. (1994), in the immediate vicinity of the 
surface there should exist an inner region of thickness l,, with 

in which turbulence is essentially in equilibrium and thus can be described through 
an eddy viscosity concept. In the present study we have 6 mm d 1, < 10 mm. 
Outside this thin layer turbulence is subject to rapid distortion by the orbital motion. 
Consequently, except for the measuring points very close to the trough, when these 
troughs are passing over the probe volume measure, our fixed-frame measurements 
are always in the outer region of the flow. Thus the highly non-sinusoidal behaviour 
displayed by the results shown in figure 10 is consistent with Belcher et al.'s (1994) 
arguments. 
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FIGURE 12. Conditional average (u’w’), of the phase-averaged Reynolds stress (u’w’) during 
bursting events. 

5.2. Bursting events 
Given that the large scales of the turbulent motion are strongly modulated by the 
waves it is of interest to study bursting near the surface, as well as its possible 
modulation by the waves. To our knowledge very few attempts have been made up 
to now to identify coherent structures below waves and it seems that no decisive 
information concerning the specific role of the waves can be drawn from them 
for the following reasons. Yoshikawa et al. (1988) applied conditional techniques 
to the total fluctuating motion (below wind waves), making it difficult to draw 
unambiguous conclusions about the structure of the turbulent field. The experiments 
reported by Komori, Nagaosa & Murakami (1993) consisted of generating tiny wind 
waves in a short and narrow channel making it unlikely that these waves might 
modify significantly the bursting phenomena in the water. In our investigation 
the bursting events were studied using classical conditional-averaging techniques, 
namely, (i) VITA; (ii) U-level and; (iii) Quadrant (Blackwelder & Kaplan 1976; 
Alfredsson & Johansson 1984; Bogard & Tiedermann 1986). The usual detection 
criteria of these methods were modified so as to take into account the modulation of 
turbulence by the waves (Tardu et al. 1987). 

As in usual boundary layers downward bursts are the most frequent events detected 
by all three methods. The detected events are associated with very high instantaneous 
shear stresses as shown on figure 12 where the conditional average of a shear stress 
arising from the VITA technique has been plotted. In this example the conditional 
average of (u’w’) is up to 30 times its mean value, indicating very intense and 
intermittent momentum transfer from the surface region toward the core of the flow. 

These conditional-averaging methods can be used to explore the effect of waves 
on bursting through comparison to typical ejection frequencies reported for wall 
boundary layers. As an example, in the following we analyse the results obtained 
at the intermediate wind speed 4.5 ms-’. When scaled with the viscous timescale 
t ,  = v / u &  the mean ejection frequency fe+ near the free surface is found to be 
fe+  = 0.025 with the VITA technique, fe+ = 0.028 with the U-level technique and 
f.+ = 0.051 with the quadrant method. The quadrant technique gives a surprisingly 
high result whereas the VITA and U-level results are in good agreement. The 

- 
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FIGURE 13. Modulation of the bursting frequency along the wave phase (experiments E2, 

U ,  = 4.5 m SS’, z = -30.5 mm). 

quadrant method probably suffers contamination due to the uncertainty on (u’w’), 
owing to the phase-averaging method used to obtain this quantity. Nevertheless, even 
considering only the two lowest values, the mean ejection frequencies are twice as 
much as those observed in steady or unsteady wall boundary layers, where fe+ = 0.012 
(Bogard & Coughran 1987). This result indicates that the waves strongly promote the 
ejection phenomena, i.e. that the mechanism governing the ejections is not controlled 
only by the mean shear rate. 

It is well-known that conditional averaging techniques applied to fixed-frame single- 
point measurements identify bursting events at different stages of their existence. 
Standard techniques allow to identify the individual ejections within each burst 
(Houdeville & Corjon 1988) and to compute a mean bursting frequency 6. The 
final result is fh+ = 0.014. This is again about twice as large as observed in steady 
or unsteady wall bounded flows, where fh+ = 0.0062 (Bogard & Coughran 1987). 
Not only is the mean bursting frequency affected but its phase average ( f b ) +  is also 
strongly modulated along the wave phase. Figure 13 shows a typical phase dependence 
of the ratio ( f ’ h ) + / f h + .  To compute ( f b ) +  the wave phase was sliced into 8 equal 
intervals and each detected burst counted in the appropriate phase interval. Figure 13 
shows that the bursting frequency ( f h ) +  is dramatically increased at the wave crest, a 
result that confirms the observations made by Komori et al. (1993) using high-speed 
video pictures. The same holds for the ejection frequency (not shown here). If the 
time needed to advect the structures down to the measurement point can be neglected, 
these results suggest that the turbulent activity is mainly concentrated below wave 
crests. Owing to the geometrical distortion caused by fixed-frame measurements and 
discussed before, such a conclusion does not conflict with the distributions found 
for ( r l I )  and (r33). Physical processes capable of explaining such a high turbulence 
generation near the crest are discussed in the last section. 

6. Wave-turbulence interactions 
All the results reported above demonstrate that turbulence under surface waves can 

be substantially different from that of ‘normal’ wall flows. In contrast, the experiments 
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reported in I did not show such behaviour. In this last section we identify a criterion 
for the occurrence of wave-turbulence interactions and try to pinpoint the basic 
mechanisms of such interactions. 

6.1. A n  energetic criterion for  the occurrence of effective wave-turbulence interactions 
Wave-turbulence interactions can be considered effective when the turbulent kinetic 
energy is significantly enhanced with respect to usual levels encountered in wall- 
bounded shear flows. On the basis of this definition, we are in a position to identify 
a non-dimensional parameter that governs such interactions. It was shown in I that 
when the wind blows over the water surface, the wave-induced motion does not remain 
potential. Theoretically all the correlations between the potential ( G p )  and the rota- 
tional ( E R )  contributions of the orbital motion scale with a dimensionless parameter 
R2 = [ak(c - U)/u , I2  which is nothing other than the ratio between the wave kinetic 
energy at the surface and the wind shear. To check whether wave-turbulence interac- 
tions also scale with R2 we analyse the laboratory measurements reported here, those 
discussed in I and in CS, and the field measurements of Kitaigorodskii et al. (1983) 
on Lake Ontario. 

In the CS wind-wave experiments and in I, R2 lies in the range 25-85. In 
these experiments no significant wave-turbulence interactions were observed. On 
the other hand, the present study involves R2 of order 200 for experiments El,  
and of order 600 in experiments E2; likewise the CS mechanical-wave experiments 
correspond to a value of R2 of order 300. In all these three latter cases significant 
wave-turbulence interactions were observed. The most striking results are of course 
those of Kitaigorodskii et al. (1983) which involved R2 of order 1200. In figure 14 
we have plotted as a function of R the maximum values of (u'2)'I2/u. reported 
in each experiment considered above. Wind-wave data (closed symbols) seem to 
fit a power law, determined through a least-squares interpolation to be 0.2R1.2. 
In contrast, mechanical-wave data (open symbols) seem to be saturated around 
(U'2)'l2/u. w 4.0. However the mechanical waves used by CS and those used in the 
present experiments have nearly the same characteristics (only the energy carried by 
the ripples is significantly different). Thus there are probably too few data involving 
mechanical waves to conclude whether differences exist between wave-turbulence 
interactions that depend on the nature of the waves (i.e. random or periodic). In 
contrast the results for wind waves reported in figure 14 show a clear tendency: the 
larger the ratio R, the higher the turbulence level. In other terms for a given amount 
of surface shear the turbulence level increases with the energy available in the wave 
field. 

6.2. Eficient turbulent timescales 
To identify which eddies are the most likely to transform wave energy into turbulence 
we shall compare, following Kitaigorodskii & Lumley (1983), the turbulent timescales 
with the wave period To (or dominant wave period for random waves). 'Fast' turbulent 
fluctuations are those with timescales significantly less than the wave period, zl << To. 
Such small-scale turbulence exists at any depth but should dominate the energy- 
containing scales only in a very thin layer of water with maximum thickness I ,  of 
order 10 mm in laboratory experiments (cf. 65.1). Thus, except in this layer, its role 
in extracting energy from the wave field is presumably small (Phillips 1961). 'Slow' 
turbulent fluctuations are those with timescales much larger than the wave period, 
zE >> TO. Such turbulent fluctuations are frozen on the timescale of the wave motion 
so that we cannot expect them to be able to interact with the waves. Thus, only 
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FIGURE 14. Maximum value of the streamwise r.m.s. turbulent velocity near the surface in the 
following experiments: , I ;  +, this study, experiments El (wind waves); A, CS, wind waves; 0, 
Kitaigorodskii et al. 1983: 0, this study, experiments E2 (mechanical waves); 0, CS, mechanical 
waves; --, ( U ' ~ ) ~ ~ ~ / U ~  = 0.188R". 
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Experiment Wave period Kolmogorov Taylor Integral 
To timescale microscale timescale 

E l  0.5 0.06 ? 10 
E2 1 .o 0.04 0.2 20 
I 0.3 0.10 ? 5 

TABLE 3. Timescales (in s) for different experimental conditions. 

turbulence with intermediate timescales, i s .  turbulence with timescales of the same 
order as the wave motion, zt = TO, is likely to be efficient for wave-turbulence 
interactions. 

Different timescales are reported in table 3,  namely the wave period TO (or the 
dominant wave period of random waves), the Kolmogorov timescale of the dissipative 
range, the integral timescale and the Taylor microscale when available. These timescale 
estimates come from present experiments El ,  E2, and I at similar wind conditions 
around 6.0 ms-'; the depth was a few centimetres below the mean water level. In 
short-fetch wind-wave experiments (I), the Kolmogorov timescale was of the order 
of the dominant wave period (0.3 s for the former and 0.1 s for the latter). This 
means that turbulent motions with timescales around TO in I were very near the 
active dissipative range. Consequently, eddies that would have been most efficient at 
extracting wave energy were immediately damped by the dissipation. This is probably 
the reason why we noticed no significant increase of the turbulent kinetic energy in 
I. In contrast, experiments El  and E2 exhibit a Kolmogorov timescale one order of 
magnitude smaller than the wave period. In these experiments efficient eddies can 
develop over a wide frequency range, thus allowing wave-turbulence interactions to 
take place. Note that these timescale arguments may be easily connected to the values 
of R discussed above, and in fact to the wave age. 
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6.3. Turbulent kinetic energy budgets 
A natural way to identify the physical processes which contribute to increase the 
turbulence level is to study the turbulent kinetic energy balance. In the case of a 
periodic orbital motion superimposed on a mean flow this equation was first derived 
by Reynolds & Hussain (1972). Its derivation for random waves is more difficult 
since the final result depends on the assumptions made to separate the fluctuating 
motion into orbital and turbulent contributions. However it was pointed out in I 
that using the TDM for that purpose leaves this equation essentially unchanged with 
respect to the case of periodic waves. Assuming the mean flow is one-dimensional the 
general form of the turbulent kinetic energy balance in the high-Reynolds-number 
limit reads 

where k,  is the instantaneous turbulent kinetic energy and D/Dt = d / d t  + Ua/dx. 
Among the terms of the right-hand side three contributions can be deduced from 
the measurements, namely the production by the mean shear, --U’W/aU/dz, i.e. term 
(i) in (6.1), the downward transport of the turbulence by itself -d/az(k,w’) and the 
dissipation rate eT.  Turbulence diffusion by the orbital motion, i.e. the last term 
in (6.1), can also be computed in mechanical wave experiments. In contrast neither 
the pressure-diffusion contribution -d/dz(p’w’/p)  nor the direct production by the 
orbital motion, term (ii) in (6.1), can be evaluated. As CS previously made clear, there 
is too much uncertainty on the phase angles of v;vi to estimate properly term (ii). This 
comes from the fact that our measurements are fixed-frame which causes the phase 
angles to be locked to the phase angle of the troughs. The other expected significant 
terms were computed as follows. The dissipation rate was estimated using the model 
of Lumley & Terray (1983) as explained in $3. The turbulent transport term was 
computed through a least-squares polynomial fit of the ktw’ vertical profiles. Figure 
15 shows typical vertical profiles of the three contributions. Even though there is a 
noticeable uncertainty in each term (mainly in the dissipation), the balance is roughly 
satisfied by the three contributions together. Moreover it is clear from this figure that 
production by the mean shear is almost negligible in comparison to the other terms. 
This is true for all wind conditions and for all types of waves. In other words, below 
the wave troughs the turbulent kinetic energy budget consists roughly of a balance 
between turbulent diffusion and dissipation. Obviously such a balance cannot explain 
the very high turbulence level revealed by our measurements. Since the conditional 
signal processing discussed in 55.1 shows unambigously that the turbulent field and 
its dynamic characteristics are highly modulated by the waves we have to conclude 
that intense wave-turbulence interactions leading to turbulence production occur in 
the wavy region above the troughs. 

- 

6.4. The physical mechanisms of wave-turbulence interactions 
Even though our measurements do not provide us with sufficient information to 
unambiguously explain the basis for wave-turbulence interactions in this particular 
flow, it seems worthwhile to consider some physical processes that might be important. 
We will distinguish between ‘indirect’ mechanisms involving coupling between the 
mean current, the orbital motion and the turbulence and ‘direct’ mechanisms involving 
only turbulence generation by the orbital motion. 
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FIGURE 15. Main terms of the turbulent kinetic energy budget: W , production D = --U'M,'2u/az; 
0, diffusion D = d(k ,w, ) / ; l z ;  0, dissipation D = E T  (experiments E l ,  U ,  = 5.9 nis-I). 

Discussing indirect coupling mechanisms requires considering the kinetic energy 
balances of the mean flow and the orbital motion, Using notation similar to that of 
(6.1) they can be written as (Reynolds & Hussain 1972) 

(6.2b) 

where K is the kinetic energy of the mean flow, and & the instantaneous kinetic energy 
of the orbital motion. From these equations it is clear that as soon as a significant 
wave-induced shear stress 4% exists (1.e. the wave-induced motion does not remain 
truly irrotational) energy exchanges occur between the mean current and the wave- 
induced motion. Then (6.2) implies modifications of the vertical distribution of the 
turbulent shear stress --u"' which in turn can change the usual production term in 
(6.1). For example in their mechanical wave experiments CS measured negative wave- 
induced shear stresses -= which means that the mean motion was drawing energy 
from the wave field. Apparently the 'excess' mean kinetic energy was redistributed to 
the turbulent motion through the classical positive production term --u" 8 u / d z .  

Using an eddy viscosity relation between the turbulent shear stress and the mean 
shear, Magnaudet & Masbernat ( 1990) derived the new Reynolds stress distribution 
resulting from the rotational behaviour of the wave motion and explained quantita- 
tively the increase of the turbulence level found by CS. However there are indications 
that this mechanism is not general. The recent analysis of Belcher et al. (1994) as well 
as the form of the modulation of the Reynolds stress tensor observed in the present 
experiments (see $4) suggest that the eddy-viscosity assumption is highly questionable 
when the turbulence is distorted by surface waves. Moreover it is easy to show that 
the present results cannot be explained by this interaction mechanism. As reported 
in $3, strong wave-induced shear stresses -G existed in our experiments for all wave 
types. Amongst the present experiments and those reported in I, we found positive 
wave-related shear stresses in 9 out of 11 configurations. This means that the wave 
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field was most often gaining some energy from the mean current, in contrast with the 
findings of CS. If the proposed mechanism held this would imply an energy transfer 
from the turbulence to the mean flow whereas our results reveal that turbulence 
can reach high levels even when 4% is large and positive. Therefore this indirect 
mechanism is not supported by our data and cannot be considered as general. 

The most obvious candidate for enhancing the turbulent energy level then becomes 
the direct production by the wave-induced motion, namely term (ii) in (6.1). Note 
first that this would be a consequence of the wave-dominated dynamics suggested by 
our analysis of the f P 3  decay found in the turbulent spectra. Term (ii) in (6.1) stems 
directly from the term i7i&&/dxj in the momentum balance. Thus if term (ii) dominates 
(6.1), CjdEi/dxj dominates the momentum balance of the turbulent fluctuations which 
implies that ui is governed by the characteristic time t~ defined in (4.2) or (4.4). It is 
clear, as pointed out by Kitaigorodskii & Lumley (1983), that this term ought to be 
negligible when 5 satisfies the linear potential theory of gravity waves. In contrast, 
it may get important either when the rotational wave-induced contribution i j R  is 
significant and posseses strong vertical gradients or when the wave-induced potential 
motion i j p  exhibits significant departures from Stokes' solution. 

The former case can occur in various situations. For example the corresponding 
term played a central role in the experiments of Rashidi, Hestroni & Banerjee (1992) 
who studied free-surface channel flows forced by long waves generated mechanically. 
They analysed bursting events coming from the bottom boundary layer and observed 
that the ejection frequency was substantially increased by surface waves. The con- 
sequence was an increase of the turbulence level with respect to the reference flow. 
Visualization and analysis of the wave-induced vorticity field revealed that strong 
negative vorticity occurred below wave crests whereas positive vorticity was found 
below the troughs. Since substantial wave-related Reynolds stresses u T f  associated 
with ejections were identified in the measurements it is highly probable that the 
excess of turbulence was due to the extra production involving these stresses and i j R  

gradients. 
The latter case, i.e. significant production by the term (ii) in (6.1) associated with i j p ,  

occurs in plunging breakers but such large-scale breaking was obviously not present 
in our experiments. In contrast, small-scale breaking was clearly present in some of 
the experiments: small whitecaps were evident at the crests of the periodic waves in 
experiments E2, especially at the highest wind speeds. This breaking mechanism has 
been investigated by Phillips & Banner (1974) who showed how the tangential orbital 
velocity increases below the crest in the surface sublayer, due to the presence of near- 
surface vorticity ; an increase that becomes dramatic when the wave slope goes beyond 
0.2. Thus, vorticity existing at the surface (because of the wind stress) combined with 
the orbital motion gives rise to a mechanism capable of producing strong rotational 
contributions i j R  below the wave crests. Another mechanism that can generate intense 
vorticity in the same region has been investigated by Longuet-Higgins (1992). He 
examined vorticity production by parasitic capillary ripples that ride in front of the 
crest of short gravity waves as confirmed by the optical analysis of Ebuchi et at. 
(1987). It is well known that curvature at a free surface forces vorticity generation. 
This mechanism is particularly intense with capillaries, owing to their high curvature 
and wavenumber. Integrating the effect of a single capillary along the whole crest 
region of the gravity wave, Longuet-Higgins (1992) showed that this 'wave-induced' 
vorticity can be sufficiently intense to generate a vortex travelling below the crest 
of the gravity wave. Both mechanisms suggest that vorticity generation processes 
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specifically connected with the dynamics of the wave field are likely to act below 
the crest. It is highly tempting to connect these mechanisms with the most striking 
result discussed in $5.2, namely the prominent enhancement of the bursting frequency 
observed below the crest. Owing to our fixed-frame system, the bursts detected below 
the crest region are far from the real surface, typically several hundreds of v/u, .  We 
cannot specify the location where these bursts begin to grow, owing to the intrinsic 
limitation of our measurement system. However it seems reasonable to assume that 
they are generated near the surface. If this is right, their presence and their intensity 
at such large distances from their origin implies that they are the result of some 
very intense generation process. Both mechanisms discussed above would appear 
to be ideal candidates. Unfortunately, measurements in the wavy region above the 
troughs being missing, it does not seem possible yet to confirm their role in turbulence 
production. 

7. Conclusion 
We have reported in this work the main results of an experimental study of the 

turbulent flow below surface waves sheared by the wind. This study has been carried 
out in a large wind-water tunnel where the waves induce very energetic orbital 
motions, compared to those used in previous laboratory experiments. Both wind- 
generated and mechanical waves have been considered. Depending on the type of 
wave, suitable separation methods have been used to extract the turbulent motion 
from the total fluctuating motion. Among the results revealed by these experiments 
the following ones appear to be the most significant: 

( u )  Turbulence reaches levels far above those observed near a solid wall submitted 
to the same stress. The increase of the level of turbulence can reach one order of 
magnitude with the most energetic (1.e. mechanical) waves used here. Estimates 
of the dissipation rate confirm this tendency and ensure that this trend is not the 
consequence of inaccurate separation of the fluctuating motions. 

( h )  The turbulent spectra exhibit a clear f-' subrange beyond the frequency of 
the dominant wave. Possible alterations of the slopes of the frequency spectra have 
been examined but do not seem capable of explaining this result. In contrast, the 
enhancement found in the turbulence level suggests that the turbulent field is forced 
by the orbital motion. The result of such forcing is to impose a constant timescale tw 
related to the wave strain onto a certain range of turbulent eddies which implies the 
f p 3  behaviour. This assumption has been checked by estimating tw and computing 
a factor which must be constant if the assumption is verified. The results strongly 
support this assumption and give a value C = 0.2 for the constant. 

(c) The structure of the turbulent field below the waves is different from that found 
near a wall. For mechanical waves, through use of phase-averaging we have found 
that turbulence can be modulated by the wave-induced motion, not only at large but 
also at small scales, such that the entire range of motions is affected. 

( d )  Conditional sampling techniques have been used to study the statistics of 
bursting events. Under the present conditions we find that the average bursting 
frequency is nearly twice that observed in usual boundary layers. Moreover study of 
the distribution of bursting events along the wave phase shows that the probability 
of bursting reaches a pronounced maximum below wave crests. 

( e )  The most significant terms of the turbulent kinetic energy balance have been 
computed. I t  appears that below the trough level this balance is dominated by 
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dissipation and turbulent transport. Among other things, this balance is not able to 
explain the energy level of the turbulence field. 

Taken in their entirety, our results suggest that the key to the observed behaviour 
lies in a direct interaction between the wave-induced motion and the turbulence. 
Among the possible mechanisms for such an interaction, those which are responsible 
for vorticity generation near the crest of the dominant wave (i.e. micro-breaking and 
capillary ripples) are the most natural candidates and need specific investigations. 
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