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ABSTRACT

Numerical simulations were performed to investigate current-induced modulation of the spectral and
statistical properties of ocean waves advected by idealized and realistic current fields. In particular, the role
of nonlinear energy transfer among waves in wave–current interactions is examined. In this type of nu-
merical simulation, it is critical to treat the nonlinear transfer function (Snl) properly, because a rigorous Snl
algorithm incurs a huge computational cost. However, the applicability of the widely used discrete inter-
action approximation (DIA) method is strictly limited for complex wave fields. Therefore, the simplified
RIAM (SRIAM) method is implemented in an operational third-generation wave model. The method
approximates an infinite resonant quadruplet with 20 optimized resonance configurations. The performance
of the model is assessed by applying it to fetch-limited wave growth and wave propagation against a shear
current. Numerical simulations using the idealized current field revealed that the Snl retained spectral form
by redistributing the refracted wave energy; this suggests that energy concentration due to ray focusing is
dispersed via the self-stabilization effect of nonlinear transfer. A hindcast simulation using wind and current
reanalysis data indicated that the difference in the average monthly wave height was substantial and that
instantaneous wave–current interactions were highly sensitive to small current structures. Spectral shape
was also modulated, and the spatial distributions of the directional bandwidth with or without current data
were completely different. Moreover, the self-stabilization effect of the Snl was also confirmed in a realistic
situation. These results indicate that a realistic representation of the current field is crucial for high-
resolution wave forecasting.

1. Introduction

When random or directional ocean waves propagate
through a current field that varies spatially, their statis-
tical properties, such as significant wave height or mean

wave direction, can be modulated. In general, changes
in wave characteristics are attributed to physical pro-
cesses of wave refraction and/or straining (Holthuijsen
and Tolman 1991) caused by the horizontal shear cur-
rent. Recent studies using spaceborne altimeter data
have indicated that strong ocean currents, such as the
Kuroshio of the Pacific Ocean, exert a significant influ-
ence on wave characteristics (Hwang 2005); similar ob-
servations have been reported for a wide range of tem-
poral and spatial scales (Tolman 1991; Wang et al. 1994;
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Masson 1996). Moreover, wave–current interactions
may generate so-called freak waves of extreme size
(e.g., White and Fornberg 1998), as abnormal waves
have been observed repeatedly in areas with strong cur-
rents (e.g., Lavrenov 1998). Therefore, the ability to
accurately estimate the effects of currents on waves,
and include wave–current interactions, is crucial for
wave hindcasting and forecasting.

Wave–current interactions have mainly been investi-
gated within the framework of linear theory based on
the wave-ray model (e.g., Kenyon 1971; Mei 1989) or
the propagation equation of wave-action density (e.g.,
Tolman 1990; Jonsson 1990; Hubbert and Wolf 1991).
These studies provided us with a good understanding of
the mechanisms of ray focusing, spectral modulation,
and energy convergence due to wave refraction and/or
straining. When unidirectional waves or waves with
relatively mild slopes propagate in a calm sea without
wind input or white capping, these methods are reason-
able for analyzing the modulation of wave energy in-
duced by currents. However, under more realistic oce-
anic conditions, it is necessary to consider the many
physical features and processes of waves, such as non-
linearity, multidirectionality, and wave growth and de-
cay. To this end, third-generation wave models provide
the most powerful research tool for investigating wave–
current interactions (Holthuijsen and Tolman 1991;
Komen et al. 1994), because they describe the temporal
and spatial evolution of the wave spectrum without any
prior assumptions about spectral shape. The probability
of freak- wave occurrence is strongly related to wave
spectral shape, which is characterized by wave steep-
ness, frequency, and directional bandwidth (Janssen
2003; Onorato et al. 2004; Waseda et al. 2009). There-
fore, we expect that accurate evaluation of spectral
shape will lead to improved predictions of abnormal
waves.

Despite numerous studies on current-induced modu-
lation of wave characteristics, few have addressed
changes in spectral shape. This is in large part due to
the complexity of calculating nonlinear energy transfer
in resonant four-wave interactions or resonant quadru-
plets. Among the source terms of third-generation
wave models, the nonlinear transfer function (Snl) is
the most important element controlling the evolution of
wave spectra, such as the down shifting of the spectral
peak and the self-stabilization of the spectral form (Re-
sio and Perrie 1991; Young and Van Vledder 1993; Ko-
matsu and Masuda 1996). The most widely used
method for evaluating Snl is the discrete interaction
approximation (DIA) method (Hasselmann et al.
1985), because of its low computational cost. However,

DIA is inadequate for calculating the energy transfer of
bimodal wave spectra or even standardized wave spec-
tra, such as the Joint North Sea Wave Observation
Project (JONSWAP) spectrum (e.g., Komatsu and Ma-
suda 1996; Van Vledder 2006), because the method can
include only a low number of quadruplets. Precise
evaluation of nonlinear transfer requires a large num-
ber of quadruplets (e.g., Masuda 1980; Van Vledder
2006). Such calculations incur huge computational
costs, making rigorous simulation of realistic wave–
current coupling impossible. Therefore, despite ad-
vances in computer technology, such methods have
been limited to idealized test cases, such as duration- or
fetch-limited wave growth. Because of this lack of a
reasonable method for computing Snls, the effect of
nonlinearity on shear current-induced wave evolution
has never been studied. Additionally, although many
studies have investigated the role of nonlinear transfer
in the frequency domain (Resio and Perrie 1991; Young
and Van Vledder 1993; Komatsu and Masuda 1996),
little is known about its effects in the directional do-
main.

We investigated the impact of the Snl on the wave
spectrum in several complex situations. We also at-
tempted to identify the current-induced modulation of
the spectral and statistical properties of ocean waves
using a third-generation wave model. In particular, we
assessed the role of nonlinear transfer in wave–current
interactions. To accurately evaluate Snl with lower
computational costs, we used the simplified RIAM
(SRIAM) method (Komatsu 1996), which was devel-
oped for operational wave forecasting. SRIAM reduces
computational costs considerably by utilizing 20 reso-
nance configurations that retain the general properties
of the Snl kernel function. Komatsu (1996) showed that
SRIAM compared favorably with the rigorous RIAM
method for duration-limited wave growth after an
abrupt change in wind direction and the evolution of
perturbed-equilibrium spectra. However, little is
known about the applicability of SRIAM to a more
complex wave field.

In the following section, we briefly describe SRIAM,
its applicability to some wave spectra and fetch-limited
growth of wind waves, and its accuracy compared to
RIAM. In section 3, we examine current-induced
changes in wave properties for an idealized current
field and identify the role of nonlinear transfer in wave–
current interactions. In section 4, we present the find-
ings of a hindcast simulation using wind and current
reanalysis data to investigate the impact of the Kuro-
shio on nearby waves. Finally, we present our conclu-
sions in section 5.
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2. The basic properties of SRIAM

a. A brief introduction to SRIAM

Theoretically, there are an infinite number of pos-
sible four-wave configurations that satisfy resonance
conditions. Thus, it is critical to identify how many reso-
nance configurations are necessary to approximate the
nonlinear transfer function reasonably well for a given
wave spectrum. DIA assumes that the interactions
among neighboring wavenumbers reproduce the prin-
cipal features of nonlinear transfer (Hasselmann et al.
1985). Based on kernel function analysis, the strength
of a resonant interaction is generally weak for four
waves having large differences in their wavenumber
vectors (Masuda 1980). Moreover, by discarding reso-
nance configurations that exceeded the threshold of the
specific wavenumber ratio, Komatsu and Masuda
(1996) successfully reduced the required number of
resonant four-wave combinations without losing accu-
racy. In kernel function analysis, quasi-singular quadru-
plets contribute the most to nonlinear transfer, whereas
regular quadruplets are expected to contribute far less.
By selecting only from the quasi-singular quadruplets,
it is possible to reduce the number of resonance con-
figurations included in the calculation. SRIAM uses 20
resonance configurations with RIAM-based optimiza-
tion; its computational cost is 100 times less than that of
RIAM (20 times more than DIA).

Komatsu (1996) identified 20 optimized quadruplets
that represent the infinite number of possible resonant
four-wave configurations. Interaction coefficients were
specified using RIAM for specific JONSWAP-type test
wave spectra with peakedness factor � and coss�-type
directional spreading, where � and s are as defined in
Table 1 (reproduced here from Komatsu 1996). The
configurations used in SRIAM are shown in Fig. 1.
Wavenumber vectors k1, k2, k3, and k4 for one quadru-
plet are indicated by arrows. Other quadruplets are
specified with the symbols � and �, which represent
the end points of wavenumber vectors k1 and k3, re-
spectively. Mirror images of these configurations were

also considered but are not shown in the figure. All sets
of quadruplets that satisfy the resonance conditions lie
on a specific curve �conf � constant (Masuda 1980).
Table 2 (reproduced here from Komatsu 1996) shows
the detailed parameters that determine each resonant
configuration and the associated interaction coeffi-
cients, where irep is the number of resonant configura-
tions, �̃1 and �̃3 are wavenumber vector angles, �̃3 is the
ratio of angular frequencies �3 and �4, K̃ is the kernel
function for a specific quadruplet, and Cirep is a param-
eter that modifies the interaction coefficient so that an
optimized kernel function is evaluated via Cirep � K̃.

b. Implementation of SRIAM in an operational
wave model

We implemented SRIAM in WAVEWATCH-III
(WW3; Tolman 2002), an operational third-generation
wave model developed and maintained by the National
Oceanic and Atmospheric Administration (NOAA;
http://polar.ncep.noaa.gov/waves). We considered
three numerical points of view for implementing
SRIAM in the default WW3 model.

(i) Typical operational wave models, including WW3,
apply a parametric spectral tail beyond a dynami-
cally adjusted cutoff frequency to reduce compu-
tational cost. However, we did not apply this type
of cutoff frequency and spectral tail. Spectral evo-
lution and the wave growth rate strongly depend
on cutoff frequency and a constrained tail (Tolman
1992; Banner and Young 1994; Bidlot et al. 2007).
On the other hand, the spectral tail is necessary for
computing the Snl when the highest frequency cor-
responding to the resonant four waves is larger
than the highest discrete model frequency. There-
fore, we assumed an f�5 spectral tail outside the
model frequency range (greater than 0.414 Hz) as
used in the default setting of the WW3.

(ii) For time integration of the energy balance equa-
tion, a semi-implicit scheme is typically used
(WAMDI Group 1988; Komen et al. 1994). This
method reduces the Jacobian matrix of the func-
tional derivative using only its diagonal terms.
However, applying this method to SRIAM and
RIAM does not lead to reasonable wave spectra
(as will be seen in the appendix). Therefore, we
used the implicit scheme (Lavrenov 2003), the de-
tails of which are provided in the appendix.

(iii) For all calculations, we used a fixed spectral reso-
lution and the same source functions of wind input
and dissipation because the purpose of this study is
to investigate the impact of the nonlinear transfer
function Snl on the wave spectrum. The spectral

TABLE 1. Eight test spectra used for the optimization of
SRIAM; peakedness factor � and directional spreading s.

j � s

1 1.0 2
2 1.0 10
3 3.3 2
4 3.3 10
5 5.0 2
6 5.0 10
7 9.0 2
8 9.0 10
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space was discretized using 25 frequencies ranging
from 0.042 to 0.414 (relative frequency of 10%)
with 36 directions (�� � 10°). Tolman and Cha-
likov’s (1996) wave-growth and decay source
terms were used, and stable stratification of the
atmospheric boundary layer was assumed.

c. Comparison of the nonlinear transfer functions

The simplest and least ambiguous way to validate
each model was to estimate the Snl directly from a
given wave spectrum. To investigate the accuracy of
SRIAM, we compared it to the Snls obtained by RIAM
and DIA. In the DIA calculation, the interaction coef-
ficient was set to 1 � 107, as used in WW3, instead of
the 2.8 � 107 used in the wave model (WAM; WAMDI
Group 1988), to avoid overestimating transfer toward
higher frequencies (Tolman and Chalikov 1996). Figure
2 compares the one-dimensional distribution of Snls
calculated by SRIAM, RIAM, and DIA for each spec-
trum. The wave spectra examined were (i) a Pierson–
Moskowitz spectrum with cos10� directional spreading,
(ii) the standard JONSWAP spectrum with cos2� direc-
tional spreading, (iii) a double-peaked spectrum in the
frequency domain ( fp1 � 0.1 Hz, fp2 � 0.13 Hz) with
cos2� directional spreading, and (iv) a double-peaked
spectrum ( fp1 � 0.1 Hz, fp2 � 0.2 Hz) with cos2� direc-
tional spreading.

SRIAM properly represented nonlinear transfer in
shape and magnitude for cases (i) and (ii). This is be-
cause SRIAM was optimized for the eight test spectra
indicated in Table 1, which included the wave spectra of
(i) and (ii). Moreover, Figs. 2c,d indicate that SRIAM
reproduced nonlinear transfer for the bimodal wave
spectra, which were not used for optimization. These
results imply that SRIAM has practical applicability in

FIG. 1. The interaction diagram of the wavenumber plane with the resonance configurations used in SRIAM: contours of �conf are
as defined by Masuda (1980). Wavenumber vectors k1, k2, k3, and k4 of one quadruplet are indicated by arrows. Other quadruplets are
specified with the symbols � and �, which represent the end points of the wavenumber vectors k1 and k3, respectively.

TABLE 2. Parameters determining the resonant configurations
and the associated interaction coefficients for SRIAM: singular
quadruplets (irep: 1–7) and regular quadruplets (irep: 8–20).

irep �̃1 �̃3 �̃3 �conf log10 K̃ Cirep

1 0 0.88 10 0.000 2.15 1.00
2 0 0.78 20 0.000 1.85 1.00
3 0 0.70 30 0.000 1.11 1.00
4 0 0.63 40 0.000 0.40 1.00
5 0 0.57 50 0.000 �0.29 1.00
6 0 0.52 60 0.000 �0.92 1.00
7 0 0.49 70 0.000 �1.51 1.00
8 0 0.62 30 0.009 �0.64 2.01
9 10 0.75 30 �0.004 0.98 1.96

10 10 0.68 30 0.002 0.01 1.94
11 10 0.62 40 0.001 �0.56 1.96
12 10 0.56 40 0.011 �1.46 4.60
13 10 0.51 50 0.013 �2.04 8.44
14 10 0.47 50 0.024 �2.80 2.63
15 20 0.83 40 �0.018 0.93 2.01
16 20 0.75 40 �0.013 0.38 1.62
17 20 0.68 40 �0.006 �0.28 1.79
18 20 0.62 50 �0.008 �1.00 2.67
19 20 0.56 50 0.002 �1.56 1.57
20 20 0.51 50 0.013 �2.25 1.53
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complex situations, while DIA is deficient, especially
for the JONSWAP spectrum and the double-peaked
spectra indicated in Figs. 2b,d, respectively.

The different roles of nonlinear transfer were con-
firmed in the two cases of bimodal wave spectra that
depended on the ratio between peak frequencies.
When the ratio of the two peak frequencies was small,
as indicated in Fig. 2c, negative and positive peak val-
ues of nonlinear transfer appeared at the high- and low-

frequency peaks, respectively. The profile of the Snl
suggests that nonlinear interactions induce energy
flows that smooth the perturbation and increase the
spectral density near the peak frequency. This might
be closely related to self-stabilization of spectral form.
On the other hand, when the ratio between the two peak
frequencies is large, as indicated in Fig. 2d, positive and
negative peak values appear near the high-frequency
peak, which represents a downshift of that peak.

FIG. 2. Comparison of the one-dimensional nonlinear transfer functions obtained by SRIAM, RIAM, and DIA for each spectrum.
The wave spectra examined are (a) Pierson–Moskowitz spectrum with cos10� directional spreading, (b) standard JONSWAP spectrum
with cos2� directional spreading, (c) a double-peaked spectrum in the frequency domain ( fp1 � 0.1 Hz, fp2 � 0.13 Hz) with cos2�
directional spreading, and (d) a double-peaked spectrum ( fp1 � 0.1 Hz, fp2 � 0.2 Hz) with cos2� directional spreading.
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d. Fetch-limited wave growth

To investigate the applicability of the methods in a
more practical setting, all three methods were com-
pared in the case of fetch-limited wave growth and with
the observational results of Kahma and Calkoen
(1994). We considered a one-dimensional domain with
a depth of 5000 m. The models were run with uniform
and steady wind fields. The wind speed at a height of 10
m (U10) was set to 20 m s�1. To investigate the effects of
spatial resolution, test runs were performed for both
short-fetch (2°) and long-fetch (30°) runs with different
resolutions, following the method of Tolman and Cha-
likov (1996). Spatial resolution was set to 0.05° and 0.5°
for the short- and long-fetch runs, respectively. A first-
order upwind scheme was applied for wave propaga-
tion.

Figures 3a,b show nondimensional energy and non-
dimensional peak frequency, respectively, as a function
of nondimensional fetch. All variables were nondimen-
sionalized using friction velocity u* and gravitational
acceleration g. Time integration was performed until
the spectrum seemed nearly saturated (t � 96 h).

The results of SRIAM and RIAM were in good
agreement, whereas DIA had somewhat larger values.
The profile of Kahma and Calkoen (1994) shown in the
figure indicates the intermediate value for each result.
There were small biases for each result; however, all
results showed reasonable agreement in spatial pattern
for nondimensional fetch. This is consistent with the
findings of Hasselmann et al. (1985), who reported that

DIA represented parameters such as wave energy and
peak frequency well when using other sets of wind in-
put (Snyder et al. 1981) and dissipation (Komen et al.
1984).

However, there were significant differences among
the computed spectral shapes, especially those com-
puted by DIA. Figure 4 shows the frequency and direc-
tional wave spectral energy densities at nondimensional
fetch x* � 1.88 � 106. The spectral shape calculated by
SRIAM was slightly broader in frequency and narrower
in directional density than that calculated by RIAM.
The two-dimensional distribution of the wave spectrum
calculated by DIA was much broader than that by
RIAM. Moreover, bimodal distribution appeared on
the low-frequency side of the peak frequency. That is,
DIA redistributed wave energy at much larger oblique
angles than estimated by exact nonlinear transfer,
which is a recognized shortcoming of DIA (Komatsu
and Masuda 1996; Van Vledder 2006).

3. Impact of nonlinear energy transfer on
wave–current interactions

Holthuijsen and Tolman (1991) performed a detailed
investigation on the effect of the Gulf Stream on ocean
waves under both swell and storm conditions. The
simulations were performed using DIA for Snl. They
found that the Gulf Stream significantly affected not
only the wave height but also the shape of the wave
spectra, via wave refraction. They also found that under

FIG. 3. (a) Nondimensional energy E
*

� g2E/u4
* and (b) nondimensional peak frequency fp* � u

*
fp /g as a function

of nondimensional fetch x
*

� gx/u2
*, where u* is wind friction velocity and g is gravitational acceleration.
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storm conditions, the physical processes of generation,
dissipation, and wave–wave interactions were consider-
ably enhanced in the countercurrent region. Their re-
sults highlighted the importance of wave–current inter-
action for wave forecasting and hindcasting. However,
because the DIA only poorly approximates Snl, they
did not assess its role in their study. Instead, they gave
a heuristic estimate of the intensity of the physical pro-
cesses, which they calculated from the integrals of the
source functions over the frequency-directional do-
main.

Following the studies just described, we performed
two numerical simulations of ideal current fields using
SRIAM to investigate the effects of nonlinear transfer
on wave–current interactions. We began with a simula-
tion that involved wave propagation against a shear
current with and without the transfer function to exam-
ine the effects of nonlinearity. To investigate variation
in spectral shape in relation to current, we also per-
formed a numerical simulation of wind–sea propaga-

tion through a current ring with wind input and white
capping.

a. Wave propagation against a shear current

To demonstrate the effects of the Snl on wave–
current interactions, we conducted numerical simula-
tions of wave refraction and strain by horizontal shear
currents without wind input and dissipation. Four nu-
merical simulations were performed: the linear case
without Snl and three nonlinear cases with Snl calcu-
lated by SRIAM, RIAM, and DIA. The accuracies of
DIA and SRIAM were examined against RIAM, as
described in the previous section. We used a model
domain of 10° � 10° with a spatial resolution of 0.2° and
0.25° (51 � 41 grid points) covering 180°–190°E, 5°S–
5°N to clarify the wave refraction by reducing the wave
propagation along the great circle. The incident wave
spectrum (JONSWAP spectrum with significant wave
height of 1.2 m, peak frequency of 0.2 Hz, and cos4�
directional spreading) was set to propagate against an

FIG. 4. Two-dimensional wave spectra obtained by (a) RIAM,
(b) SRIAM, and (c) DIA at a nondimensional fetch x* � 1.88 �
106. The contours are 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9 in units
of maximum wave spectrum.
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ocean current at the western boundary. Along the
northern and southern boundaries, the gradient of the
wave spectrum normal to the boundary was set to zero.
Wave energy was set to zero along the eastern bound-
ary. Initial wave spectra in the domain were assumed to
be zero. The current velocity was given as a 1D Gauss-
ian profile:

U	y
 � U0 exp��	y�yw
2�, 	4.1


where U0 is the peak current velocity (1.5 m s�1), y is
latitude, and yw is 0.7°.

Figure 5 shows the spatial distribution of the signifi-
cant wave height and peak direction after 96 h of time
integration. In all cases, significant wave height was
concentrated along the core of the jet, because of wave
refraction and strain by the shear current. However,
there were clear differences. First, the effects of refrac-
tion and strain were more apparent in the linear com-

putations than in the nonlinear computation. The maxi-
mum significant wave height exceeded 1.8 m in the lin-
ear computations, corresponding to a 50% increase in
incident wave height. On the other hand, it was less
than about 1.5 m in the nonlinear computation, indicat-
ing that current-induced modulation of significant wave
height was diminished in this calculation. Second, the
spatial distribution of the significant wave height in
SRIAM showed almost the same pattern and magni-
tude as in RIAM. This implies that SRIAM can repro-
duce the Snl of the RIAM method, whereas DIA can-
not. Differences in significant wave heights are closely
linked to wave spectral properties. To evaluate these
differences in detail, we investigated the wave spectra
and associated Snls at two locations: 0°, 182°E and 0.6°,
182°E (black squares in Fig. 5).

Figure 6 compares the wave spectra and Snls at the
center of the countercurrent (0°, 182°E) for the linear

FIG. 5. Spatial distribution of the significant wave height (contours) and peak direction (arrows) obtained by (a) RIAM, (b) linear
computation, (c) SRIAM, and (d) DIA around the core of the jet after 96 h of time integration.
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FIG. 6. (a)–(d) Wave spectra and (e)–(f) nonlinear transfer functions at the center of the countercurrent (0°, 182°E): wave spectra
obtained by (a) RIAM, (b) linear computation, (c) SRIAM, (d) DIA, and the nonlinear transfer functions obtained by (e) SRIAM and
(f) DIA. The contour interval (CI) of wave spectra is 0.1 in units of maximum wave spectrum. The CI for the transfer function are
(0.1, 0.3 0.5, 0.7, 0.9) in units of maximum absolute value. Solid (dashed) lines represent positive (negative) values.
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and nonlinear computations. SRIAM (Fig. 6c) success-
fully reproduced the wave spectrum calculated by
RIAM (Fig. 6a). The spectral shapes estimated by
RIAM and SRIAM at this position were much nar-
rower in frequency and directional space than in the
DIA result (Fig. 6d) or linear calculation (Fig. 6b). The
wave spectrum was sharply peaked in the original di-
rection of the incident wave (i.e., eastward), yet there
was a downshift in peak frequency (Figs. 6a,c). In con-
trast, the linear case produced three peaks in different
directions, presumably due to ray focusing or the for-
mation of wave caustics (Fig. 6b), resulting in a broad
directional distribution. Moreover, the shear currents
broadened the frequency distribution at high frequen-
cies, while the peak frequency remained constant (�
0.2 Hz), that is, did not downshift.

The difference between the nonlinear and linear
wave evolutions can be explained by reviewing the re-
sults of the nonlinear transfer of energy calculated by
SRIAM (Fig. 6e). High-frequency energy (0.18–0.22
Hz) that was refracted northeast and southeast was
transferred to the low-frequency spectrum (0.14–0.17
Hz) in its original eastward direction. That is, the Snl
concentrated the spectral components associated with
wave refraction toward the original direction of the in-
cident wave.

In DIA (Fig. 6d), peak frequency, direction, and total
spectral energy (thus significant wave height) were con-
sistent with those of RIAM and SRIAM. However, fre-
quency and directional bandwidth were extremely
broad, and spectral shape was clearly distorted com-
pared to those of RIAM and SRIAM. For example,
there was a trimodal directional distribution around the
lower-frequency region (�0.14 Hz). The Snl calculated
by DIA (Fig. 6f) transferred the refracted wave com-
ponents to the low-frequency region in an eastward di-
rection, similar to SRIAM. However, DIA broadened
the wave spectrum, a typical shortcoming of the
method, as mentioned above.

Figure 7 shows the spectrum and Snl where the hori-
zontal shear of the current reached its maximal value
(0.6°N, 182°E). Again, the wave spectral shapes calcu-
lated by SRIAM and RIAM were identical (Figs. 7a,c).
On the other hand, the spectral shape calculated by
DIA (Fig. 7d) was clearly different due to the method’s
limited applicability to complex wave fields. These re-
sults demonstrate that it is unreasonable to argue about
spectral shape when DIA is used as the transfer func-
tion. Therefore, hereafter we discuss the results of
SRIAM only.

Linear refraction veered the wave spectral peak to-
ward the east-southeast (Fig. 7b), whereas when non-
linear transfer was considered, the spectral peak broad-

ened in the southeast to east directions (Figs. 7a,c). In
addition, this coincided with a distinct downshift in
peak frequency. The Snl (Fig. 7e) indicated that energy
was transferred from high frequency (0.18–0.22 Hz)
with an east-southeast direction to low frequency (0.14–
0.16 Hz) with an eastward direction. Again, the Snl
attempted to retain spectral form by reducing refracted
wave components and increasing the wave spectrum in
the direction of the incident wave. These results
strongly suggest that current-induced modulation in the
direction of the wave spectrum is weakened via the
self-stabilization effect of the Snl. As a result, concen-
tration of the wave energy around the countercurrent
due to linear focusing is weakened, and the energy is
defocused.

Hubbert and Wolf (1991) investigated the wave spec-
trum deformation of a circular current eddy and found
a considerable broadening of the directional distribu-
tion of the wave spectra; no downshift in peak fre-
quency was apparent because they neglected the non-
linear term. Our linear calculation qualitatively agrees
with their results. However, our nonlinear-based results
indicate a different pattern of spectral deformation be-
cause of the downshift in spectral peak frequency and
self-stabilization of the spectral form, especially the di-
rectional spreading.

b. Wind–wave evolution in a circular eddy current

We conducted a numerical simulation of the evolu-
tion of a wind-generated wave in a circular current ring.
We used SRIAM as the nonlinear source function to
improve the results.

The computational domain was 10° � 6° with a spa-
tial resolution of 0.1° and 101 � 61 grid elements. A
steady and homogeneous wind field was assumed.
Wind speed, U10, and direction were set at 10 m s�1 and
eastward, respectively. To consider the local effects of
current on wave generation, the fetch effect was re-
moved by setting the gradient of the wave spectrum to
zero along the northern, southern, and western bound-
aries. A low level of wave action density was added to
the seeding frequency instead of providing an initial
wave spectrum a priori to accelerate the initial wave
spectrum growth (Tolman 2002).

The current field that we investigated followed that
of Mathiesen (1987) and Hubbert and Wolf (1991), that
is, a counterclockwise-turning ring of varying current
speeds and radii. The tangential current velocity profile
U(r) was given as

U	r
 � U1r �r1 r � r1,
U	r
 � U0 exp� � �	r � r0
 �br0�2�r � r1, 	4.2
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FIG. 7. Same as Fig. 6, but where the horizontal shear of the current becomes a maximal value (0.6°N, 182°E).
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where

r1 � 0.5r0�1 � 	1 � 2b2
0.5�,
U1 � U0 exp���	r1 � r0
 �br0�2�, 	4.3


and b � 0.3 and the maximum current velocity U0 is 1.5
m s�1 at a radius of r0 � 0.7° from the center of the
eddy (arrows in Figs. 8b–d). To investigate the spatial
distribution of current effects on the wave spectrum, we
defined two parameters to characterize frequency and
directional bandwidth. These were defined as the dif-
ference between the frequency and the directional
angle, where the energy is half the maximum:

df � 	 f2 � f1
�fp, F 	 f1
 � F	 f2
 � 0.5Fmax, 	4.4


d� � �2 � �1, F 	�1
 � F 	�2
 � 0.5Fmax, 	4.5


where fp is peak frequency, F( f ) is the one-dimensional
spectrum for frequency, F(�) is the one-dimensional
spectrum for direction, and Fmax is the maximum value
of the wave spectrum. The spectral bandwidths of fre-
quency and direction are instrumental in altering wave-
height probability density from the Rayleigh distribu-
tion (Janssen 2003; Onorato et al. 2004; Waseda et al.
2009). These parameters are relevant for identifying
seas with a high chance of producing a freak wave.

Figures 8a–d show the spatial distribution of signifi-
cant wave height and peak direction, mean wave steep-
ness, frequency bandwidth, and directional bandwidth
after 36-h integration, respectively. The wave age, de-
fined as the phase velocity of the peak frequency di-
vided by U10, is about 1 for the entire domain. The sea
state is fully developed and corresponds to an old wind

FIG. 8. Spatial distribution of wave characteristics around the turning ring: (a) significant wave height (CI: 0.05 m) and peak direction
(arrows); (b) mean wave steepness (CI: 0.004) defined by 0.5 Hs � km, where Hs is significant wave height and km is mean wavenumber
estimated from the spectral average of the wavenumber; (c) frequency bandwidth parameter (CI: 0.05) defined by Eq. (4.5); and (d)
directional bandwidth parameter (CI: 0.1 rad) defined by Eq. (4.6). Solid (dashed) lines represent positive (negative) values obtained
by subtracting mean values.
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sea. To isolate the current effect, mean values obtained
by averaging the upwind region (180°–184°E) were sub-
tracted from each value. The refraction and strain ef-
fects of the current modulated the spatial distribution
of these parameters around the current ring. Significant
wave height increased in the countercurrent region and
decreased in the following current region, mostly con-
fined to the eddy. This phenomenon has been described
by Holthuijsen and Tolman (1991). The variation in
significant wave height reached 20% of the average sig-
nificant wave height. The spatial distribution of wave
steepness was almost the same as that of significant
wave height. The positions of positive and negative
peaks of wave energy and steepness anomalies closely
corresponded to maximum current speed with opposing
directions. On the other hand, the opposite occurred
because of the asymmetric pattern of the ring across the
mean wave direction.

On the other hand, the spatial distribution of the
spectral bandwidths showed a completely different pat-
tern. The current broadened the frequency bandwidth
around the eddy, especially just beyond the region with
the maximum following current. Moreover, the distri-
bution of negative and positive effects was not symmet-
ric, as it was for significant wave height (Fig. 8a). For
directional bandwidth, positive and negative peak val-
ues appeared beyond the following and countercurrent
regions, respectively. This distribution was almost sym-
metric to wind direction, but the positions of the peak
values differed from those of significant wave height
and wave steepness. The spatial distribution of these
parameters implies that freak waves due to current
rings do not occur under these particular conditions;
however, as this implication is outside the scope of this
study, further studies are necessary to confirm this pos-
sibility.

Figure 9 shows frequency-directional spectra and as-
sociated Snls at points A (0°, 182°E), B (0.8°N, 184.7°E),
and C (0.8°S, 184.7°E) indicated in Fig. 8. Point A is a
reference position of the free-of-current effect. The to-
tal energy at the three points was almost identical (Fig.
8a). Point B represents the position where the counter-
current broadened the directional bandwidth. Wave
spectral energy was produced mainly in the eastward
direction due to the wind input (not shown here) cor-
responding to wind direction. However, the peak spec-
trum did not appear in the eastward direction, and the
directional distribution became bimodal around the
peak frequency in the northeast and east-southeast di-
rections. This was due to current refraction and strain in
the countercurrent region. In contrast, the main role of
the Snl was to redistribute wave energy from higher
frequencies (0.2–0.35 Hz) in the east-southeast to lower

frequencies (0.12–0.15 Hz) in the eastward direction.
That is, nonlinear transfer modified the directionally
broadened spectral energy, concentrating it toward the
original direction (i.e., eastward). At the same time, the
Snl downshifted the spectral peak. Position C repre-
sents the position where spectral bandwidth was broad-
ened in frequency and narrowed in direction. Direc-
tional bandwidth was narrowed by the following cur-
rent, and the peak direction was nearly due east. In
addition, the high-frequency region ( f � fp � 0.16 Hz)
had a large part of the total energy compared to the
wave spectrum at points A and B, and the frequency
bandwidth was broad. There were two positive peak
values for the Snl around peak frequencies in the east-
southeast and east-northeast directions. There was a
negative peak value around the high-frequency region
(0.2–0.25 Hz) with a nearly due-east direction. That is,
the Snl moved the high-frequency component in the
eastward direction, broadening the directional spread-
ing around the peak frequency.

Our results indicate that the Snl reduces spectral
shape variation, especially in the directional domain
induced by the current, and thus wave spectral compo-
nents with different directions veer toward the original
direction. Moreover, for wave spectra with broader or
narrower directional spreading, the Snl has the oppo-
site effect.

4. Hindcast simulation

A few studies have demonstrated the significance of
wave–current interactions for operational wave model-
ing from global or regional perspectives (Janssen et al.
2005; Wolf 2003; Komen et al. 1994). The Snl is crucial
for estimating wave characteristics and spectral shape,
as shown in the previous sections; however, DIA has
been used for almost all operational wave modeling to
date, despite its inaccurate approximations. In this sec-
tion, we focus on the influence of ocean currents on
waves around the strong jet of the Kuroshio, using wind
and current reanalysis data. To obtain more accurate
results and investigate the role of nonlinear transfer in
wave–current interactions, we used SRIAM as the
transfer function.

A hindcast simulation was performed over a 1-month
integration period (October 2004). This was an unusual
month in that three consecutive typhoons (T0422,
T0423, and T0424) struck Japan, causing enormous
damage and casualties both on the coast and inland,
especially associated with typhoon 0423 (nicknamed
Tokage). In addition, during this period, the Kuroshio
had a large meandering path for the first time in about
15 yr; the main axis of the current separated from the
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FIG. 9. (a)–(c) Wave spectra and (d)–(f) nonlinear transfer functions at the labeled locations shown in Fig. 8: The CI for the wave
spectra is 0.1 in units of maximum wave spectrum and for the transfer function is 0.2 in units of maximum absolute value. Solid (dashed)
lines represent positive (negative) values.
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coast off the Kii Peninsula (33.4°N, 135.8°E) and from
there ran southeastward.

The wind field was described using the Grid Point
Value of the Mesoscale Model (GPV-MSM, 1/8°–1/10°
resolution) distributed by the Japan Meteorological
Agency. This reanalysis dataset is widely used for re-
gional numerical wave simulations around Japan. How-
ever, as we discussed in the introduction, accurate
evaluation of the current field is also an important fac-
tor. We used current field data from the Japan Coastal
Ocean Predictability Experiment (JCOPE) model de-
veloped at the Frontier Research Center for Global
Change (Guo et al. 2003; Miyazawa et al. 2005;
Kagimoto et al. 2008). JCOPE is based on the Prince-
ton Ocean Model (POM), a high-resolution regional
model (12°–62°N, 117°E–180°, at 1/12° resolution) that
is embedded in a low-resolution basin-wide model (1/4°
resolution) and assimilates sea surface height, tempera-
ture, and salinity from various sources. The model suc-
cessfully simulated the appearance of a large meander
of the Kuroshio in October 2004, as shown in Fig. 10b
(Kagimoto et al. 2008).

The wave model was driven by 6-hourly wind stress
estimates from GPV-MSM and a 2-day mean current
field from the JCOPE reanalysis product linearly inter-

polated at every integration time interval between 1
October and 1 November 2004. The computational do-
main was set to 23°–46°N and 120°–149°E. The spatial
resolution was 0.25° with 117 � 93 grid elements. A
third-order accurate numerical scheme was used to de-
scribe wave propagation (Tolman 2002), and SRIAM
was applied to evaluate the Snl. The simulation was
performed with and without current data to investigate
the impact of wave–current interactions.

Figure 10a shows the average monthly spatial distri-
bution of the significant wave height with ocean current
coupling, and Fig. 10b shows the difference in wave
height with and without current data. The three ty-
phoon paths are indicated in Fig. 10a as black lines.
Mean significant wave height increased around the
southwestern part of the domain, indicating that an in-
termittent and strong local wind field, such as a typhoon
event, caused an intensification of significant wave
height. Moreover, the differences in significant wave
height over the entire Kuroshio were substantial, espe-
cially near the eastern coast of Taiwan. The largest dif-
ferences were mainly along the Kuroshio axis, as shown
in the numerical simulation for the current ring (Fig.
8a).

However, the wave–current interactions associated

FIG. 10. (a) Average monthly spatial distribution of significant wave height with ocean current coupling. The three typhoon paths
(T0422, T0423, and T0424) are indicated as black lines with �, �, �, respectively. Markers are plotted every 3 h. (b) Averaged wave
height difference between simulations with and without current data. Arrows represent current vectors having speeds greater than 20
cm s�1.
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with the changes in surface wind and current seem
rather complex. Figures 11a,b show an instantaneous
plane view of the differences in significant wave height
and between wave height with and without current data
when Typhoon Tokage passed by Japan (at 0000 UTC
21 October 2004). The typhoon initially passed over the
southern part of the Kuroshio main axis (Fig. 10) and
then over the northern part of the axis (Figs. 10, 11).
Corresponding to these relative positions between the
typhoon and the main axis of the current, there was
wave convergence in the countercurrent region and
wave divergence in the following current region (Fig.
11b). Moreover, the differences in significant wave
height extended for quite a distance away from the
Kuroshio, downwind. The wave-height modulation in-
duced by the current originated from both small and
large meanders of the current around 29°N, 131°E and
32°N, 138°E, respectively. These results indicate that
the effects of wave–current interactions are not only
local but also extend to more distant areas. As demon-
strated here, wave–current interactions are highly sen-
sitive to small current structures, and therefore a real-
istic representation of the current field is very impor-
tant for high-resolution wave forecasting.

Figure 12 shows an instantaneous plane view of the
directional bandwidth parameter defined by Eq. (4.5)

around the upstream region of the Kuroshio without
and with current simulations (Figs. 12a,b, respectively)
at 0000 UTC 21 October 2004. Black arrows and white
arrows represent peak wave direction and current vec-
tors, respectively. The spatial distributions of the direc-
tional bandwidth are completely different. While only a
slight decrease in directional spreading occurred when
current simulations were not included (Fig. 12a),
spreading inside the current increased (Fig. 12b). To
examine the effects of the current on spectral shape
modulation in greater detail, we considered the wave
spectrum and Snl inside the current (26.8°N, 125.7°E;
black square Fig. 12) again without and with current
simulations. As shown in Figs. 11b, 12, the properties of
the wave were significantly modulated and appeared in
the differences of spectral shape. One obvious effect
was that without current data, there was a quasi-
unidirectional wave spectrum in the south-south-
western direction (Fig. 13a), whereas when current data
were included there were two spectral peaks with dif-
ferent directions (south and southwest) (Fig. 13b). Af-
ter Typhoon Tokage passed over this area, the wave
field (without current) was dominated by swells travel-
ing in south to southwestern directions, and the wave
field was almost homogeneous spatially, as seen in Fig.
12a. However, swells were trapped along the Kuroshio

FIG. 11. (a) Instantaneous plane view of significant wave height (contours) and wind vectors (arrows), (b) wave height difference
between simulations with and without current data (contours) and current vectors (arrows) when Typhoon Tokage passed Japan (at
0000 UTC 21 Oct 2004).
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and traveled upstream against the current (southwest).
In addition, swells entering the current from the north-
east refracted locally, shifting incoming swell energy
southward. This created a second peak in the spectrum,
increasing directional spreading, as indicated in Fig.
12b. The convergence of swells due to these wave–
current interactions concentrated wave energy within
the current (Fig. 11). Again, the differences in wave
characteristics and spectral shape over the Kuroshio
were substantial.

Furthermore, the Snl again had some interesting ef-
fects on directionality (Figs. 13c,d). Without current
data, two positive peak values of the Snl appeared
(south and southwest), and a negative peak value ap-
peared in the south-southwest around the peak fre-
quency (0.08–0.1 Hz), as shown in Fig. 13c. These pat-
terns suggest that nonlinear transfer broadened the di-
rectional spreading of swells traveling at this point. In
contrast, as confirmed in the numerical simulation that
included current data (Fig. 13d), nonlinear transfer nar-
rowed the directional spreading of broadened wave
spectra. This is similar to the effects of the Snl on fre-
quency and directional space (Fig. 6e). In addition,

positive peak values of the transfer function appeared
around 0.09 Hz (south-southwest direction) corre-
sponding to the spectral peak in the simulation without
current data (Fig. 13a), retaining spectral shape without
modulation due to current effects. These results indi-
cate that self-stabilization, especially for current-
modulated wave direction, is an important mechanism
of the Snl in simulations based on actual ocean current
and wind data.

One of the central aims of this study was to investi-
gate the impact of Snl on the wave field. We were par-
ticularly interested in answering the long-standing
question as to how Snl alters the wave statistics and the
shape of spectra in realistic situations. To address this,
we investigated the effects of the nonlinear transfer
source term accuracy on the results of a hindcast simu-
lation using SRIAM and DIA. The probability density
function of (i) significant wave height, (ii) peak fre-
quency, (iii) frequency bandwidth, and (iv) directional
bandwidth calculated by SRIAM (-) and DIA (o) are
shown in Fig. 14. We analyzed the data using a 1-month
integration period. As shown in Figs. 14a,b, SRIAM
and DIA were in reasonable agreement for the signif-

FIG. 12. Spatial distribution of the directional bandwidth parameter defined by Eq. (4.5) around the upstream region of the Kuroshio
in simulations (a) without and (b) with current data (0000 UTC 21 Oct 2004). (a), (b) Black arrows represent peak wave directions.
(b) White arrows represent current vectors. Black squares indicate the locations of the wave spectra and transfer functions shown in
Fig. 13.
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icant wave height and the peak frequency. However,
large differences were observed in the frequency and
directional bandwidth results, which implied large dif-
ferences in the shapes of the spectra. These results were
consistent with the previous results for fetch-limited
wave growth (see section 2d) and current-induced wave
modulation (see section 3a). As we used the same wave
input and dissipation source functions in both cases, the
difference could only be due to the Snl terms. Because
the four-wave resonant interaction redistributes wave
energy inside the frequency-directional domain, it has
an important role in determining the spectral shape.
Our results suggested that when only statistical wave
information is required, such as the significant wave
height or peak period, the careful numerical evaluation
of Snl is not necessary. However, when more detailed
information is required, such as the spectral shape of

the waves, Snl plays an important role. As mentioned
previously, recent studies have suggested that the prob-
ability of freak wave occurrence is strongly related to
the wave spectral shape, steepness, frequency, and di-
rectional bandwidth. Therefore, the accuracy of freak-
wave predictions may depend on the Snl approximation
used.

5. Conclusions

Despite numerous studies on the current-induced
modulation of wave properties, few have attempted to
investigate changes in spectral shape. To better under-
stand the current-induced modulation of ocean wave
spectral properties, and the role of nonlinear transfer in
wave–current interactions, we implemented SRIAM to
numerically evaluate nonlinear transfer and improve

FIG. 13. (a), (b) Wave spectra and (c), (d) nonlinear transfer functions inside the Kuroshio (26.8°N, 125.7°E; black square in Fig. 12)
for simulations without and with current data. The CI for wave spectra is 0.1 in units of maximum wave spectrum and for transfer
function is 0.2 in units of maximum absolute value. Solid (dashed) lines represent positive (negative) values.
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spectral resolution with relatively low computational
cost.

We investigated the performance of SRIAM for
fetch-limited wave growth and spectral modulation by a
jet current of selected wave spectra. The wave spectra
and Snl calculated by SRIAM agreed well with those
estimated by the rigorous RIAM method, whereas the
DIA method was significantly less useful.

Our results indicate that refraction and strain are ap-
parent in linear calculations but less so in nonlinear
calculations. Because of the self-stabilization effect of
the Snl, spectral form is retained, which redistributes
the refracted wave energy. Consequently, significant
wave height in the focal region is reduced. This inter-
esting effect of nonlinear transfer was also found in
simulations of the evolution of wind-generated waves
propagating over a Rankin-type eddy current. As wave
spectra tend to broaden and narrow due to refraction
and strain by circular currents, the Snl induces an op-

posing force to this directional spreading. Again, the
directional spectrum is self-stabilized due to nonlinear
wave–wave interactions.

The hindcast simulation indicated that the difference
in the average monthly significant wave height with and
without current data was mainly constrained along the
Kuroshio axis. However, the instantaneous difference
in significant wave height extended for quite a distance
away from the current downwind, suggesting that the
effects of wave–current interactions are not only local
but also extend to more distant areas. Spectral shape
was also modulated by the Kuroshio. The spatial dis-
tribution of the directional bandwidth characterizing
the spectral shape was completely different with or
without current data, and the difference was substantial
near the Kuroshio. In addition, the structure of the Snl
denoted the self-stabilization effect, especially in
changing the wave direction modulated by the current.
Therefore, the important mechanism of nonlinear

FIG. 14. Probability density function of (a) the significant wave height, (b) the peak frequency, (c) the frequency bandwidth, and
(d) the directional bandwidth calculated using SRIAM (-) and DIA (o). Data over a 1-month integration period were analyzed.
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transfer in self-stabilizing the spectrum and moderating
the linear effect of wave refraction and energy focus
was apparent based on real oceanic data. The hindcast
simulation also demonstrated that while SRIAM and
DIA show reasonable agreement for the significant
wave height and the peak frequency, large differences
were evident in the frequency and directional band-
width values.

Further improvements are required before our mod-
eling effort can be extended to practical and opera-
tional applications. In particular, the calculation of the
other source functions, such as wind input and dissipa-
tion, must be improved. We believe that the use of
accurate methods for evaluating Snl, such as SRIAM,
will lead to improvements in the representation of these
terms for operational use. Then the estimated wave
statistics and spectral shapes near Japan should be vali-
dated against observational data, such as buoy and sat-
ellite altimeter data. However, greater numbers of in
situ directional wave measurement devices are desper-
ately needed, as currently there are relatively few such
devices operating in the open ocean.

As we have demonstrated, the use of a sophisticated
numerical scheme for nonlinear transfer significantly
modifies the shape of the directional spectrum. How-
ever, the forcing fields (i.e., wind and current fields)
determine the overall spectral properties, and there-
fore, for accurate simulation, the quality of these forc-
ing fields must be improved. We utilized the best ocean
current data available: the JCOPE reanalysis data for
the Kuroshio path near Japan (Miyazawa et al. 2005;
Kagimoto et al. 2008). The effects of wave–current in-
teractions were apparent only because the fine struc-
ture of the current field was well represented in this
Kuroshio model.

The hindcast wave spectrum analysis provided new
insights into the nature of wind waves in the ocean.
Recent studies have suggested that when a wave loses
directionality and becomes long crested, nonresonant
wave–wave interactions cause the wave train to become
unstable (Gramstad and Trulsen 2007; Waseda et al.
2009). Because Hasselmann’s kinetic equation (Hassel-
mann 1963) assumes a random process, the phase in-
formation is averaged and the deterministic nonreso-
nant interaction is ruled out. Nevertheless, third-
generation wave models are useful for predicting freak
waves because they can predict the occurrence of an
extreme condition when wave spectra lose directional-
ity. A companion paper by Waseda et al. (2009) dis-
cusses the likelihood of such a sea state based on the
wave hindcast results described in this paper. Localized
regions or “hotspots” of freak-wave occurrence were
identified, but their existence was limited both in dura-

tion and area. Thus, it is apparent that the success of
freak-wave prediction relies heavily on the accuracy of
the high-resolution current and wind fields as well as
the performance of the wave model in response to the
temporal and spatial variation of these forcing fields.

The performance of the wave model was significantly
improved by using SRIAM. The computational cost is
larger than the costs of existing operational models us-
ing DIA (�20 times), but we believe that the improve-
ment gained by using sophisticated nonlinear transfer
estimation is significant. We therefore recommend that
SRIAM be incorporated into operational wave-
forecasting models as available computational re-
sources advance.
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APPENDIX

Numerical Schemes for Time Integration of Source
Terms

To implement RIAM and SRIAM in an operational
third-generation wave model, either a semi-implicit or
an implicit scheme should be applied for time integra-
tion to reduce computational time by using a larger
time increment. WW3 uses a fractional step method in
which the propagation and source terms are integrated
separately. With the propagation terms excluded, the
equation describing the evolution of wave action den-
sity N(k) becomes

Nn�1	k
 � Nn	k


�t
� 	1 � �
Sn � �Sn�1, 	A1


where n is the index of time level, �t is the time step, k
is the wavenumber vector, S (N) is the total source term
defined for the action spectrum, and � is the implicit-
ness parameter. If the source term Sn�1 depends lin-
early on Nn�1, Eq. (A1) can be solved directly for wave
action at the new time step. In general, Sn�1 depends
nonlinearly on wave action density. Therefore, Sn�1

was evaluated using a first-order Taylor series expan-
sion around Sn:

Sn�1	k
 � Sn	k
 � �
k�

	S	k


	N	k�

�Nn�1	k�
 � Nn	k�
�.

	A2
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FIG. A1. Time evolution of significant wave height and mean wave direction calculated by
(a) DIA, (b) SRIAM, and (c) RIAM as the nonlinear transfer function. Thin line: explicit
scheme, �: semi-implicit scheme, �: implicit scheme.

2682 J O U R N A L O F P H Y S I C A L O C E A N O G R A P H Y VOLUME 38



In a discretized form, the functional derivative �S/�N
becomes the Jacobian matrix of first-order partial de-
rivatives of S with respect to N. The functional deriva-
tive can be divided into a diagonal matrix and a non-
diagonal residual that is generally neglected in third-
generation wave models such as WAM and WW3:

Sn�1	k
 � Sn	k
 �
	S	k


	N	k

�Nn	k
. 	A3


Substituting (A3) into (A1), wave action density after a
finite time interval �t can be expressed as follows:

Nn�1	k
 � Nn	k
 �
�t 
 S	k


1 � � 
 �	k
 
 �t
, 	A4


where �(k) represents the diagonal terms of �S(k)/
�N(k�). When the implicitness parameter � is set to 0,
this method becomes the explicit Euler method. On the
other hand, when � is set to 1, this method becomes the
implicit Euler method, whereas the action density of
the next time step is evaluated only with the quantities
of the present time step (Hargreaves and Annan 2001).
This semi-implicit scheme does not need matrix inver-
sion to solve the equation. Therefore, it reduces com-
putational cost significantly. Because the contribution
of nondiagonal terms is sufficiently small (WAMDI
Group 1988; Komen et al. 1994), this scheme has been
successfully applied to third-generation wave models in
which the DIA is used as the Snl.

To investigate the applicability of this integration
scheme to RIAM and SRIAM, we conducted numeri-
cal simulations. The accuracy of the scheme was exam-
ined by referring to the results of the explicit scheme
(� � 0) with a small time increment (5 s), considering
that the use of such small time steps increases the com-
putational costs considerably. We also applied an im-
plicit numerical scheme described by Lavrenov (2003)
as a possible candidate for time integration of RIAM
and SRIAM.

A numerical simulation was performed for a wind
field in which the wind direction changes abruptly from
the initial direction. Spectral evolution was calculated
for a one-grid duration-limited condition. The initial
wave spectrum was a standard JONSWAP spectrum
with cos2�-type directional spreading. At the beginning
of time integration, wind speed dropped to 10 m s�1

while the wind direction turned by 90° from the initial
mean wave direction.

Figures A1a–c indicate the evolution of the signifi-
cant wave height and mean wave direction calculated
by DIA, SRIAM, and RIAM, respectively. As reported
by WAMDI Group (1988) and Komen et al. (1994), the
results calculated by DIA using the semi-implicit

scheme were nearly the same as those of the explicit
scheme, indicating that the contribution of nondiagonal
terms is negligible compared to that of the diagonal
terms. However, the difference between the explicit
and semi-implicit schemes is apparent for SRIAM and
especially for RIAM. The rate of change for the two
parameters was slow for the semi-implicit scheme,
showing a gradual transition of the wave spectrum for
the new wind direction. On the other hand, the implicit
scheme applied to SRIAM and RIAM reproduced the
results of the explicit scheme. These results indicate
that the discrepancy between the integration schemes
was caused by inadequate use of the semi-implicit
scheme with SRIAM and RIAM.
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