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Abstract

Dissipation rate statistics in the near-surface layer of the ocean were obtained during the month-long COARE

Enhanced Monitoring cruise with a microstructure sensor system mounted on the bow of the research vessel. The

vibration contamination was cancelled with the Wiener filter. The experimental technique provides an effective

separation between surface waves and turbulence, using the difference in spatial scales of the energy-containing surface

waves and small-scale turbulence. The data are interpreted in the coordinate system fixed to the ocean surface. Under

moderate and high wind-speed conditions, we observed the average dissipation rate of the turbulent kinetic energy in

the upper few meters of the ocean to be 3–20 times larger than the logarithmic layer prediction. The Craig and Banner

(J. Phys. Oceanogr. 24 (1994) 2546) model of wave-enhanced turbulence with the surface roughness length from the

water side z0 parameterized according to the Terray et al. (J. Phys. Oceanogr. 26 (1996) 792) formula z0 ¼ cHs provides

a reasonable fit to the experimental dissipation profile, where z is the depth (defined here as the distance to the ocean

surface), cE0:6; and Hs is the significant wave height. In the wave-stirred layer, however, the average dissipation profile

deviates from the model (supposedly because of extensive removing of the bubble-disturbed areas close to the ocean

surface). Though the scatter of individual experimental dissipation rates (10-min averages) is significant, their statistics

are consistent with the Kolmogorov’s concept of intermittent turbulence and with previous studies of turbulence in the

upper ocean mixed layer.

r 2003 Elsevier Science Ltd. All rights reserved.
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1. Introduction

Breaking surface waves generate strong turbu-
lence in the near-surface layer of the ocean. In
addition, these same waves create serious distur-
bances to turbulence measurements. Bubble clouds

and random, sometimes huge, vertical motions of
the ocean surface due to surface waves seriously
complicate collection of quality turbulence data
close to the ocean surface.
The velocity scale of turbulent fluctuations in

the near-surface layer of the ocean is about
1 cm s�1, while the typical surface-wave orbital
velocities are 1m s�1. The energy of the distur-
bance due to surface-wave orbital velocities is four
orders of magnitude higher than that of the
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turbulence signal. In terms of the dissipation rate
of turbulent kinetic energy (TKE), e; the surface-
wave disturbance is six orders of magnitude
greater than the useful signal. The presence of
such exceptionally strong disturbances from the
surface-wave orbital velocities imposes special
requirements on the measurement techniques and
sensors for observations of near-surface turbu-
lence. The additional complication is that the
time scales of the surface waves and the near-
surface boundary-layer turbulence substantially
overlap. The linear statistical filtering that has
been widely used to separate waves and turbulence
from moored or tower-based velocity records
(e.g., Benilov and Filyushkin, 1970; Kitaigorodskii
et al., 1983) is capable of distinguishing the
turbulence from linear waves. This linear filtering
procedure, however, cannot remove non-linear
components of surface waves, which may result
in an overestimation of the turbulence dissipation
rate.
Stewart and Grant (1962) demonstrated that

towed or bow measurements can provide an
effective separation between the surface waves
and turbulence. Their techniques utilize the fact
that the energy-containing surface waves and
small-scale turbulence in the near-surface layer of
the ocean have different spatial scales.
The Stewart and Grant (1962) results indicated

that the wave-generated turbulence essentially
dissipates above the trough line. A similar conclu-
sion was reached by Soloviev et al. (1988) based on
the dimensional analysis of dissipation rate profiles
obtained with a free-rising profiler and of the
observations made by Arsenyev et al. (1975),
Dillon et al. (1981), Oakey and Elliott (1982),
and Jones and Kenney (1977). These analyzed
data, however, were confined to moderate and low
wind-speed conditions. At the same time, tower-
based turbulence measurements made in a lake by
Kitaigorodskii et al. (1983) and Agrawal et al.
(1992) in a wide range of wind-speed conditions
produced evidence in favor of a thicker layer of
wave-enhanced turbulence and higher turbulence
levels. Terray et al. (1996) proposed the new
scaling that accounted for the limited fetch in the
lake observations and dramatically reduced the
difference between the two groups of data.

Though new turbulence data in the near-surface
layer of the open ocean are emerging (Drennan
et al., 1996; Greenan et al., 2001; Gemmrich and
Farmer, 2002; Melville and Matusov, 2002),
most of the published turbulence statistics have
been obtained either in lakes and shallow seas
or under relatively low wind-speed conditions. In
this paper, we present the month-long near-surface
turbulence data set taken in the western equatorial
Pacific during the TOGA Coupled Ocean–atmo-
sphere Response Experiment (COARE) under a
variety of forcing and mixed layer conditions.
The subset of this data that was obtained under
high wind-speed conditions allows us to estimate
and parameterize the turbulence levels due to
surface-wave breaking. Although our observations
have been made in the tropical and equatorial
ocean, the conclusions of this paper are expected
to be applicable to the mid- and high-latitudes
as well.

2. Observations during the COARE EQ-3 cruise

The TOGA COARE was conducted in the
western equatorial Pacific warm pool area during
1992–1994. The large scale context for the TOGA
COARE is summarized by Lukas et al. (1995), and
a comprehensive overview of the results is
provided by Godfrey et al. (1998).
A near-surface microstructure sensor system

(Soloviev et al., 1995, 1998, 1999) was mounted
on the bow of the R/V. Moana Wave during the
COARE enhanced monitoring cruise EQ-3, which
consisted of two legs (Fig. 1). The EQ-3 cruise is
briefly described below; more cruise details can be
found in Shinoda et al. (1995).
On 11 April 1994, the R/V. Moana Wave

departed Pohnpei for Leg 1. Leg 1 included
mooring operations and CTD stations between
8�N and 2�S (Fig. 1). Leg 1 ended on 25 April in
Pohnpei. Leg 2 of the EQ-3 cruise started in
Pohnpei on 26 April 1994. Leg 2 included a
southward transect along 156�E, an equatorial
transect from 154�E to 143�E, and a short
northward transect along 137�E before arrival in
Guam on 10 May 1994. Underway operations
during both legs included the microstructure
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and turbulence bow sensor measurements, ther-
mosalinograph sampling, shipboard ADCP and
meteorological observations. Many aspects of the
near-surface microstructure measurements during
the EQ-3 cruise have been analyzed by Soloviev
and Lukas (1996, 1997a, b). These analyses have
elucidated large diurnal warming events in the
near-surface layer of the ocean, spatial variability
of the diurnal thermocline, and sharp frontal
interfaces. In this paper, we analyze the near-
surface turbulence measurements taken during the
EQ-3 cruise with the bow sensors.
For the analysis of near-surface turbulence

dissipation rates, the significant wave height and
friction velocity are important parameters. The
significant wave height Hs is estimated from the
pressure and vertical acceleration bow sensor
signals as described in Appendix A. Fig. 2a
documents the significant wave height data for
the time period of the Moana Wave EQ-3 cruise in

comparison with the occasional TOPEX/Poseidon
data. The technique for estimation of the signifi-
cant wave height from the TOPEX/Poseidon
satellite observations has been validated by Call-
ahan et al. (1994).
Because of the unresolved short-wave part of the

surface-wave spectrum, the relative error of the Hs

estimation from the bow data dramatically in-
creases under low wind-speed conditions (Fig. 13).
For the further analysis involving Hs as a
parameter we will use a 20% error threshold,
which, according to Appendix A (Fig. 13), corre-
sponds to a 9.4m s�1 wind speed.
Four meteorological data sets are available for

the EQ-3 cruise (Fig. 2b). An automatic meteoro-
logical station provided 5-min averages of wind
speed at a 15m height (further referred to as U15).
The meteorological data were also collected by the
science group at 6-h intervals and from bridge
observers at 4-h intervals. Occasional wind-speed
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Fig. 1. Map of the COARE enhanced monitoring EQ-3 cruise of the R/V. Moana Wave.
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magnitudes were available from the TOPEX/
Poseidon satellite.
A 10� offset in the wind sensor data was

discovered on 23 April 1994 (10� lower than it
should be). This offset might result in about
1m s�1 error in the wind-speed measurement at
the typical 12-knot ship speed. In this paper, we
analyze the turbulence measurements taken under
high wind-speed conditions and have not made
any correction of this possible offset.
The friction velocity was calculated from the

COARE bulk-flux 2.6 algorithm (Fairall et al.,
2003). We interpolated the drag coefficient during
the EQ-3 cruise with a fourth-order polynomial as
follows:

Ca ¼ �7:1510� 10�9U4
15 þ 2:4086� 10�7U3

15

� 9:1358� 10�7U2
15 þ 2:39� 10�5U15

þ 9:320� 10�4:

For high wind-speed conditions, the difference
between Ca calculated from the COARE 2.6

algorithm and its polynomial interpolation does
not exceed 2%.

3. Turbulence measurements using bow-mounted

sensors

3.1. Experimental approach

The orbital velocities of surface waves are the
dominant disturbance to turbulence measurements
in the near-surface layer of the ocean. They
influence turbulence measurements by (a) generat-
ing an additive fluctuation velocity signal, and (b)
modulating the relative speed (and direction) of
the flow.
In the case of tower-based and mooring

measurements, the velocity fluctuation induced
by the orbital velocities of surface waves usually
exceeds the mean drift current. Taylor’s (1938)
frozen field approximation, which requires that the
fluctuation of the mean flow is within 10% of its
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Fig. 2. R/V. Moana Wave and TOPEX POSEIDON (a) significant wave height and (b) wind-speed data for COARE EQ-3. The

crossover distance between the satellite and research vessel trajectories varies between 22 and 440 km. The interruption of

measurements between 25 and 26 April is because of a 1 day call of the research vessel to the Port of Pohnpei. Note the drop of

significant wave height to zero at the entrance to the Port.
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mean speed, cannot be satisfied for this type of
measurement; the standard techniques of turbu-
lence analysis, therefore, are not applicable. More-
over, in the case of tower-based or mooring
measurements, the time scales of turbulence and
surface-wave signals substantially overlap. Pro-
blem (a), nevertheless, can be solved by a linear
statistical analysis (Benilov and Filyushkin, 1970;
Agrawal et al., 1992); problem (b), which requires
a non-linear statistical analysis, is much more
difficult and has not yet been solved for the tower
or mooring based observations.
It is remarkable that spatial scales of turbulence

and surface waves may differ greatly. As a result,
both problems (a) and (b), can be resolved by
making turbulence measurements with a fast-
moving sensor (Stewart and Grant, 1962; Soloviev
et al., 1988). The experimental approach adopted
in this work is as follows (Soloviev et al., 1999):

(1) turbulence measurements are acquired with a
fast-moving sensor;

(2) sensors with linear output are used; and
(3) the coordinate system is fixed to the ocean

surface.

A specially constructed bow frame positioned
the sensor system at a 2-m distance ahead of the
ship’s hull (Fig. 3). The pressure wave in front of
the moving ship may result in a rapid flow

distortion (Fornwalt et al., 2002). The bow of the
R/V. Moana Wave is of a sharp-angle (30�) shape,
the curvature radius of the bow tip is about 0.2m.
From classical hydrodynamics it is known that the
flow in front of a moving sphere is significantly
disturbed within approximately 3 radii of the
sphere (Van Dyke, 1982). This suggests that the
bow sensor data were taken from the area that is
not significantly disturbed by ship’s hydrody-
namics.
The sensor package consisted of an electromag-

netic (EM) velocity probe (including an acceler-
ometer and a CTD). The EM velocity sensor,
originally developed in Granit (St. Petersburg,
Russia) by Arjannikov et al. (1979), has a perfect
hydrodynamic form for longitudinal direction and
a low hydrodynamic noise level. This probe is a
linear device for a wide flow-speed range (0–
12.5m s�1); the spatial resolution is about 1 cm.

According to the laboratory test conducted at the
University of Hawaii, the electronic noise level
of the EM velocity sensor in the frequency range
2–400Hz is equivalent to 0.8mm s�1. More details
about the EM probe and the CTD can be found in
Soloviev et al. (1998, 1999).
Ship’s pitching and surface waves (including

those reflected from the ship’s hull) induce
fluctuations of the mean flow at the sensor
location. A strong fluctuation may result in flow
reversal, which affects the turbulence measure-
ments. To identify such cases, we analyzed a sum
U0 þ Vx (where U0 is the ship speed and Vx is the
longitudinal component of the bow velocity
signal). Negative values of U0 þ Vx are the flow
reversals; these record segments were removed
from further analysis. The flow reversals were
found mainly at low ship speeds. We therefore did
not analyze any data taken at U0o2m s�1. (In
fact, most of the data being analyzed in this paper
were taken at U0B5m s�1.)
The mean depth of the sensors was about 1.7m

but slightly varied during the cruise, depending on
the filling of the ship’s fuel and water tanks and
ship speed. Because of surface waves and ship’s

Fig. 3. Schematic diagram showing the probe mounting on the

bow. Mean depth of the probe L1E1:7m; spacing from the

ship’s hull L2E2m:
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pitching, the instantaneous depth of the sensors
(defined here as the distance to the ocean surface)
was continuously changing. The pressure signal
was used to estimate the distance of the sensor to
the ocean surface. Special precautions were made
to reduce the direct influence of the water flow on
the pressure sensor. An rms uncertainty of
o0.1 dbar in pressure to depth conversion at a
ship speed of 10–11 knots was estimated from the
pressure readings at the intersections of the water–
air interface as detected by the conductivity sensor
(Soloviev and Lukas, 1996). The sensor depth
variation allows us to study the vertical structure
of the near-surface layer of the ocean.

3.2. Signal processing

The data analyzed in this paper were collected at
a sampling rate of 400 or 40Hz. Because of
pitching of the vessel, at times the sensors broke
through the surface. The segments of signal
corresponding to the probe surfacing or entering
bubble clouds were removed from the analysis
according to the algorithm described in Soloviev
et al. (1995). A significant part of the TKE in the
near-surface layer dissipates within the actively
breaking waves that produce bubble clouds.
Removing the segments affected by bubbles may
therefore introduce a bias in the turbulence
statistics. This problem will be considered in
Section 4.
Fig. 4a demonstrates an example of the Vx-

velocity spectra calculated from a 10-min segment
obtained at 5.5m s�1 ship speed and at 4m s�1

wind speed. For spectral calculations, the mea-
sured velocity data set was ‘‘pre-whitened’’ by
numerical differentiation in the time domain and
then integrated in the frequency domain. The pre-
whitening is a procedure aimed at reducing
spectral ‘‘leakage’’ (Emery and Thompson, 1998).
For comparison, the spectrum of integrated

acceleration is shown in Fig. 4a. The acceleration
spectrum suggests that the vibration contamina-
tion occurs in narrow frequency bands. Further
evidence of the nature and degree of the vibration
contamination can be seen in the plot of the
coherence between the velocity and integrated
acceleration, as shown in Fig. 4c. The velocity

contamination at frequencies less than 1Hz is
associated with the ship’s motion and is out of the
band used for turbulence estimates. Above 8Hz,
there is a varying degree of contamination, with
high coherence at 18, 25, 50 and 110Hz. Removal
of this vibration contamination by extrapolation
of the spectrum through known motion peaks or
with a notch filter turns out to be relatively
ineffective here because the resonant properties
of the bow frame depend on the position of the
air–water interface with respect to the frame,
which changes during the pitching period. Instead,
we used the coherent noise cancellation technique,
based on the Wiener filter, developed by Schoe-
berlein and Baker (1996) and tested with the
TOGA COARE bow data in Soloviev et al. (1999).
A similar noise cancellation technique for oceanic
turbulence measurements has been developed by
Rolf Lueck (pers. comm.).
One important aspect of implementing the

Wiener filter is to insure that the reference
correlation matrix is not singular and thus can
be inverted. This can be a problem when data that
contain a strong low-frequency component, such
as the ship’s motion and the surface-wave velo-
cities at frequencies less than 1Hz, are used. To
avoid this problem, the data were pre-whitened by
numerical differentiation. To restore the velocity
spectrum after the coherent noise cancellation, the
signal was integrated (either in the time or
frequency domain).
Fig. 4b shows the velocity spectrum after

application of the coherent noise cancellation
techniques using the Wiener filter with 60 weights;
Fig. 4d presents the residual coherence. Note that
the 95% confidence intervals of the coherence
enclose zero. This means that no statistically
significant coherent contamination is left in the
filtered signal. The effectiveness of the Wiener filter
in the time domain is demonstrated in Fig. 5.
In Fig. 6a, the spectrum of the velocity signal

processed with the Wiener filter as described above
is compared to the electronics noise spectrum of
the sensor. The corresponding 95% confidence
intervals are shown with thin lines. The confidence
intervals for the spectral estimates calculated from
10-min velocity segments are very small because
the number of degrees of freedom is large (234).
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The noise spectrum shown in Fig. 6a was mea-
sured in a laboratory tank with motionless sea
water during the post-cruise calibration made with
the same experimental setup. According to this
laboratory test, the RMS noise for the Vx channel
in the frequency range 2–200Hz is 0.8mm s�1.
Since the electronic noise and the measured

velocity signal are not correlated, the noise
spectrum can be subtracted from the Vx velocity
spectrum. However, if the experimental spectrum
is close to its noise level, this procedure may result
in unrealistic negative spectral components at
some frequencies. We will subtract the noise
spectrum from the velocity spectrum here only
for demonstration purposes. The spectrum is then

corrected for the anti-aliasing filter. The transfer
function of the anti-aliasing filter is Hlpðf Þ ¼
1=½1þ ðf =fupÞ

2	; where fup ¼ 150Hz for
fs ¼ 400Hz, fup ¼ 14:5Hz for fs ¼ 40Hz, and fs
is the sampling rate. The correction factor Hlpðf Þ

�1

is shown in Fig. 6b for both 400-Hz (curve 1) and
40-Hz (curve 10) sampling rates.
The frequency spectrum was transformed into

the wave-number domain according to Taylor’s
(1938) frozen field hypothesis:

kx ¼ 2pfU�1
0 ; EðkxÞ ¼ ð2pÞ�1Sðf ÞU0; ð1Þ

where f is the frequency in Hz, U0 is the relative
flow speed (towed or mean flow advection speed),
and kx is the wave number in m�1. Everywhere in
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this paper we use the radian wave number, k ¼
2p=l: Taylor’s hypothesis is acceptable if the RMS
variation of the flow does not exceed 10% of the
mean flow speed.
The wave-number spectrum was corrected for

the sensor’s spatial averaging according to the
transfer function, TðkxÞ ¼ ð1þ ðkx=k0Þ

1:5Þ�2:8;
k0 ¼ 250 m�1, determined from laboratory tests
(Soloviev et al., 1999). The resulting correction
factor TðkxÞ

�1 is shown in Fig. 6b as curve 2; thin
lines indicate the error interval. Fig. 6b contains
both frequency and wave-number scales. The
wave-number axes are calculated for
U0 ¼ 5:9m s�1.

3.3. Dissipation rate estimates

According to the main Kolmogorov hypothesis,
at sufficiently high wave numbers the statistical
structure of turbulence has a universal form;
the scaling parameters depend only upon e; the
dissipation rate of TKE, and upon n; the kinematic
viscosity. This hypothesis implies that at high wave
numbers the turbulence is locally isotropic. The

one-dimensional velocity spectrum in the ‘‘inertia-
viscous subrange’’ that was taken by a sensor
moving in the x direction is as follows (Stewart
and Grant, 1962):

EuðkxÞ ¼ ðen�5Þ1=4FKðkxZÞ; ð2Þ

where Eu is the longitudinal (in the x direction)
velocity spectrum, kx is the wave number in
the x direction (kx ¼ 2pf =U0 by Taylor’s hypoth-
esis), F is a universal function of its non-
dimensional argument kxZ; and Z ¼ n3=4e�1=4 is
the Kolmogorov internal scale of turbulence. In
the inertia interval (kxZ51), (2) reduces to
EuðkxÞ ¼ a1e;2=3 k

�5=3
x where dimensionless con-

stant a1 ¼ 0:5:
Several interpolation formulas of the universal

function FK can be found in the literature on
turbulence (Novikov, 1961; Hinze, 1975; Oakey,
1982; Moum et al., 1995). In this paper, we will use
the form of function FK as empirically determined
by Nasmyth (1970; cf. Oakey, 1982), which has
been used in many studies on oceanic turbulence.
The theoretical spectrum of turbulence and its

fit to a measured velocity spectrum using the
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Stewart and Grant (1962) techniques are shown in
Fig. 6c. The measured spectrum was taken as a
frequency spectrum (Fig. 6a); then, it was con-
verted into the wave-number spectrum according
to Taylor’s hypothesis and transfer functions for
anti-alias filter and spatial averaging (Fig. 6b). The
theoretical spectrum in Fig. 6c corresponds to
e ¼ 1:7� 10�6 Wkg�1.
The large deviation from the theoretical turbu-

lence spectrum at the left (Fig. 6c) is due to the

surface-wave and ship-pitching disturbances,
which is consistent with the results of Stewart
and Grant (1962). There is also a slight difference
between the experimental and theoretical spectra
in the wave-number range from 20 to 120m�1.
This is presumably an effect of the rapid flow
distortion produced by the pressure wave in front
of the moving ship. Recently, Fornwalt et al.
(2002) modeled this effect numerically and found
that the rapid flow distortion results in the net
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production of TKE concentrated at relatively
small scales, which affects the velocity spectrum
principally at high wave numbers. Note that the
observed deviation might also be introduced by
the correction factor for the probe spatial resolu-
tion that is known with a 20% accuracy (Fig. 6b).
Similar to the disturbance from surface waves, this
deviation should not affect the dissipation rate
estimate made with the Stewart and Grant (1962)
technique.
The uncertainty of the e estimation due to

spectral scatter is small in this example because
confidence intervals are small. The spectral scatter,
however, is not the only source of error at the
dissipation rate estimation. The other errors are
introduced by the uncertainty of the instrument
towing speed and probe calibration. As we analyze
only the data that satisfy Taylor’s hypothesis of
frozen turbulence, the fluctuation of the towing
speed does not exceed 10%. The calibration
coefficient for the velocity probe is known with a
5% accuracy. Not included are the errors asso-
ciated with the assumption of isotropy that are
implicit in (2), which alone may introduce a 50%
error (Oakey and Elliott, 1982). The individual
estimates of e are therefore considered to be
known within a factor of 2.
The dissipation rates calculated from records

that are longer than the ship’s pitching period are
in fact averages over the probe depth range. In the
near-surface layer of the ocean (where the vertical
profile of dissipation rate can be a non-linear
function of depth) this may result in additional
errors in the calculation of e: To address this
problem, an alternative technique has been devel-
oped: dissipation rates are estimated from short
segments, which allows them to be sorted on
depth.

3.4. Calculation of dissipation rate from short

segments

Calculation of the dissipation rate from short
segments consists of the following steps:

(a) Each 10-min Vx record is edited with the
processing algorithm described in Soloviev
et al. (1995) to remove the segments when the

probes surface or enter bubble clouds. Con-
tinuous segments of DtcX5 s are identified
and processed with a 60-weight Wiener
filter (to remove the vibration contamination)
and band-passed with a Finite Impulse
Response (FIR) filter. The transfer function
of the band-pass filter is shown in Fig. 6b.
The 4–16Hz frequency band is selected to
minimize the influence of surface waves and
ship’s pitching from one side and possible
rapid flow distortion and the uncertainty in
the probe’s spatial resolution from the other
side.

(b) The variance, Wu ¼
PNs

1 ðV 0
x �/V 0

xSÞ2=Ns; is
calculated by averaging over Dtb ¼ 0:1 s long,
50% overlapping segments, where V 0

x is the
fluctuation velocity signal processed with the
band-pass (4–16Hz) filter, Ns ¼ fsDtb, and fs
is the sampling rate (either 400 or 40Hz), and
/S denotes an average over segment Dtc:
Note that /V 0

xSE0 because flDtcb1; where fl
is the lower cut-off frequency of the band-pass
filter (fl ¼ 4Hz).

(c) The theoretical variance Wt is defined as a
function of the dissipation rate e as follows:

WtðeÞ ¼
Z

N

0

Hhpðf ÞHlpðf ÞSðf ; eÞ df ; ð3Þ

where Hbpðf Þ is the transfer function of the
band-pass FIR filter, Hlpðf Þ is the transfer
function of the anti-aliasing filter, Sðf ; eÞ ¼
2pU�1

0 Eðkx; eÞ
0; E00ðkx; eÞ

0 ¼ TðkxÞEðkx; eÞ;
TðkxÞ is the transfer function characterizing
the probe’s spatial averaging, Eðkx; eÞ is
calculated from (2) and the Nasmyth spec-
trum, and wave number kx ¼ 2pfU�1

0 : The
transfer functions, Hbpðf Þ; Hlpðf Þ; and TðkxÞ;
are described in the previous section (Section
3.3) and shown in Fig. 6b.

(d) In order to estimate e; the equation

Wu ¼ WtðeÞ; ð4Þ

is solved by an iteration method, where WtðeÞ is
determined with the discrete version of
integral (3). The iteration process starts from
an initial dissipation rate e ¼ 1:2�
10�12 Wkg�1 and finishes at the value of e
that satisfies (4) with a 1% accuracy.
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(e) The dissipation rate estimates obtained from
0.1-s segments are then ensemble averaged
within overlapping 10-cm depth bins over the
10-min record segments. In order to account
for the intermittent nature of turbulence, the
mean dissipation rate and the confidence
intervals are calculated from formulas (C.2)
and (C.3) given in Appendix C. These
formulas assume a lognormal distribution of
the turbulence dissipation rate.

Note that the fluctuation of the mean flow speed
r ¼ stdðU=U0Þ for a 0.1 s period is substantially
smaller than for a segment enclosing the full
pitching period. During the EQ-3 cruise, r was 3%
on average and never exceeded 7%. This reduction
of r facilitated the use of Taylor’s hypothesis of
frozen field under conditions of high seas and
strong pitching of the ship.
Fig. 7a and b demonstrates two examples of the

averaged vertical profile of dissipation rate e
obtained with this algorithm. The threshold for
the minimum number of points for averaging was
set at Nmin ¼ 25: The example shown in Fig. 7b
was taken under high wind and wave conditions
(U15 ¼ 19m s�1, Hs ¼ 3:3m). The confidence in-
tervals in Fig. 7b are bigger than in Fig. 7a in part
because of the larger percentage of points removed
from averaging of the probe surfacing or entering
bubble clouds.
For further analysis, we will use the dissipation

rates calculated according to the method described
in this section. This method is similar to that of
Yamazaki and Lueck (1990) and Prandke and
Stips (1996) and is an alternative to the integration
method of Wesson and Gregg (1994) and Moum
et al. (1995). The shortest averaging scale that
produced reasonable dissipation estimates in
Yamazaki and Lueck (1990) was only three
Kolmogorov length scales (i.e., less than 1 cm).
The initial averaging length scale in our method is
DL ¼ U0DtbB50 cm; which exceeds the three
Kolmogorov scales (here U0B5m s�1 is the ship
speed, and Dtb ¼ 0:1 s is the averaging time scale).
The dissipation rates calculated for the month-

long COARE EQ-3 cruise are plotted in Fig. 8 as a
function of wind speed. The cases when the ship
speed was less than 2m s�1 or the ship course or

speed varied more than 10% are excluded from
these statistics. Note that the data in Fig. 8 are not
yet sorted on depth.
The equivalent electronics noise level of the

velocity sensor en ¼ 1:8� 10�10 Wkg�1 shown in
Fig. 8 by a horizontal line was obtained by
processing the laboratory noise record via steps
(a) through (d). According to Fig. 8, this noise
level is much less than the dissipation rate that is
typically observed in the near-surface layer of the
ocean. No correction for the electronics noise is
therefore required.
Ship’s pitching and surface waves induce fluc-

tuations of angle a between the flow direction and
the probe’s longitudinal axis. At large angles
(a > 45�), the 40mm diameter tip of the EM probe
containing sensing electrodes may start shedding
vortices, which are the source of additional,
hydrodynamic noise. In the example shown in
Fig. 6a, the ship speed U0 ¼ 5:9m s�1; disturbance
with a 40-mm wavelength translates into a
frequency f ¼ 150 Hz. There are several, relatively
small but persistent spectral peaks observed on the
velocity spectrum at f > 140Hz (Fig. 6a). These
peaks are not observed on the noise spectrum
taken in the laboratory (motionless water) and are
supposedly due to the hydrodynamic noise of the
sensor. (Remember that we use here the frequency
range from 4 to 16Hz for dissipation rate
estimates.)
When the winds are almost zero, one would

expect the turbulence level to be quite low and the
dissipation rate estimates could be close to the
noise level of the sensor in situ (electronic plus
hydrodynamic noise). Under low wind-speed
conditions yet strong shear currents associated
with stratification often develop in the near-
surface layer of the warm pool area. This results
in non-zero dissipation rates even under low wind-
speed conditions (Soloviev et al., 2001). In addi-
tion, nighttime convection due to surface cooling
can maintain the turbulence energy dissipation
rate at some non-zero level, depending on the
ocean surface cooling rate (Lombardo and Gregg,
1989). (See a dissipation rate estimate due to
convection ecE1:6� 10�7 W kg�1 in Fig. 8.)
Fig. 8 shows the mean dissipation rate conver-

ging between 2� 10�7 and 2� 10�6Wkg�1
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toward the low wind-speed condition, and a
relatively small number of points are below
1� 10�7Wkg�1. The minimum dissipation
rate, emin ¼ 1� 10�8 WKg�1, in Fig. 8 could
be interpreted as an upper estimate of the
sensor noise level in situ. Note that emin is
still much smaller than the turbulence levels
observed in the near-surface layer of the ocean
under moderate and high wind-speed conditions
(Fig. 8).

For comparison, Moum and Caldwell (1994)
observed the mean dissipation in the warm pool
area converging between 5� 10�8 and
1� 10�6WKg�1 under low wind-speed conditions
(though, at a somewhat larger depth of 6m). The
minimum dissipation rate at the 6m depth
observed by Moum and Caldwell (1994) was
2� 10�8WKg�1.
To elucidate the possible influence of surface

waves on the dissipation rate estimation, we

10
-6

10
 -4

0

0.5

1

1.5

2

2.5

3

3.5

ε, W kg-1

z,
 m

21.36 21.37 21.38

σ
t
, kg m-3

7 May 1994, 20:03 - 20:13 UTC 

0 500
n

10
-4

10
-3

0

0.5

1

1.5

2

2.5

3

3.5

ε, W kg-1

z,
 m

21.3 21.31 21.32

σ
t
, kg m-3

6 May 1994, 07:19 - 07:29 UTC  

0 100 200
n

Fig. 7. Vertical profiles of dissipation rate e and st averaged within 5-cm depth bins over a 10-min bow record segment. Thin lines are

95% confidence intervals calculated from (C.3). Dashed line is the logarithmic layer prediction. Number of points n in each depth bin is

also shown. (a) Wind speed U15 ¼ 9:4m s�1, significant wave height Hs ¼ 1:8m; (b) U15 ¼ 19m s�1 and Hs ¼ 3:3m.

A. Soloviev, R. Lukas / Deep-Sea Research I 50 (2003) 371–395382



calculated the wave kinetic energy in the wave-
number band that is used for dissipation rate
estimates here. The theoretical variance was
calculated from the Pierson and Moskowitz
(1964) spectrum (multiplied by o2; where
o ¼ 2pf ), surface-wave dispersion relationship
k ¼ o2=g; the transfer function of the band-pass
filter (shown in Fig. 6b, curve 3), and the depth
attenuation factor, exp(�2kz). The theoretical
variance was then processed via steps (a) through
(d) to obtain an error estimate, ew: The relative
error, ew=e exceeded a 10% level only in 0.2% of
all cases collected during the EQ-3 cruise. These
points were removed from the analysis; this,
however, does not affect in any significant way
the average dissipation rate profile.

4. Wave-enhanced turbulence

Small-scale turbulence in the upper layer of the
open ocean is generated by convection, shear, and
surface-wave breaking. The upper ocean turbu-
lence may be substantially affected by the diurnal

cycle and precipitation effects (Gregg et al., 1984;
Smyth et al., 1996; Wijesekera and Gregg, 1996;
Wijesekera et al., 1999; Soloviev et al., 2001) and
by spatially coherent organized motions like
Langmuir cells, billows, ramp-like structures, etc.
(Thorpe, 1985; Soloviev, 1990; Plueddemann et al.,
1996; Li and Garrett, 1997).
In addition to wave breaking, the shear that

develops at the bottom of a shallow diurnal or
rain-formed mixed layer can greatly increase the
turbulence generation (though on relatively small
scales) and thus the turbulence dissipation. Based
on the measurements made during TOGA
COARE by Moum and Caldwell (1994), Soloviev
et al. (2001) found a maximum dimensionless
dissipation rate of TKE near the bottom of the
mixing layer ekz=u3�B500; which substantially
exceeds the log layer prediction, ekz=u3� ¼ 1: (Here
e is the dissipation rate, k is Von Karman’s
constant, and z is the depth. The mixing layer
depth in Soloviev et al. (2001) is defined from
criteria Ri ¼ Ricr ¼ 0:25; where Ri is the gradient
Richardson number. Note that the strong increase
of dimensionless dissipation rate near the bottom

Fig. 8. Month-long data set of e observed with the bow sensors during COARE EQ-3 versus wind speed U15 at a 15-m height. Each

point represents a 10-min average (no sorting on depth yet on this graph). The electronic noise of the sensor is indicated as a horizontal

dashed line en ¼ 1:8� 10�10 Wkg�1. The dissipation rate of TKE due to gravitational convection, ec; calculated according to formula

(12) for constant Q0 ¼ 200Wm�2 is shown as a horizontal point-dashed line.
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of the mixed layer is not inconsistent with the
decrease of dimensionless mixing coefficient
Km=ðkzu�Þ because Km also depends on the
turbulent mixing length scale, which rapidly
decreases at Ri-RicrB0:25. In view of this result,
the anomalously high dissipation rate,
eB103u3�=ðkzÞ; observed by Kitaigorodskii et al.
(1983) in the near-surface layer of Lake Ontario at
a 5.4m s�1 wind speed could be explained by
stratification effects rather than by the turbulence
enhancement due to surface waves, as it was
initially interpreted.
During the EQ-3 cruise, we could not measure

the gradient Richardson number in the near-
surface layer of the ocean (it is still a challenge)
and therefore might not identify precisely the cases
when stratification effects were important. In this
paper, we will analyze only the data obtained
under high wind-speed conditions, when the upper
few meters of the ocean are usually well mixed by
breaking waves (the wave-breaking threshold is
typically 6–7m s�1). In a few cases with strong
rainfalls and squalls observed during the EQ-3
cruise, the salinity stratification in the near-surface
layer of the ocean was not negligible even under
high wind-speed conditions. We removed these
cases from the analysis using the criterion N2 >
5� 10�6s�2; where N is the Brunt–Vaisala fre-
quency.
Below we analyze the EQ-3 turbulence data

using the Craig and Banner (1994) and Terray et al.
(1996) models. The Craig and Banner (1994)
model explicitly includes both the wave-breaking
and shear-generated turbulence terms. The Terray
et al. (1996) model describes only wave-breaking
turbulence; the shear-generated turbulence is
treated separately.
The following dimensionless expression can be

derived from formula (B.5) in Appendix B
representing an analytical approximation of the
Craig and Banner (1994) model:

e0E1þ 94:8 z0�2:4; ð5Þ

where e0 ¼ ekðz þ z0Þ=u3�; e is the dissipation rate, k
is the Von Karman’s constant (k ¼ 0:4); z0 ¼ ðz þ
z0Þ=z0; z is the depth (distance to the ocean
surface), z0 is the surface roughness length scale
from the water side. In these coordinates, dissipa-

tion rates in agreement with wall layer theory fall
on the line e0 ¼ 1:
The surface roughness from the water side z0 is a

critical but still poorly known parameter in
modeling the near-surface turbulence. It depends
both on the physics of the turbulent boundary
layer and on the properties of the sea surface. Bye
(1988) proposed to use the Charnock (1955) type
relationship for z0;

z0 ¼ au2�=g: ð6Þ

According to the near-surface velocity profiles
measured by Churchill and Csanady (1983) and
Csanady (1984), a ¼ 1400: These observations
were taken under light winds (wind speeds at 3m
less than 5m s�1). Terray et al. (1996) concluded
that a is much larger (B150,000). A higher
magnitude of a also follows from the modeling
study of the near-surface circulation in Knight
Inlet by Stacey (1999) who noted that a may
depend on wave age. Alternatively, Terray et al.
(1996) proposed z0 to be parameterized via the
significant wave height, Hs:

z0 ¼ cHs; ð7Þ

where cB1: (As we will see later, the data from
TOGA COARE suggest that cE0:6:) Gemmrich
and Farmer (1999a) found that during their
experiment the near-surface temperature profile
was well approximated at a constant value
z0 ¼ constE0:2 m.

In Fig. 9a, the COARE EQ-3 turbulence dis-
sipation rates and the Craig and Banner (1994)
model are plotted together in dimensionless
coordinates e0 ¼ ekðz þ z0Þ=u3� and z0 ¼ ðz þ z0Þ=
z0; where z0 is parameterized with formula (6). The
wall layer prediction is shown by the dashed
vertical line, e0 ¼ 1: The average dissipation profile
in Fig. 9b (bold line) is calculated according to
formula (C.2). The confidence intervals are calcu-
lated from formula (C.3) and are shown with thin
lines. The fit between the field and model data
demonstrated in Fig. 9b is obtained at a ¼ 90; 000:
Further tuning of constant a does not improve the
agreement between the experimental data and
theory.
In Fig. 10, the same experimental data and the

same model are shown for the surface roughness
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length from water side parameterized according to
Eq. (7) of Terray et al. (1996) z0 ¼ cHs; where Hs

is the significant wave height and c ¼ 0:6: In this

case, the agreement between the data and model is
better than in Fig. 9. Very close to the ocean
surface a substantial part of the data was removed
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from the analysis because of the bubble distur-
bance to the measurements. The editing procedure
thus might bias average dissipation rate estimates
close to the ocean surface because bubble areas are
associated with the most energetic events (wave
breaking). To determine the constant c; we there-
fore used the deeper part of the experimental
profile. This constant would be smaller if we used a
near-surface part of the profile.
According to Pierson and Moskowitz (1964), for

the saturated surface-wave spectrum, Hs ¼ 4sZ ¼
1:576� 105u2�=g: Assuming that for saturated wave
conditions parameterizations (6) and (7) should
converge (i.e., z0 ¼ cHs ¼ au2�=g) one can find that
c ¼ 0:6 corresponds to a ¼ 94; 560: This is con-
sistent with a ¼ 90; 000 obtained from the fit of the
Craig and Banner (1994) model to the field data
shown in Fig. 9.
From comparison of Figs. 9 and 10 it follows

that the Terray et al. (1996) parameterization of
surface roughness via significant wave height (7)
provides a better fit to the Craig and Banner (1994)
model to the field data than the Charnock (1955)
type parameterization (6).
We have also compared our data with the Craig

and Banner (1994) model using a constant value of
the surface roughness length scale from the water
side. In this case, the fit to the experimental data
does not show improvement compared to the
Terray et al. (1996) parameterization (7).
The Craig and Banner (1994) model uses the

boundary condition for the turbulent flux of the
kinetic energy in the form

F ¼ au3�; ð8Þ

where a is assumed in model calculations to take a
constant value of 100. This parameterization was
found to be relatively insensitive to the sea state
for wave ages embracing wind seas from inverse
age u�a=cpo0:075 to fully developed situations
(Terray et al., 1996). At u�a=cpo0:075; a is no
longer constant and depends on the wave age.
Terray et al. (1996) hypothesized that under

high wind-speed conditions, the dependence of the
dissipation rate on wave age is manifested entirely
through its dependence on the scaling variables Hs

and F : Based on dimensional analysis and tower-
based data collected in Lake Ontario, Terray et al.

(1996) proposed the following parameterization
for the dissipation rate e:

eHs=F ¼
0:3ðz=HsÞ

�2 at zo0:6Hs;

0:83 at zX0:6Hs;

(
ð9Þ

where Hs is the significant wave height, F is the
flux of the TKE at the air–sea interface, and z is
the depth.
The Craig and Banner (1994) model (5), with the

surface roughness length from water side para-
meterized according to Eq. (7) of Terray’s et al.
(1996) z0 ¼ cHs and with the turbulence flux of the
kinetic energy according to (8), can be rescaled as
follows:

eHs=F ¼k�1a�1ðc þ z=HsÞ
�1

� ½1þ 4:56ð1þ c�1z=HsÞ
�0:8	3: ð10Þ

Model (9) describes only the wave-breaking
component; the shear-generated turbulence should
be treated separately. Model (10) includes both
shear-generated and wave-breaking turbulence.
Fig. 11a documents the EQ-3 data for high

wind-speed conditions scaled according to Terray
et al. (1996). Models (9) and (10) and the
logarithmic layer model are also shown. The
horizontal point-dashed line in Fig. 11a represents
the depth of the layer, H50 ¼ 0:6Hs; within which
50% of the wave energy dissipates according to the
Terray et al. (1996) model (9). In the Craig and
Banner (1994) model (10), 50% of the wave
induced turbulence energy dissipates within the
layer, h50Ez0=3 (see Appendix B). For z0 para-
meterized with (7) this corresponds to the depth,
h50EcHs=3E0:2Hs; which is 3 times smaller than
H50:
According to Fig. 11a, the near-surface dissipa-

tion rates are in a better agreement with the Craig
and Banner model (10) using Terray’s et al. (1996)
parameterization (7) than with the original Terray
et al. (1996) model (9). Note that no tuning
coefficients are available in the original Terray
et al. (1996) model. Model (10) (fitted to the EQ-3
data as shown in Fig. 11a) predicts lower than
model (9) dissipation rates in the layer, z > 0:4Hs;
above this layer, model (10) demonstrates larger
dissipation rates than (9).
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A possible reason for this difference (as sug-
gested by one of the anonymous reviewers of this
paper) is the use of the wave-following versus fixed
coordinate system. If the wave-breaking energy
substantially dissipates above the trough line, and
the vertical dissipation rate profile is a non-linear
function of depth, then the difference between
fixed and wave-following measurements is signifi-
cant. For instance, in a fixed coordinate system it
is practically impossible to study near-surface
layers with a thickness less than the surface-wave
height. In fact, any observational point between
the wave trough and crest will alternate between
water and air. Therefore, in order to study
turbulence above the trough line, a wave-following
coordinate system should be used. In this paper,
we follow Csanady’s (1984) suggestion to analyze
the near-surface data in the coordinate system
connected to the ocean surface. The Craig and
Banner (1994) model is consistent with the
Csanady (1984) concept. The Terray et al. (1996)
model, which is originally fitted to the tower-based
data, would produce a different dissipation profile
in the wave-following coordinate system.
Two other possible reasons for unresolved

differences between (9) and (10) have been

mentioned in Section 3.1. They can be summarized
as follows: (1) The standard Taylor hypothesis of
frozen field cannot be directly applied for the
turbulence analysis of the tower-based measure-
ments because the velocity fluctuation is not small
relative to the mean flow; (2) Non-linear compo-
nents of surface waves, which could not be
removed from the tower-based velocity records,
might result in an overestimation of e:
It should be noted that there is no reliable

estimate of the average dissipation rate within the
wave-stirred layer zo0:6Hs either in Terray et al.
(1996) or in our work. Terray et al. (1996) could
not make measurements at zo0:6Hs because their
sensors had to be positioned below wave troughs,
and the data were analyzed in a fixed coordinate
system. The constant dissipation e ¼ 0:83F=Hs

rate that is set in (9) for zo0:6Hs is not based on
any experimental data; it results from energy
constraints. In our work, the dissipation data were
averaged in a wave-following coordinate system
and were available starting from a depth z ¼
0:1Hs: The averaged dissipation rate in the layer
stirred by breaking surface waves could, however,
be biased because of extensive editing of the
bubble-disturbed segments. This editing procedure
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might exclude the most energetic turbulence events
associated with breaking waves from the averaging
statistics. The experimental dissipation profile
systematically deviates from model (10) at
zo0:6Hs (Fig. 11a). In the layer 0:1Hsozo
0:6Hs; the integral energy dissipation rate
(
R
eðzÞ dz) is about 5 times less than that predicted

by model (10). This suggests that during our
measurements about 80% of the wave energy
dissipating in the layer stirred by breaking waves
might be unaccounted for because of bubble
disturbances. Though we are using here the
averaging technique that accounts for the turbu-
lence intermittency (see Appendix C), it never-
theless may not completely compensate for editing
bubble-disturbed segments, because these distur-
bances are largely correlated with the dissipation
rate peaks. For the same reason, the confidence
intervals calculated from (C.3) might be under-
estimated close to the ocean surface.
Fig. 11b shows the same graphs but for the

average dissipation rate profile for moderate and
high wind-speed conditions (U15=7–19.2m s�1).
The experimental profile in Fig. 11b extends to
deeper layers than in Fig. 11a. The interpretation
of Fig. 11b is, however, hindered because of larger
uncertainty in the significant wave height data
than in Fig. 11a. In our experiment this uncer-
tainty rapidly increases with the decrease of the
wind speed (see Fig. 13).
According to the experimental results presented

here (Fig. 11), in the time averaged description the
dissipation of 3–20 times larger than the logarith-
mic layer prediction is observed in the upper few
meters of the ocean under moderate and high
wind-speed conditions. We interpret these in-
creased turbulence levels as the effect of surface
waves breaking. In terms of the Craig and Banner
(1994) model fitted to the EQ-3 data, the energy of
wave breaking substantially dissipates within only
B20% of the significant wave height.
The Craig and Banner (1994) model (10) is

based on the turbulence closure scheme of Mellor
and Yamada (1982). There have been reports that
this closure scheme does not work well in flows
with negligible shear-production (Umlauf and
Burchard, 2003). The flow in wave breakers,
however, is not shear free: intense air entrainment

leads to the formation of a bore-like structure with
significant shear (Longuet-Higgins and Turner,
1974). A model of wave-enhanced turbulence
incorporating buoyancy effects due to bubbles
(yet to be developed) could provide a better insight
into the problem.

5. Discussion

One of the key characteristics of turbulence is its
intermittency. This is believed to be the main cause
for the random scatter of the dissipation rate
estimates from this experiment (Figs. 9a and 10a).
Gurvich and Yaglom (1967) presented theoretical
considerations based on Kolmogorov’s idea of
intermittent turbulence leading to the conclusion
that the dissipation rate of TKE should have a
lognormal distribution. Oakey (1985) observed the
lognormal distribution of the dissipation rate
statistics in the upper ocean mixed layer. Yama-
zaki and Lueck (1990) discussed the application of
lognormal distribution to the oceanic data in
detail.
The probability density function (PDF) of

dimensionless dissipation rate eHs=F in three
overlapping depth ranges for the EQ-3 cruise is
shown in Fig. 12, where F is calculated from (8).
The near-surface turbulence dissipation data are
close to the theoretical lognormal distribution
(C.1). The parameter of lognormal distribution
sln e increases toward the ocean surface. The
surface-wave-breaking events are highly intermit-
tent in time and space and lead to widening of the
pdf close to the ocean surface.
Analysis of shorter time periods or a wider

range of wind-speed conditions than in Fig. 12
could reveal other important features. In particu-
lar, lowering the wind-speed threshold to
U15 ¼ 7m s�1 (i.e., averaging over the wind-speed
range from 7 to 19.1m s�1) has allowed us to
calculate the pdf of dimensionless dissipation rate
eHs=F at zB2Hs: This pdf reveals a second peak
(similar to that reported by Gemmrich and Farm-
er, 2002). In our case, however, it is difficult to
interpret this result because of increased uncer-
tainty in the significant wave height measurement
under lower wind-speed conditions (see Fig. 13).
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Energy budget considerations provide an esti-
mate of the wavelength ldiss where the transition
toward the dissipation regime (loldiss) occurs
(Kitaigorodskii, 1991):

ldiss ¼ 2pE
2=3
0 =ðAgÞ; ð11Þ

where E0 is the energy flux from the region of
energy input through the non-dissipative region of
the wave spectrum toward the dissipation sub-
range, and AE1� 10�4 according to the most
recent estimates of Gemmrich and Farmer
(1999b). Following Gemmrich et al. (1994), we
will equate this energy flux to the integral
dissipation of wave energy in the upper layer of
the ocean due to surface-wave breaking, which in
stationary conditions is equal to the flux of the
TKE at the air–sea interface, E0 ¼ F. According
to Pierson and Moskowitz (1964), for the satu-
rated surface-wave spectrum, the dominating
wavelength l0E2pBu2�=g; where B ¼ 8:3� 105:
From Eqs. (8) and (11), it follows that
ldiss=l0Ea2=3=ðABÞ ¼ 0:26: This means that break-
ing waves are much shorter than the dominant
wave. Moreover, in the open ocean about 98% of
breaking waves are of spilling type, which do not
penetrate very deep (Gemmrich and Farmer,
1999b). About 2% of breaking events show deeper
penetration. The deeper penetrating events, which
are typical for plunging breakers, however, play a
minor role in the upper ocean dynamics (even
under condition of swell opposing wind waves,
when the occurrence of deep penetrating events
increases to 10% of the total number of breaking
waves). The TKE produced by spilling breakers is
localized in a shallow layer (also due to intensive
bubble entrainment—see Melville, 1994) and
decays fast with depth (Ly and Garwood, 2000;
Benilov and Ly, 2002). This is consistent with the
COARE EQ-3 results, which suggest that the
wave-breaking energy mostly dissipates within
B20% of significant wave height.
In our analysis we have ignored convection as a

source of TKE in the near-surface layer of the
ocean. According to Lombardo and Gregg (1989),
the dissipation rate of TKE due to gravitational
convection in the upper ocean

ecBagQ0=ðcprÞ; ð12Þ

where a is the thermal expansion coefficient of
water, g the acceleration of gravity, Q0 the net
surface heat flux. For Q0 ¼ 200Wm�2, we obtain
ecB2� 10�7 Wkg�1, which is much less than the
typical dissipation rate observed in the upper few
meters of the ocean under high wind-speed
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Fig. 13. Relative error g due to pressure attenuation with depth
as a function of wind speed (Eq. A.6) for a sensor at a 1.7-m

depth.
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conditions (Fig. 8). This indicates that in this study
the gravitational convection is not a primary
source of turbulence.
As suggested by Terray et al. (1996), the flux of

the kinetic energy to waves from wind, F ; and
significant wave height, Hs; are convenient para-
meters for scaling the dissipation rate of TKE, e; in
the near-surface layer of the ocean. Following
Craig and Banner (1994) in our work we have used
the parameterization for the flux of the turbulent
energy in a simplified form (8), which is valid for
developed or nearly developed seas. For young
waves, a is no longer a constant and depends on
the wave age (Terray et al., 1996; Fig. 6). This is
typical for short-fetch wind waves observed in
lakes but also is not unusual in the open ocean.
Since a is larger for young than for mature waves,
the actual flux F might only be larger than that
estimated from (8). This would require co0:6 to fit
dependence (10) to the data. The contribution of
swell waves to the significant wave height, Hs;
could have some effect on the non-dimensional
dissipation rate, eHs=F ; and thus on the estimate
of c from experimental data.
Although the direct (eddy correlation) measure-

ment of flux F is still a challenge, it can be
estimated as the integral of the growth rate over
the surface-wave spectrum (Donelan and Pierson,
1987). The Donelan and Pierson (1987) formula-
tion requires information on the frequency-direc-
tion spectrum of surface waves, which was not
available in our study. Further development of the
experimental approach described in this paper
therefore requires the measurement of the direc-
tional wave spectrum.
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Appendix A. Estimation of significant wave height

from bow data

As a surface wave passes over a subsurface
position, the displacement of the sea surface Z
causes a subsurface pressure fluctuation p0: For
linear ‘‘small-amplitude’’ surface waves on deep
water, the pressure fluctuation decays with depth z

according to the formula

p0 ¼ rgZexpð�kzÞ; ðA:1Þ

where g is the gravity, r the water density, k ¼ 2p=l
the wave number, and l the wavelength (Phillips,
1977). According to (A.1), the pressure attenuation
with depth is a strong function of the wavelength;
short waves are attenuated much faster with depth
than longer waves. This implies that for a pressure
sensor deployed at a depth zp; there is a cut-off
wavelength lm for which waves with lolm will be
substantially attenuated. The cut-off wavelength can
be calculated from the condition

kmzpE1; ðA:2Þ

where km ¼ 2p=lm:
The bow sensors are mounted at the mean depth

zp ¼ 1:75 m; this means that the contribution of
waves with lo2pzpE10 m to the significant wave
height will be unaccounted for. The associated
error can be estimated from the Pierson and
Moskowitz (1964) theoretical spectrum SðoÞ;
which in dimensionless form is as follows:

g3SðoÞ=U5
a ¼ 4:05� 10�3ðUao=gÞ�5

� exp½�0:74ðUaogÞ�2	; ðA:3Þ
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where Ua is the wind speed. The variance of the
sea-surface displacement that follows from the
Pierson and Moskowitz (1964) spectrum is s2Z ¼
2
R
N

0
SðoÞ do ¼ 0:0027U4

a=g2: The variance that is
measured by the submerged pressure sensor is
estimated as follows:

s2m ¼ 2

Z
N

0

SðoÞexpð�2kzÞ do; ðA:4Þ

where factor expð�2kzÞ describes the depth
attenuation, and wave number k ¼ o2=g from
linear theory.
The significant wave height (Hs) is defined in the

oceanographic literature as the average height of
the highest 1

3
of the waves and is estimated as

follows:

Hs ¼ 4sZ; ðA:5Þ

where s2Z is the variance of the sea-surface
displacement. The significant wave height mea-
sured with a the pressure sensor at a 1.7-m depth is
H 0

s ¼ 4sm: Relative error due to pressure attenua-
tion with depth is estimated in the following way:

g ¼ jHs � H 0
sj=Hs ¼ ð1� sm=sZÞ: ðA:6Þ

For the mean depth of pressure sensor, z ¼ 1:75m,
g as a function of wind speed Ua is shown in
Fig. 13.
In order to account for the ship pitching, the

vertical component of the acceleration signal can
be used. In a coordinate system referenced to the
bow sensors, sea-surface displacement ZðtÞ due to
waves is calculated from the following relation-
ship:

ZðtÞ ¼ zðtÞ �
Z t

0

Z t

0

gzðt0Þ dt0
� �

dt; ðA:7Þ

where z is the distance of the sensor to the ocean
surface, gz the vertical component of acceleration
measured by the bow sensor, and t the elapsed
time.
Since the bow measurements are made from a

moving ship, the Doppler effect shifts the disper-
sion relationship for surface waves and makes it
impossible to know about the wave number based
on the wave frequency. This limits the use of (A.1).
Instead the hydrostatic equation can be used:

p � pa ¼ rwgz; ðA:8Þ

where pa is the atmospheric pressure on the sea-
surface level.
Note that the acceleration signal entering

Eq. (A.7) is twice integrated; as a result, low-
frequency noise of this sensor is strongly empha-
sized. The acceleration signal gzðtÞ is, therefore,
high-passed with a 0.05-Hz cut-off frequency. In
addition, to reduce the spectral ‘‘leakage’’, the
spectrum is initially calculated for the difference,
yðtÞ ¼ ZttðtÞ ¼ zttðtÞ � gzðtÞ; which is then twice
integrated in the frequency domain by multiplying
the spectrum with a factor of ð2pf Þ�4:
Fig. 14 shows an example of the pressure

fluctuation spectrum Spðf Þ (in depth units), spec-
trum of twice integrated acceleration signal Sgðf Þ;
and surface-wave displacement spectrum SZðf Þ
(calculated from the pressure and acceleration
bow signals). The variance of the sea-surface
displacement s2Z is calculated as a sum of the
spectral components SZðf Þ in the frequency range
from 0.04 to 2.5Hz.
Since the bow measurements are made from the

moving ship, the sea-surface displacement spec-
trum SZðf Þ is apparently Doppler shifted. The
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Fig. 14. Pressure (in depth units), double-integrated vertical

acceleration, and surface-wave spectra calculated from a 10-min

segment of bow signals. The ship was steaming into the wind at

4.3m s�1. The significant wave height estimated from the

surface displacement spectrum is Hs ¼ 3:05m. Since the bow

measurements are made from the moving ship, the surface-wave

displacement spectrum is apparently Doppler shifted. The

significant wave height estimate, Hs; however, is not affected
by the Doppler effect.
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variance of the sea-surface displacement, however,
is invariant to the ship motion in horizontal
direction; therefore, the significant wave height
estimate, Hs; is not affected by the Doppler shift.
The error estimate shown in Fig. 13 is also
invariant to the Doppler shift, because the
pressure attenuation with depth is determined
solely by the wave dynamics and does not depend
on measurement techniques. (Note that this is a
tentative error estimate because it is derived from
the spectrum of fully developed waves.)

Appendix B. Model of wave-enhanced turbulence

Craig and Banner (1994) developed a model that
employs the level 2-1/2 turbulence closure scheme
of Mellor and Yamada (1982). The surface-wave
effects are incorporated into this model via the
TKE flux at the air–sea interface, a procedure
similar to that of Benilov (1973). Dissipation due
to turbulent motion is defined as

e ¼ q3=ðBlÞ; ðB:1Þ

where q is the velocity scale, l is the length scale,
and B ¼ 16:6: The length scale is approximated as
follows:

l ¼ kðz þ z0Þ; ðB:2Þ

where k ¼ 0:4 is the Von Karman’s constant, z is
the depth, and z0 is the surface roughness length
from the water side.
For the asymptotic regimes when the shear

production (B.3) or diffusion of TKE (B.4)
balance dissipation, the dissipation rate is ex-
pressed analytically as follows:

esh ¼ u3�ðB=SMÞ3=4=ðBkðz0 þ zÞÞ; ðB:3Þ

ewv ¼
au3�ð3B=SqÞ

1=2ðz0=ðz0 þ zÞÞn

ðBkðz0 þ zÞÞ
; ðB:4Þ

where n ¼ ð3=k2BSqÞÞ
1=2 ¼ 2:4; SM ¼ 0:39; and

Sq ¼ 0:2: When both shear production and diffu-
sion are present, the dissipation rate is approxi-
mated as a sum of the two asymptotic terms:

eEesh þ ewv ¼ u3�=ðBkðz0 þ zÞÞ½ðB=SMÞ3=4

þ að3B=SqÞ
1=2ðz0=ðz0 þ zÞÞn	: ðB:5Þ

Since adjustment of the turbulence regime to local
conditions is a relatively fast process, for the upper
few meters of the ocean in many cases it is possible
to use a steady-state solution. Fig. 15 demon-
strates the numerical steady-state solution of the
Craig and Banner (1994) model, asymptotes (B.3)
and (B.4), and an analytical approximation (B.5)
According to Fig. 15, formula (B.5) approximates
the numerical solution very well.
Integration of the vertical dissipation profile given

by model (B.4) from z ¼ 0 to depth h50 (where 50%
of the wave energy dissipates) results in the equation
for h50;

R h50
0 e dz ¼ 0:5au3� The solution of this

equation is h50 ¼ z0ð21=2 � 1ÞEz0=3:
The dimensionless constants B and SM were

chosen by Mellor and Yamada (1982) to ensure
that at z0 ¼ 0; the logarithmic layer asymptote is
achieved. Note that all dimensionless constants
(k; B, Sq, SM) entering the Craig and Banner
model are determined from the fluid mechanics
problems that are not related directly to wave-
enhanced turbulence.

Appendix C. Lognormal distribution and confidence

intervals

The application of lognormal distribution to the
analysis of the dissipation rate statistics in the

Fig. 15. Steady-state numerical solution of the Craig and

Banner (1994) model for a finite-depth layer H ¼ 100m, its

logarithmic layer (B.3) and wave-breaking (B.4) asymptotes,

and an analytical approximation (B.5).
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upper ocean is described in detail in Oakey (1985)
and Yamazaki and Lueck (1990). Here, we will
reiterate the main properties of lognormal dis-
tributions. A lognormal distribution of a random
variable x is one where y ¼ ln x is distributed
according to a normal law. The PDF of x is

f ðxÞ ¼ ðxsln x

ffiffiffiffiffiffi
2p

p
Þ�1

� exp½�0:5s�2ln xðln x � mÞ2	; ðC:1Þ

where m and s2ln x are the mean and variance of
ln x; respectively, and s2ln x is called Kolmogorov’s
intermittency parameter. The expected value of x

is then

/xS ¼ expðmþ s2ln x=2Þ: ðC:2Þ

The confidence interval for /xS is given by

expðmþ s2ln x=2Þexpð�Zza=2Þo/xS

oexpðmþ s2ln x=2ÞexpðZza=2Þ; ðC:3Þ

where Z ¼ ½s2ln x=n þ 0:5s4ln x=ðn � 1Þ	1=2 according
to Baker and Gibson (1987); za=2 ¼ 1:96 for a 95%
confidence interval.
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