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A joint experiment to study microscale fluctuations of atmospheric pressure above 
surface gravity waves was conducted in the Bight of Abaco, Bahamm, during Novem- 
ber and December 1974. Field hardware included a three-dimensional array of six 
wave sensors and seven air-pressure sensors, one of which was mounted on a wave 
follower. The primary objectives of the study were to resolve differences in previous 
field measurements by Dobson (1971), Elliott (19723) and Snyder (1974), and to 
estimate the vertical profile of wave-induced pressure and the corresponding input of 
energy and momentum to the wave field. 

Analysis of a pre-experiment intercalibration of instruments and of 30 h of field 
data partially removes the discrepancy between the previous measurements of the 
wave-induced component of the pressure and gives a consistent picture of the profile 
of this pressure over a limited range of dimensionless height and wind speed. Over 
this range the pressure decays approximately exponentially without change of phase; 
the decay is slightly less steep than predicted by potential theory. The corresponding 
momentum transfer is positive for wind speeds exceeding the phase speed. Extra- 
polation of present results to higher frequencies suggests that the total transfer is a 
significant fraction of the wind stress (0.1 to 1.0, depending on dimensionless fetch). 

Analysis of the turbulent component of the atmospheric pressure shows that the 
‘intrinsic ’ downwind coherence scale is typically an order-of-magnitude greater than 
the crosswind scale, consistent with a ‘frozen’ turbulence hypothesis. These and 
earlier data of Priestley (1965) and Elliott ( 1 9 7 2 ~ )  suggest a horizontally isotropic 
‘intrinsic’ turbulent pressure spectrum which decays as k-” where k is the (horizontal) 
wave-number and v is typically - 2 to - 3; estimates of this spectrum are computed 
for the present data. The implications of these findings for Phillips’ (1967) theory of 
wave growth are examined. 

1. Introduction 

radiative transfer equation of the form (Hasselmann 1960), 
The statistical evolution of the surface wave field in deep water is governed by a 
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2 R. L. Snyder and others 

where ECr(u, 6) is the spectral density of surface elevation (directional spectrum) a t  
horizontal position x and time t for the wave component with radial frequency w and 
propagation direction 8, V(w, 6) is the group velocity of this component, and V is the 
horizontal gradient operator (note that bold face denotes a two-dimensional hori- 
zontal vector). The terms on the left-hand side of (1) govern the propagation of the 
spectral density field. The terms on the right-hand side represent dynamical sources 
(or sinks) of spectral density: A p  is the atmospheric source function, NCs is the non- 
linear transfer term and DgP represents dissipative effects such as whitecapping and 
bottom friction. The understanding of these source terms is the ultimate objective 
of much current research on ocean waves. 

Of the three terms, N,, is at present best known, having been derived theoretically 
by Hasselmann (1962); DCr is least well known both theoretically and experimentally 
(a recent theory by Hasselmann, 1974, suggests that this term is proportional to 
w2E,,); A,, has been the subject of intense interest for many years, starting with the 
pioneering theoretical work of Phillips (1957) and Miles (1957), who identified two of 
its components. Both components of A,, involve a transfer of energy and momentum 
from wind to waves by the working of air pressure fluctuations on the moving water 
surface, in the one case resonant turbulent fluctuations (Phillips), and in the other 
case fluctuations induced by the sheared mean wind blowing over the wavy surface 
(Miles). The former produce a linear change of spectral density with time, the latter 
an exponential change. 

Previous experimental efforts to study the evolution of the wave field include some 
which have monitored the left-hand side of (1) (e.g. Snyder & Cox 1966; Barnett & 
Wilkerson 1967; Hasselmann et al. 1973), and others which have estimated the Miles 
component of the atmospheric input by monitoring wave-induced air-pressure 
fluctuations above the water surface (e.g. Longuet-Higgins, Cartwright & Smith 
1963; Shemdin & Hsu 1967; Dobson 1971; Elliott 19723; Snyder 1974). This latter 
task has proved difficult. Besides the usual instrumentation problems associated with 
accurate measurement of static pressure fluctuations in the presence of a fluctuating 
velocity field, additional problems result from the motion of the water surface. If the 
air-pressure probe is fixed (Elliott 1972b; Snyder 1974), it can be no closer to the mean 
surface than the highest wave crest. In  order to compute the energy and momentum 
transfer to the wave field, the resulting measurements must be extrapolated to the 
mean sudace, requiring some knowledge of the vertical structure of the air-pressure 
field. If the instrumentation follows the surface (Longuet-Higgins et al. 1963; 
Shemdin & Hsu 1967; Dobson 1971), other problems arise, includmg contamination 
of the pressure signal by inertial and hydrostatic effects, by spray and splashing, etc. 
Moreover, in order to deal with the directional properties of both the surface elevation 
and the air pressure fields, measurements should be made simultaneously at a number 
of horizontal positions, an operation requiring an array of wave sensors and air- 
pressure sensors. 

The earlier independent measurements of wave-induced air pressure by Dobson, 
Elliott and Snyder emphasized single aspects of the experimental task while ignoring 
or dealing only partially with other aspects. Dobson avoided a vertical extrapolation 
by mounting a single air-pressure sensor in a buoy constrained to slide up and down 
on a vertical staff, but made no attempt to resolve the directional characteristics of 
the wave and wave-induced air-pressure fields (he assumed these fields to be unidirec- 
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tional). His analysis, which is complicated by buoy motions and by the effects of 
splashing, produces large phase shifts (relative to potential theory) and an integral 
momentum transfer comparable with the wind stress. Moreover, this analysis implies 
a wave growth comparable to that observed by Snyder & Cox, suggesting that on the 
low-frequency face of the spectrum in the region of active generation, A,, is the 
important source term. 

This conclusion was placed in doubt by Elliott, who employed a two-component 
vertical array of fixed air-pressure sensors in order to extrapolate his observations 
to the mean surface. Elliott’s analysis (which also assumes that the wave and wave- 
induced air-pressure fields are unidirectional) suggests that away from the mean 
surface the wave-induced air-pressure field decays essentially exponentially without 
change of phase, but this decay is somewhat less rapid than is predicted by potential 
theory. Elliott’s phase shifts are moderate and his implied growth rates are only a 
fraction (roughly +) of those implied by Dobson. 

Still smaller phase shifts and growth rates resulted from Snyder’s measurements. 
Using a horizontal array of fixed air-pressure sensors and wave sensors in order to 
deal more realistically with the directional characteristics of the wave and air- 
pressure fields, Snyder extrapolated his observations to the mean surface on the basis 
of potential theory. A subsequent analysis supports this extrapolation but is unable 
to distinguish between it and other ‘near’ potential theory extrapolations such as 
Elliott’s. 

Two cooperative attempts to overcome the inadequacies of the earlier experiments 
were included in the September 1973 JONSWAP effort in the North Sea. The first of 
these, utilizing Elliott’s fixed vertical array and a newly constructed wave-follower- 
mounted pressure sensor (Harvey & Dobson 1976) managed, despite hostile environ- 
mental conditions, to acquire some limited data (Dobson & Elliott 1978). The second 
attempt, utilizing a four-component horizontal array of wave sensor/air-pressure 
sensor pairs simultaneously positioned at different elevations (Snyder & Long) and a 
wave-follower-mounted pressure sensor (Shemdin), failed to produce any data because 
the instrumentation could not be deployed. 

Following JONSWAP 1973, the authors decided to undertake still another coopera- 
tive experiment to measure air-pressure fluctuations, in this case at Nova University’s 
Bight of Abaco experimental site. The primary objectives of the experiment were to 
resolve as far as possible the differences in previous results, and to make a new 
experimental determination of By in which both the vertical structure of the air- 
pressure field and the directionality of the wave and air-pressure fields would be treated 
simultaneously. The experiment began with a careful laboratory intercalibration of 
instruments and comparison of calibration techniques ( $ 2) .  This intercalibration was 
followed by the field experiment (0 3). The resulting data were analysed at the Bedford 
Institute of Oceanography using essentially the same techniques previously applied 
by Dobson and Elliott ($$4,5 and 6). At Nova a model-fitting scheme was used which 
incorporates mean current, wave-induced air-pressure vertical structure, wave and 
air-pressure field directionality, and a model of the turbulent pressure field ($5 4, 5, 7 
and 8). The implications of these analyses are examined in $9, and final conclusions 
summarized in $10. 
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2. .Instrumentation and intercalibration 
The instruments used in the experiment are listed in table 1. They fall into three 

categories: air pressure sensors (including two types of fixed sensors and a wave- 
follower-mounted sensor), wave sensors, and environmental senaors (such as wind 
speed, wind direction, tide level and current). 

The sensing head for the first type of fixed air-pressure sensor (Elliott 1972a) is a 
shaped thin brass disk, 4cm in diameter, mounted with its plane horizontal. The 
pressure is sensed a t  two ports on opposite sides of the disk and is fed downwind 
through a tapered ‘sting’ to a differential pressure transducer inside a waterproof 
housing. The pressure sensed through the disk is compared with the pressure in a 
‘reference-volume’ Dewar flask inside the housing. System response is fixed at low 
frequency by a leak (time constant 15 s) from the reference volume to the atmosphere, 
and at  high frequency by constrictions in the instrument’s plumbing. The sensing 
disk has a pressure coefficient of < 0.01 over a range of pitch angles of +_ 10’. 

The second type of fixed air-pressure sensor (Snyder et al. 1974) was specifically 
designed for and has been previously used for atmospheric pressure fluctuation 
measurements at the Bight of Abaco site (Snyder 1974). The pressure is sensed by a 
cone-shaped probe connected via a 3m standpipe to a subsurface differential pres- 
sure transducer. The transducer is housed with sump, backing volume, and capillary 
leak in a foam-insulated canister, mounted on a stand. The probe has a pressure 
coefficient of < 0.02 magnitude for angles of attack in the range 16’; a wind vane 
minimizes horizontal angles of attack. 

The wave follower air-pressure transducer is mounted at the top of the wave-follower 
piston. The plane of its diaphragm is almost vertical and is aligned with the ‘down- 
wind’ direction of the sensor package, which can itself be oriented into the wind. An 
accelerometer is used to correct the pressure signal for accelerations perpendicular to 
the plane of the diaphragm. The pressure is sensed by an Elliott disk and is fed to the 
transducer via a low-friction rotating seal. It is mounted vertically and kept within 
5 10’ of the instantaneous wind direction by a small vane. The transducer is sealed 
inside a small Dewar flask, which insulates it and also provides a reference volume. 
The flask is vented to the atmosphere via a 15s time constant leak. 

Because the wave follower has a finite frequency response, the pressure disk is 
located slightly down-wave from the wave sensing wire, introducing a spatial lag 
which approximates the temporal lag of the wave follower. This allows the pressure 
sensor to remain at approximately the correct tracking height. 

The wave follower, described in detail by Harvey & Dobson (1976), is a direct de- 
scendant of a similar instrument developed at Chesapeake Bay Institute by Peep & 
Flower (1969). A ‘sensor package’ carrying the pressure sensor, thin-wire capacitance 
wave gauge and accelerometer is maintained at ‘constant’ level relative to the instan- 
taneous water surface by an electro-hydraulic servo mechanism which controls the 
velocity of a supporting piston to minimize the difference (or ‘error’) between a fixed 
voltagc and the signal from the capacitance wave gauge. The follower produces four 
signals: piston height h(t)  (measured with a precision potentiometer), tracking error 
e ( t ) ,  air pressure K(t) ,  and horizontal acceleration H(t ) .  The surface elevation &) (at 
the capacitance gauge) is computed from 

[ ( t )  = I @ )  + e ( t ) .  
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A second wave sensor, the BIO wave staff, is constructed from a length of Nichrome 
wire wound helically with a 0.4 cm pitch on a flexible hollow nylon form 6.7 m long. 
The nylon form is clamped between two brackets to a length of wire rope running 
vertically inside the form. Additional water-pressure wave sensors employing strdn- 
gauge pressure transducers were mounted directly on the subsurface canisters asso- 
ciated with the Nova air-pressure sensors. Base-line drift of these instruments waa 
sufficiently low that the signal mean could serve as an acceptable measure of the 
vertical position of the air pressure and water pressure probes relative to the mean 
surface. 

Mean water level was monitored with a reed switch tide gauge with a step size of 
1-2 cm designed and built by D. Hunley (unpublished). The wind profile was deter- 
mined by a vertical array of three cup anemometers. Wind direction was measured 
with ;I wind vane. Wind velocity and wind stress were also measured directly with a 
sonic anemometer (Mitsuta 1968). 

Several techniques were used to sporadically monitor the mean water current. 
Owing to electronic problems a two-component electromagnetic current meter gave 
no results. For some runs a simple drogue, fashioned from a can and a small Styrofoam 
float, was timed over a measured distance, giving the average current speed and direc- 
tion at  a depth of 1-5 m. On other runs, a piece of tissue paper was dropped and timed 
over a known distance as it sank from the surface to a depth of about 0.5 m. In fact, 
the ‘effective’ mean currents employed in the later data analyses were computed 
(see $7)  as part of the directional spectrum analysis. 

The intercalibration phase of the experiment was conducted at Nova University’s 
Ocean Sciences Center during the several weeks prior to the field experiment. 
Objectives were: 

(1) to compare laboratory calibration techniques for the air-pressure sensors ; 
(2) to establish final calibrations for all field instruments; and 
(3) to estimate the reliability of the instrument calibrations. 

Of particular interest was the evaluation of a suspected difficulty with earlier calibra- 
tions of the Nova air-pressure sensors. 

Both groups had previously built pressure generators to aid in the calibration of 
their air-pressure instruments (Elliott 1972a; Snyder et al. 1974). To determine the 
response of a given instrument, the output of either generator is piped simultaneously 
to the instrument and to a ‘standard’ pressure transducer. By driving the generator 
at various frequencies and comparing the amplitudes and phases of the outputs of the 
instrument and of the standard, one can estimate the response of the instrument. An 
independent estimate of this response can be computed for the Nova generator from 
its physical dimensions and from the relative phase of its piston. This computation 
assumes an isothermal change of pressure. 

The analysis of previous field experiments in the Bight of Abaco (Snyder 1974) had 
been based on a series of calibrations using a ‘Decker’ transducer as a standard, 
accepting the manufacturer’s static calibration, and assuming instantaneous response 
over the frequency range of interest. A moderate roll off in the output of this trans- 
ducer above 0.6Hz,  when driven directly by the Nova pressure generator, had been 
attributed to a failure of the generator to produce full theoretical output rather than 
to a lack of response by the transducer. 

As a test of this assumption, the Nova pressure generator was calibrated directly 
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against one of the BIO 'Barocel' transducers. Below 1 Hz the amplitudes and phases 
of the Barocel agreed with the theoretical output of the Nova pressure generator to 
within 3% and 2", respectively. Above 1 Hz, a roll off in the output of the Nova 
pressure generator was evident. 

These results are consistent with the following conclusions. 
(1) The Barocel transducer has instantaneous response to 1 Hz and beyond (prior 

tests at BIO suggest that this response is instantaneous to 10Hz). 
(2) The output of the Nova pressure generator is well predicted by theory at fre- 

quencies below 1 Hz. 
(3) Below 1 Hz, the reliability of a careful calibration with either pressure generator 

is approximately 3 %  in amplitude and 2' in phase. 
(4) The Decker transducer does not have instantaneous response to 1 Hz. 
( 5 )  Previous results for the Bight of Abaco are biased accordingly. 

The possibility of such a bias was recognized by Snyder et al. (1974), who estimated the 
corresponding error in instrument response. The principal effect of this error is to 
decrease the observed air-pressure phase shift (relative to potential theory) and hence 
to decrease the corresponding estimates of energy and momentum transfer. A recom- 
putation of figure 14 from Snyder (1974) is presented in figure 9. Comparison with the 
original figure reveals minor differences for 1 c ,u c 2 with noticeable differences in 
both Im y and Arg y for 2 < p < 3, where p and y are dimensionless wind-speed and 
growth-rate parameters ($6). Except for the location of the phaae minimum, the new 
figure is in rough agreement with Elliott (1972b). This correction increases Snyder's 
momentum transfer by about a factor of 2; in all other respects the conclusions of his 
study are essentially unchanged. 

Following the comparison of intercalibration techniques, final response calibrations 
were established for all air pressure sensors; typical responses are shown in figure 1. 
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Note the wider bandwidth of the BIO instruments (designed to study high-frequency 
turbulent pressure fluctuations as well as wave-induced fluctuations) as compared 
with the Nova instruments (designed primarily to study the central portion of the 
wave-induced spectrum). 

The considerable historical data associated with past calibration of both the Elliott 
sensor and the Nova sensor suggest that the calibration of both instruments is rela- 
tively stable. Overall reliability is essentially the same as the reliability of an individ- 
ual calibration, i.e. 3% in amplitude and 2' in phase. The wave follower pressure 
sensor, on the other hand, showed some short-term drift in gain (about f 5 %) during 
the intercalibration period; this drift was traced to a temperature sensitivity in the 
pressure transducer. Space and weight limitations on the wave-follower sensor 
package and time constraints forbade any attempt to eliminate the effect; i t  was 
decided instead to rely on frequent field 'calibration' runs with all sensors held at the 
same fixed height, and to accept a generally lower accuracy standard for the wave- 
follower pressure sensor (see table 1). 

Because of its motion, the wave follower pressure sensor is subject to several errors 
not present with fixed sensors. During the intercalibration period the correction 
procedures for these special 'inertial' errors were checked. Accelerations of the 
pressure transducer diaphragm are monitored by an accelerometer, calibrated within 
f 10% by moving the sensor package in a cross-wind direction and recording its 
output together with that of the pressure sensor (in the field, this acceleration correc- 
tion is typically very small). The sensitivity of the air column between the sensing 
head and the diaphragm to vertical acceleration was dealt with by tilting the pressure- 
transducer diaphragm 12" from vertical, allowing a small fraction of the acceleration 
sensitivity of the diaphragm to cancel out the effect of the air column. Prior to the 
permanent fixing of the transducer tilt (in July 1973) the vertical acceleration sensi- 
tivity was checked and found to vanish. The tilt of the sensor was also checked before 
the present experiment, but the acceleration sensitivity was not. A subsequent cali- 
bration, done at BIO under ideal conditions in June 1977, revealed that the sensor 
(still tilted at 12 & lo) was now sensitive to vertical accelerations, and was producing 
an acceleration-dependent signal 

(2) K(t)  = -r-h(t) 

with r N 0.25 Pa s2m-l. Subsequent analysis suggests that the instrument was 
responding to vertical accelerations throughout the experiment (see 5 4). 

The wave-follower surface elevation signal is recovered by summing the piston 
height and tracking error signals. A static calibration of piston height was performed 
and was stable to 1 yo and linear to f 1 % of full scale. The static sensitivity of the 
tracking-error probe (the probe has no measurable salinity dependence above lo%,) 
was found stable to & 5 %, and the mean offset (which determines the tracking level) 
to & 15 yo. It was therefore decided to perform frequent field calibrations. The fre- 
quency response of the tracking error probe has subsequently been determined 
optically at 2-3.5 Hz. Extrapolation indicates that a t  lower frequencies this response 
is not significantly different from 1.0 in amplitude and 0 k 5' in phase. Note that the 
response of the error probe is included in the overall response of the wave-follower 
servo system and is thus accounted for in the analysis ($4). 

d2 

dt2 
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The BIO wave staff was calibrated statically prior to the experiment by lowering it 
and raising it in measured increments in the water dockside at Nova’s Ocean Sciences 
Center. A later field comparison between the wave staff and a Nova water-pressure 
sensor indicates that the response of both sensors is identical (and presumably 
instantaneous) below 1 Hz. Although the wave staff is linear to & 0.1 cm of water 
level, the gain is somewhat temperature sensitive, leading to an overall accuracy of 
f 2 yo. When checked against independent measurements of mean water level during 
the field experiments, the wave staff was found to be within 2 0.05 m. 

Static calibrations of the Nova water pressure sensors were obtained using a, water 
manometer. Base-line drift was monitored over a period of several weeks and found 
to be within the transducer manufacturer’s specifications. Subsequent experience 
with the sensors suggests that in the field the drift was somewhat larger, resulting in a 
vertical position uncertainty of 0.02 to 0.04 m for the Nova instruments (air-pressure 
and water-pressure sensors). 

The sonic anemometer was calibrated prior to and following the experiment in the 
wind tunnel at BIO and electronically in the field. In general, the calibrated sensi- 
tivities in the instrument’s different ranges were within & 1 % of the measured wind 
speed. 

Additional response calibrations, related to the acquisition of BIO data on Nova’s 
data-acquisition system (discriminators and anti-aliasing filters) concluded the inter- 
calibration phase of the experiment. 

3. Field experiment 
The site chosen for the field experiment is in the Bight of Abaco (BOA), Bahamas, 

at a point approximately 5 km south of Black Point, Little Abaco (figure 2). This was 
also the principal site employed by Snyder (1974); a permanent instrument tower had 
been erected to support environmental instrumentation during this and previous 
experiments. Water depth in the area averages 7.6m and is modulated by a tidal 
cycle of about 0.5m peak-to-peak. The bottom is smooth and essentially flat, and 
consists of a thin layer of silt overlying bedrock. 

The primary instrument array (figure 2, inset) was laid out 100 m northwest of the 
site tower during a preliminary cruise in the summer of 1974, when five steel tripod 
instrument bases were installed (figure 3). Each tripod was ballasted with a railroad 
wheel, and additional wheels were laid down as anchors for guy wires to support the 
BIO instrumentation mast. The orientation of the array and its position relative to 
the tower were chosen to take advantage of the strong northeastmast winds which 
accompany cold frontal passages commonly experienced in this region in winter. 

During the experiment, each tripod supported a remotely controlled device to 
adjust the vertical position of the instrument mounted on it. The BIO wave follower 
was erected on the central tripod; a 12m section of aluminium radio mast, set up 
along the southwest side of this tripod, supported the BIO fixed air-pressure sensors, 
the sonic anemometer, and the resistance-wire wave staff. The position of the fixed 
sensors could be adjusted both horizontally and vertically, and it was possible to 
place the probes directly above the wave follower air-pressure sensor. Nova instru- 
ment packages were mounted on the remaining four tripods, each package comprising 
an air-pressure sensor and a water-pressure wave sensor. The air-pressure probes 
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could be positioned at elevations up to 2 m  above the mean water surface. As the 
corresponding water-pressure sensor moved up and down with the air-pressure probe, 
its average reading provided a measure of the elevation of the air-pressure probe 
relative to the mean surface. 

The site tower supported a tide gauge, a wind vane, and an array of three cup 
anemometers mounted in a vertical stack 1.5 m southeast of the tower. The anemo- 
meters were at  heights of 1.31 m, 2.89 m, and 4.48 m above mean water level. 

All instruments were connected by cables running across the bottom to the research 
vessel Calunus, moored approximately 100 m southeast of thetower (200 m southeast 
of the main instrument array). The field data were acquired aboard the Calunus using 
two acquisition systems, BIO’s 12-channel FM telemetry system, and Nova’s digital 
data-acquisition system, recently expanded to 32 high-speed channels and 8 low- 
speed channels. Use of a dual-recording system provided redundancy, and allowed 
each group later to pursue separately various aspects of the data analysis in terms 
familiar to them. Only the BIO signals were acquired on the FM system. Signals from 
all high-speed instruments listed in table 1, excepting the sonic anemometer, were 
acquired on the Nova system. To limit aliasing, a number of these signals were multi- 
ply sampled. The wave-follower error and wave-follower pressure signals also were 
passed through anti-aliasing filters prior to qcquisition. In addition to the high-speed 
signals, the following low-speed signals were acquired on the digital system: wind 
speed (3 channels), wind azimuth, mean surface elevation, and mean current (2 
channels). Base sample rate for the high-speed channels was 3.2 samples per second 
(total rate, 96 samples per second); sample rate for the low-speed channels was 0-75 
sample per minute. 

The field experiment began on November 24 with tEe arrival of the University of 
Miami’s laboratory vessel, Calanus, and Snyder’s ketch, Catspaw, in the Bight. A 
base camp was established a t  Basin Harbor Cay, a small island east of the site, where 
the participants’ families stayed during the experiment, providing moral and lo@stic 
support. The supporting structures, cabling, and most of the instrumentation were 
installed at the site during the period 25-30 November, after which work was inter- 
rupted for three days by a strong frontal passage (winds west-northwest at  10 to 
15 m s-l). Following the front, the remaining instrumentation was installed. 

The collection of data began on 6 December and continued on an intermittent basis 
until 18 December; a summary of the data runs is presented in table 2. These runs 
divide into groups according to instrument mix, meteorology, and the presence or 
absence of real or electronic contamination of the signals. In  runs 5, 7, 11, 17 and 32 
there was evidence ofpressure port blockage or misalignment due to rain or sea water 
or vibration for one or more of the probes. In  run 2, the WF pressure signal was con- 
taminated by low-frequency fluctuations in sunlight intensity; in subsequent runs a 
sunshade was used. Runs 13, 23, 24, 28, 30, and 35 were taken during somewhat 
stationary wind or wave conditions. Runs 3,4,27,33, and 34 were WF tracking runs, 
and runs 1, 6, 26, 29, 36, and 37 were ‘calibration’ runs with the WF pressure sensor 
in operation but at a fixed level. 

During runs 10,14,31,32,33, and 36 the wave field was  felt to be contaminated by 
upwind-travelling waves. In  several of these (10, 14, and 32) this contamination was 
intended, with a reflector (Snyder’s 11 m ketch Catspaw) or a wave generator (a 5 m 
‘Boston Whaler’ (run 32)) placed downwind of the array; in runs 31 and 33 some cross- 
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wind up~Tiiid-tri~\-ellilig wares may have been inadvertently introduced by the 19 m 
Pala I? 21 8.  

R8uns 15-21 were taken during a single frontal passage, and cover the most stable 
nieteorological conditions encountered in the course of the experiment. The wind 
s p e d  remained steady a t  4 to 6 ni s-l and the wave field was aligned with the array. 
Unfortunately, the wave follower was seriously ill and unable to participate. The 
fixed sensors all operated properly, however, and much of the directional and uni- 
directional modelling has been carried out for these runs (see $45 to 8). A short period 
of stable condit,ions with northeast winds occurred during a frontal passage on 18 
December; runs 33 and 34 were taken during this period and, together with runs 3 and 
4, are the best of t1he ‘tracking’ runs. 

4. Preliminary data analysis 
The preliminary analysis of data and later physical modelling were carried out in 

parallel a t  Bedford Institute (BIO data only) and at Nova University (the complete 
data set). In each case, the preliminary analysis was accomplished in several steps: 

( 1 )  translation of data tapes; 
(2) cross-spectral analysis of high-speed data series; formation of the cross-spectral 

matrices; 
(3) correction of these matrices for instrument response; other matrix conditioning; 

and 
(4) analysis of low-speed data, including vertical-positioning analysis and wind- 

profile analysis. 
The tape translations posed serious problems for both groups. The Bedford data 

tapes were played back, discriminated, filtered with phase-matched 11 Hz anti- 
aliasing filters and sampled at 20Hz. After digitization, all series were converted to 
physical units (in the case of the sonic anemometer, axis rotation was also performed 
a t  this stage). Subsequent Fourier analysis produced some results at  variance with 
corresponding Nova computations. This discrepancy was eventually traced to a 
problem with the in-house analog-to-digital converter at  BIO which intermittently 
produced data-dependent errors in various bit lines causing spurious spikes, as a 
result of which a number of tapes had to be read a second time. 

The Nova-tape translation was complicated by a tape-recorder malfunction which 
appeared midway in run 32 and persisted throughout the remainder of the experiment. 
As a result of this failure, one track on the digital data tapes (controlling the 1024 bit 
and the 16 bit) was continuously energized. Efforts to correct the resulting data series 
for this problem using a sliding linear predictor algorithm (Wiener 1949) met with 
considerable success, but because of differences in signal level the results of this analy- 
sis are somewhat uneven. Most low-speed signals (oversampled) were completely 
recovered. High-speed signals with r.m.8. levels smaller than or of the order of 16 bits 
were also completely recovered. All remaining signals were corrected for the 1024 bit, 
but not for the 16 bit; these signals contain a residual noise of (nominally) 8 bits r.m.8. 

Cross-spectral estimates were computed at  both BIO and Nova as follows: The 
data series were blocked (51.2s = 1024 data points in the case of BIO; 40s = 128, 
256, 384, 768 data points, depending on signal, in the case of Nova) and Fourier trans- 
formed with an FFT algorithm (for block lengths of 384 and 768 data points, a second 
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less efficient algorithm was used). In  the BIO analysis, the resulting complex Fourier 
coefficients were convolved with the weights -0.25, 0.5, -0.25 (equivalent to 
‘ Hanning ’ -see Bingham, Godfrey & Tukey 1967). Cross-spectral estimates were 
then computed for each instrument pair by averaging products of Fourier coefficients 
over the data blocks. Thirty-two estimates in the frequency range of 0.0294Hz to 
1.2415Hz resulted from the BIO analysis; 30 estimates in the range 0.025Hz to 
0.750 Hz resulted from the Nova analysis. 

The cross-spectral analysis was summarized in the form of matrices containing the 
cross-spectral information between all instrument pairs. Subsequent conditioning of 
these matrices converts them to a form suitable for the modelling described in $4 6 to 9. 
The principal modification is the correction for instrument response; a second modifi- 
cation relates to the interpretation of the wave-follower pressure measurements. We 
in effect interpret these measurements by converting them to ‘equivalent’ fixed 
measurements. The wave-induced pressure p( t )  a t  the sensing head is of the form 

P(t)  = P[Xl, 21 + W ) ,  tl, 

where P(x, z, t )  is the wave-induced pressure field, x1 is the horizontal position of the 
pressure probe, z1 is the (mean) tracking height, and h(t) is the piston height. Expand- 
ing in Taylor series about z = zl, we obtain 

Expanding in perturbation series (the zero-order field is the hydrostatic pressure) and 
equating terms of first order we obtain, correct to first order, 

(3) 

where sp is the air density, p is the water density and g is the gravitational acceleration. 
Equation (3) provides an algorithm for estimating the wave-induced pressure at a 
fixed elevation equal to the mean tracking height. We note in passing that this al- 
gorithm is entirely independent of the error signal e(t), suggesting that quick response 
of the wave follower is not as important as one might imagine. Some lack of response 
is acceptable, even perhaps desirable; the important function of the wave follower is 
to keep the pressure head at small ‘average’ height above the instantaneous surface. 
This height must never be negative, but it need not be constant. 

To recover p( t )  from the signal k( t )  recorded by the Kaman transducer [in order to 
compute P from (3)], several instrumental corrections, discussed in $2, are necessary. 
These include corrections for horizontal acceleration H ( t ) ,  vertical acceleration, and 
system response. These corrections and the conversion to an equivalent ‘fixed’ 
measurement are most conveniently effected in w space. Let P ,  $, R, I? and f f  be 
(complex) Fourier amplitudes (all functions of w )  for P, p ,  K, H and h. Then to first 
order 

P(Xl,Zl, t )  = PV) + s p g w ,  

i? = RKp 4 + R K I i  i- RKjb ff , 

where the (complex) responses RpI,, RKII,  and R,, are functions of o. System calibra- 
tion [relation (2)1 implies that R,,[ is a real constant and that 
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FIQURE 4. Air-pressure-sensor and wave-sensor autospectra for ’three represent,ative runs. 

It follows tha,t 
1 a * 

j? = -(I?-RKx,H)+ro2h 
R K P  

and therefore 

From this relation, we can derive a corresponding algorithm for computing the cross- 
spectrum between P and any other variable from the cross-spectra between K ,  H ,  
h and the variable. 

The diagonal elements of the cross-spectral matrix G,,(w) (that is, the wave sensor 
and the air pressure sensor auto spectra) are displayed in figure 4 for three representa- 
tive runs. Runs 14 and 16 followed the cold front of 14 December. They are character- 
ized by relatively high wind speeds from the design quadrant N-E. During run 14, 
the 11 m ketch Catspaw was positioned close by and downwind of the main array in 
order to backscatter waves. Run 30 was a low-wind-speed run with a large residual 
sea from the south. Note the large, well-defined wave-induced peak in the air-pressure 
spectra for runs 14 and 30. Characteristically, this peak is not nearly so well defined 
for run 16 (there are no upwind running waves). 

Because the wave-follower pressure sensor exhibited some drift in sensitivity during 
the laboratory intercalibration, the field calibration runs, during which this sensor 
and the lower Elliott sensor were placed at  the same elevation and close to one another, 
were examined for evidence of drift. Comparison with the lower Elliott sensor indicates 
that the response of the wave-follower pressure sensor was stable within f 5%. 
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The extensive vertical position information contained in the Nova wave-sensor 
records and in the tide records was carefully examined in order to  establish the 
instrument positions relative to the mean surface. Running averages of the wave- 
sensor records were constructed congruent with the tide records. Because the eastern- 
most wave sensor was fixed at the same absolute elevation during the entire experi- 
ment, direct comparison of its running average (which approximates the ensemble 
average (6)) with the signal T from the tide gauge provides a measure of the relative 
stability of the two instruments. Physical dimensions imply 

( 5 )  = T + 0.60 m. 

Linear regression of the full data set gives 

(6) = 0.99227 + 0.614 m. 

The variance of the fit (0-00023 m2) is somewhat larger than would be expected from 
the resolution of the tide gauge, but is within design limits for the experiment. 

The vertical positions of the other Nova wave sensors differed from run to run. 
During most runs, these positions were distinct; during ‘calibration’ runs they were 
visually adjusted to within 0.01 m of each other by lining up the air-pressure probes 
with the horizon. Comparison of wave sensor running averages during calibration 
runs revealed instrument drifts in excess of those monitored during the laboratory 
intercalibration. An independent measure of the vertical position of the wave sensors 
relative to the mean surface was computed by fitting autospectral elements to wave 
staff autospectral elements, assuming potential theory and zero mean current. These 
fits are not altogether convincing (it is not clear that even with a correction for mean 
current the spectra can be made to agree), and furthermore they yield vertical levels 
which often differ significantly from those obtained from the running averages. 
Ultimately, it  was decided to base the vertical position of these instruments on 
running averages, using static calibration figures periodically adjusted for the drift 
implied by the calibration runs. We estimate the error in vertical position relative to 
the mean surface for the first three Nova instrument pairs to be 0.02 to 0-04m; the 
corresponding error for the remaining instruments is 0.02 m. 

Meteorological data included four high-speed series from BIO’s sonic anemometer 
and four low-speed series of Nova’s cup anemometers and vane. During digitization, 
the sonic anemometer series (two ‘downwind’ velocity components at  120°, a ‘vertical’ 
component and temperature) were converted to three Cartesian velocity components 
(a horizontal vector component U + u and a vertical component w). By allowing for 
tilt, this conversion effects a zero mean in the vertical velocity component. The mean 
horizontal velocity at aneniometer height U, tangential stress T = -sp(uw), and 
friction velocity u, (u*u* = - ( u w ) )  were then estimated from time averages. 
Corresponding values for other variables, roughness length zo, profile parameter a, 
mean horizontal velocity at 5 m elevation Us, and drag coefficient C, = u:/Ui were 
computed, assuming a logarithmic profile. 

Independent estimates of T, u*, x,,, a, Us, and C, were obtained from a least-squares 
analysis of the 45-minute time averages of the low-speed signals from the cup anemo- 
meter array. Discounting runs for which the wind direction placed the tower support 
upwind of the array, the resulting fits are reasonable (a two-parameter fit typically 
accounts for all three cup averages); nonetheless, the only parameter generally in good 
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agreement with the sonic value is U, (stresses differ by as much as a factor of 2). No 
attempt has been made to rationalize this difference. Rather, we have elected to focus 
our subsequent model analysis ((3 5 )  on a meteorological parameter defined in terms of 
U, and therefore essentially the same for both computations. 

5. General discussion of the modelling of cross-spectral data 
Further analysis is couched in terms of parametrizations of the atmospheric pressure 

field and the directional wave spectrum. The principal outputs of this analysis are 
estimates for the complex dimensionless ratio y between wave-induced air pressure 
and surface elevation (in w space), the directional wave spectrum E,, (w ,  O) ,  the effec- 
tive drift D(w, O ) ,  and an ‘intrinsic’ turbulent pressure spectrum FQr (k). In this section 
we describe the  general structure of this analysis. 

We assume that for each run the experimental data are appropriately summarized 
by the cross-spectral information between various instrument pairs in the main 
instrument array (the cross-spectral matrix), and by the corresponding mean meteoro- 
logical and position information. Our object is to account for these data by 

( I )  constructing a physical model which relates the cross-spectral information to 
the mean meteorological and position information and to a finite number of (unknown) 
physical variables; 

(2) estimating the physical variables by fitting the cross-spectral information to the 
model, typically by parametrizing the physical variables and effecting a least-squares 
minimization of the variance of the fit; 

(3) assessing the extent to which the best fit model accounts for the data; and 
(4) physically interpreting the best fit results. 
Let [(x, t )  be the first order component of the surface elevation, and let P(x ,  z, t )  

and Q(x, z, t )  be the first order wave-coherent and turbulent components of the pres- 
sure, respectively. Assuming stationarity and horizontal homogeneity, the second 
order statistics of these fields are defined by the covariances 

C,e ( 5 , d  = (ax, t )  a x  + r, t + r ) ) ,  * 

CCp(S,z2<7) (t;(x, t ) P ( x + & z z , t + ~ ) ) ,  

cp2 (C,Z1,Z2,T) =- ( P ( x ,  21, t )  P ( x +  g ,z2 ,  t + 7 ) )  

and CQ, (r, zl, z2, <&(x, zl, t ,  &(x + 5, %, + 
or by their (one-sided) one-dimensional transforms 

and 

(the covariances C,, and CrQ and their transforms vanish). 
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It follows from the linearity of the wave-coherent fields that the covariances 
C,,, Cp, and C,, may be written in terms of a single quantity, the spectral density of 
surface elevation (directional spectrum) Egr (w, 8). Explicitly, 

and 

from which it follows that for w > 0, 

and 

In the above equations, p,, is the zero order (mass) density evaluated at z5, j = 1, 2. 
For z, < 0, 

p5 N p = 1036;kgm-S, 
while for z, > 0, 

p5 21 8p where 8 = 0.0012. 

Similarly, k(w, 0 )  is the vector wavenumber (propagation vector) for the (w,  0 )  com- 
ponent (in the absence of a mean current k = ko(w, 8) = (wz/g) (cos8, sin@), and y, is 
the dimensionless pressure ratio defined by 

where 3 and p,  are (complex) amplitudes of surface elevation and wave-induced pres- 
sure (evaluated at 2,) for the (w,  8) component. For z, < 0, y, is the real function 

y, = e%, 

where A, = kz,. For z, > 0, y, is an unknown complex function y of 4, w, 8, and the 
wind profile. The function y is the principal focus of the subsequent analysis. It is 
easy to show that for A, = 0, 

Imy, = 8-’CM = 8-1W-1/3H, 

where CM is the ‘growth rate’ parameter defined by Miles (1957), and pH is the ‘growth 
rate’ parameter used by Hasselmann (1960). 

The choice of an appropriate parametrization of the wind profile dependence of y 
is a crucial aspect of the data analysis. To the egtent that the wind profile is logarith- 
mic, we know that this profile and therefore y are determined by three parameters 
(for example, vector friction velocity u* and roughness zo). While our analysis scheme 
isin principle capable of fixing the dependence of y on three such parameters, we have 
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not attempted to do so. We doubt that our data, though extensive and relatively 
precise, are either sufficiently extensive or sufficiently precise to allow a stable deter- 
mination of a three-parameter dependence. Accordingly, we have chosen to make our 
analysis in terms of a single parameter. Our choice of parameter is in part dictated by 
practical considerations and in part by a consideration of the structure of 
(1957) theory. 

Miles’ theory predicts that y is a function of h and of two dimensionless 
profile parameters 

k.U, 
P E W  

Miles’ 

wind- 

and RE- Sk2% 
(k. U,)2’ 

where U, = u* /K,  and K = 0-4 is von Kbrmhn’s constant. Explicitly, 

and 

a and p were computed as functions of p for several representative values of w and for 
h = 0 by Miles (1959). Recent computations by Long (1980) extend these results to 
cover a range of R and A values. W e  note that a second choice for the first parameter 

k.  U(ek-l) p E  
w ’  

where U(z) is the mean velocity profile and e is a constant of order 1 is equally con- 
venient to the Miles theory. Both choices, however, require a more complete specifica- 
tion of the wind profile than is typically available. 

The single most universal measure of the wind profile is the mean wind velocity at 
some reference level. In keeping with a desire to present results in a practical form and 
consistent with the previous analysis of Dobson (1971), Elliott (1972b) and Snyder 
(1974), we have accordingly chosen as our single parameter 

where U, is the mean wind speed 5m above the mean surface. Best fit results for 
701, A )  for a given data set will be taken as representative of an average value of R 
for that data set. We note in passing that our choice has the disadvantage that for 
given p, R and A ,  the prediction of the Miles theory is not unique, but requires the 
specification of a fourth parameter. 

The presence of a mean current alters the above description of the wave field. 
Because of Newtonian invariance, we anticipate that in a frame of reference moving 
with the mean current, the physics are essentially unchanged (although the wind 
profile will no longer be simply logarithmic); however, it is not convenient to work in 
such a reference frame. Rather we shall attempt to modify our description in the fixed 
frame. We continue to interpret ECs(w,  8) as the differential contribution to the mean 
square surface elevation for a wave component with radian frequency w and direction 
of travel 8, as viewed from the fixed frame. There are two modifications. The first of 



Atmospheric pressure fluctuations above surface gravity waves 21 

these has to do with the relationship between Vector wavenumber k and (w, 8). Let 
D(w, 8) be the ‘effective’ mean current seen by the (w, 8) component. The wavenumber 
k is determined by a suitably modified deep-water dispersion relation (the develop- 
ment is similar in water of intermediate depth) 

(w-k.D)’= gk. (5 )  

As before, k = k(cos 8, sin 8)  but k is now a function of D. To determine this function, 
we rewrite ( 5 )  in the form 

(6) 
where k, = (w2/g) (cos 8, sin 0) 

(ko  - kt),)’ = kk,, 

k,.D 
and vo = 7. 

I 

Expanding k in powers of vo and substituting into (6), we obtain 

k = ko(1-2VO+5v~+ ...). 

[Note also that for v = k .  D/w and p, = k,. U,/w 

and 

The analysis in $ 7 is based on truncating this expansion after three terms. 

invariance we anticipate that y will properly be a function of the parameter 
The second modification concerns the parametrization of y. Because of Newtonian 

p + (p - 1) Y + .... k.(U,-D) P - V  

w-k.D 1 - v  
=-= 

For I Y I  -g 1,uI and p N 1, the new parameter reduces top .  We will in fact, with some 
attendant biasing of results for p > 2 and ,u < 0, assgme the two parametem to be 
generally equal (see 5 9). 

The above discussion identifies the physical variables which determine the cross- 
spectral quantities @,,, G,,, and GPz. These variables are the directional spectrum 
E,, (w, 8), the ‘effective’ mean current D(w, O) ,  and the dimensionless wave-induced 
atmospheric pressure profile y(p,h) .  In $8, we will similarly relate the remaining 
cross-spectral quantity a,, to a forth physical variable, the ‘intrinsic’ spectrum of 
turbulent atmospheric pressure PQ8 (k). 

In  order ta complete our physical model of the matrix of cross-spectral estimates 
Gi,(w) between instrument pairs, we need only relate these estimates to G,,, G,,, 
G,,, and a,*. Let ct;,(o) be a one-sided estimate for instrument j and instrument 1, 
and let Qz = xl - xj. Then 

Q,,(4 = G , 4 , D 4 ,  wave-staff/wave-staff elements, 

Qj,W = Qc,(tjr,zl,u), wave-staff/water-pressure-sensor elements, 

a,, (m)  = G,, (b,, zj, z l ,w) ,  

and wave-staff/air-pressure-sensor elements, 

water-pressure-sensor/water-pressure-sensor 
elements and water-pressure-sensorlair -pressure- 
sensor elements, 
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and 

Gjt ((0) = Q,* (e j l , z j , z l ,  0)  + G,, (ejr,zj,z,, w ) ,  

air -pressure-sensor/air -pressure-sensor elements. 

In  each case, the first term on the right reduces to expressions of the form 

jdORj , E,, exp [ - ik . gj J ,  

where the weight function Rjl(,u, hi, A,) is tabulated in table 3. 
In  the next three sections, we will exploit the relationship between the cross- 

spectral matrix elements and the variables E,,, D, y ,  and FQa in order to obtain esti- 
mates of these variables. In 8 6, we will make several simplifying assumptions for the 
0 dependence of E,, which will allow us to estimate E,, and y from wave-stafflwave- 
staff and wave-staff/Elliott air-pressure-sensor matrix elements. In  $7, we will 
develop parametrizations of E,, and D which will allow us to estimate these variables 
from wave-sensor/wave-sensor matrix elements. We will then use wave-sensor/air- 
pressure-sonsor matrix elements to estimate y. A special analysis will be required for 
the upwind-travelling portion of EC2: because typically it cannot be resolved from 
wave sensor/wave sensor elements. Finally in 0 8, we will use air-pressure-sensor/air- 
pressure-sensor matrix elements to estimate Foe. 

6. The wave-induced pressure field : simplified model 
A simplified algorithm for estimating the wave-induced atmospheric pressure 

profile can be obtained by assuming a specific directional dependence for EC2; this 
approach was used by Dobson (1971) and Elliott (1972b) to interpret their previous 
data. E,, will be taken to be of the form 

where the principal wave azimuth $ ( w )  is known and $(O)  is given by either (unidirec- 
tional case) 

$(el = W )  

or 

In  both cases, we assume 
D(u,@) = 0. 
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0 4  Po/Po 
0 0.85 

10 0.84 
20 0.80 
30 0.74 
40 0.65 

TABLE 4. Po/,uo w a function of (0 -9) 
assuming cosz (0 - 9) spreading (see text). 

In  the first case, wave-staff/wave-staff matrix elements take the form 

Here 

and 

w2 

9 
ko(w) = - [COB #(w),  sin #(w)]  

If follows that for the Zth air-pressure sensor andjth wave staff, 

In  the second case, it is not possible to carry out the corresponding integrations 
without knowing more about the ,u dependence of y. From the mean-value theorem 
one can derive the approximate result 

where 

If the wind direction 0 coincides with # ( w )  this integral reduces to ,Go = (8/3n),u0. 
If not, Po is even smaller (see table 4). Because the principal difference between 
relations (6) and (7) is the change of scale for p, a single data analysis is sufficient 
to determine the results for either algorithm. 

This analysis has been carried out for a number of runs using data from the BIO 
wave staff and from the two Elliott air-pressure sensors. The latter were separated 
vertically by 0-5 to 16m,  with the lower sensor 0.5 to 1 m above the mean water 
surface. The cross-wind horizontal separation between the wave staff and the air- 
pressure sensors was typically less than 0.3 m. 

For each run, the mean direction of travel in each frequency band #(w) wa8 obtained 
from the directional spectrum analysis described in $7. In runs 15 to 20, there is a 
single dominant peak for which the wind and wave azimuth differ by about 20' (see 
table 2); at higher frequencies the wave azimuth tends more towards the wind azimuth. 
This tendency is used to extrapolate to shorter wavelengths where the directional 
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FIGURE 5. x (p)  for runs 15 to 20; simplified .analysis. 

spectrum analysis is unreliable. For some of the other Bight runs there is more than 
one peak. In this case the wave azimuth is taken to be a weighted mean of the larger 
peaks. The appropriate wave azimuth is then used to correct for the sensor separation 
phase shift [the exponential factor in (7)]; the uncertainty in the correction for the 
phase shift is estimated to be less than f 5" and is largest at the high frequencies. 

Further analysis has been directed towards extrapolating the resulting estimates for 
y to the mean water surface ( A  = 0) and estimating the corresponding momentum 
transfer. The quantity y is assumed to be of the form 

with y(p) complex and x,u) real. Implicit in this assumption is the constraint that the 
phase of y is independent of h (see Elliott 19723; and Snyder 1974). An estimate for 
x(p) is given by 

where the subscripts 1 and 2 denote respectively the lower and upper pressure sensors. 
The estimates for ~ ( p )  shown in figure 5 are limited to the high wind-speed group, 
runs 15 to 20, over the range 1 c p < 3. The reason for this restriction is that for much 
of the high frequency and low wind-speed data the coherence level between surface 
elevation and upper air pressure is so low as to make the data unreliable. Only data for 
which the phase between surface elevation and air pressure for the lower sensor is 
within f 15" of its value for the upper sensor arc3 included in the analysis. Although 
t'here is some indication that x(p) decreases with increasing p, the scatter in figure 5 is 
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sufficient to make an estimate of the trend unreliable. For the present data we find 
x = 0.86 & 0.21, as compared with Elliott's (1972) data for whichx = 0.83 f 0.22. (We 
note in passing that not all of the above decrease in decay rate (relative to potential 
theory) can be attributed to the dynamics of the growth mechanism. A second, per- 
haps dominant, cause for this decrease is the Doppler shift associated with the mean 
drift current. This shift effectively reduces the wavenumber associated with a given 
frequency by a factor of 1 - v, where v is the drift to phase speed ratio defined in Q 5.) 

Setting x = 0.86, y(p, 0) was extrapolated from y(y, A,) for runs 15 to 20 and for 
runs 5,21,22,23 and 25 (figure 6). Characteristically these results are reasonably well 
defined for ,Go < 3, with increasing scatter for > 3. The solid line in the figure is a 
mean curve through the Elliott (1972) data points, re-analysed using the same extra- 
polation techniques as for the BOA data; the agreement is excellent. 

A comparison between the lower Elliott sensor extrapolated to mean tracking 
height using x = 0.8G, and the wave-follower pressure sensor, corrected as described 
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in $4, is shown in figure 7 for tracking rims 4, 7, 33, and 34. As is evident from the 
figure, the agreement between the sensors is reasonable, except perhaps a t  p 2: I 
where the I m y  mlnes from the wave follower slightly exceed those from the fixed 
sensors. The BOA curves do not agree so well with the reworked Elliott (19723) 
curves as for the case of the ‘best’ data set of figure 6. I n  particular the wave follower 
In1 y points generally lie above the Elliott (1972b) line for /7, c 2, and theBOA R e y  
values are more negative than the Elliott values a t  a giren Po. 

7. The wave-induced pressure field: general model 
The analysis of the previous section was based on the assumption of a specific 

form for the directional dependence of E,?. Also, t,he effect of the mean current D on 
dispersion was neglected. The inore general analysis described in this section, which 
has the same goals as a similar modelling attempt by Snyder ( 1974) but differs greatly 
in the means used to  achieve the goals, consists of three distinct parts: 

(1) estimation of E C z ( ~ o ,  0)  and D(o, 0) for each run, 
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(2) estimation of ~ ( p ,  A )  for p > 0, 
(3) re-estimation of E,, (w,  8) for each backscatter run, and of y(p, A )  for ,u c 0. 

The first and third analyses are iterative computations in which each variable is 
alternatively used to improve the estimate of the other. 

To effect the first analysis, we expand EC2 (w ,  0 )  in the form 

E,, (m, 8) = C ,Egz ( w )  3,  (0 - 4) 
N 

for linear analysis, 
IL 

s 
or E,, (w, 0 )  = (CnE,, ( w )  $n (0 - $))2 for bilinear analysis. (9) 

II 

The latter analysis ensures that the best fit E,, is everywhere positive. The principal 
direction Q is set equal to the wind azimuth and is independent of w. Several choices 
of basis set $,, (0) are employed, most commonly (with rn = 1 )  the set 

3,,(0) 3 CoS'"OCOs(n- 1)0, 101 c in, nodd 

= ~os'~'Osinn8, 1191 < in, neven 

= 0, 181 > *7r (10) 

which does not allow wave components travelling against the wind. 
It is :issumetl that D(w, 0)  is adequately represented by the deep water weighting 

I) 

D = k o j  d z e k W ( z ) ,  
-aJ 

where U(z) is the mean velocity profile. Note that this weighting (essentially a zero 
order iteration of the more general weighting with k substituted for k,) makes D 
independent of 8. Expanding U in Taylor series 

I' 
U(2) = U,,ZI, 

11 

generates a representation for D for the form 

The .parametrizations (9) and ( 1  1 )  determine the spectral matrix of wave sensors 
(surface elevation and water pressurc sensors) as functions of the parameters ,&lZCz (0) 

and U,l. The corresponding matrix elements are linoar or bilinear functions of the 
l b h ' c 2 ( ( ~ j )  :md rionlincar functions of the U,l. T o  cstirnute thc bcst fit value for thcsc 
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Band? 

15 
16 
17 
18 
1!j 
20 
21 
22 
23 

T‘“ ’ ( 0)) 

( 1 m*) 

3.7 
15.2 
21.6 
33.1 
20.0 
9.0 
3.9 
1.5 
1.4 

v(4) (1,))  

( 1 0-9 mZ) 

3.3 
6.3 

11 .1  
4.3 
7.3 
2.3 
1.7 
0 .7  
1.1 

t Frequency interval is 0.025 Hz. 
$. First entry is downwind component ; second entry is crosswind component. 

TABLE 5. Effective mcnn rurrcmt D(4) (w) ,  run 16. Estimated from 
clirectionnl spcc‘trtiin analysis. 

or the variance (bilinear analysis) 

with respect to the real coefficients $fi) (w). Here 

and 

where the R$’) are defined by table 3. (Typically, the early iterations employ the linear 
form and the final interations (q  = 3,4) the bilinear form.) D(q) ( w )  is in turn estimated 
by minimizing the integral variance (the integral runs over the frequency bands of the 
spectral analysis) 

V q )  2 Jdwl G ~ , ( w )  - Hfy’ (oJ)~’  
i l  

with respect to the real coefficients UF). 

Here 

The dependence on Uiy), through relations (5) and (1  l ) ,  is implicit in k(q) and therefore 
in RjY). A Kewton-Raphson technique is employed to effect the minimization. Typi- 
cally, this minimization is constrained so that for p 2 1, Up has the direction 4. A 
constraint of this form is normally required for stability because the matrix elements 
are comparatively insensitive to the cross-wave component of D [k is a function of the 
dot product v0 = (k,.D)/w]. By leaving U, unconstrained, some cross-wave (tidal) 
flow is allowed. Resulting estimates for D(w, 19)(~), P = 1, are shown in table 5 for 
run 16. Note that, as would be anticipated, the downwind component of D is of order 
0.0 to 0.3 ni s-1, is positive, and is an increasing function of frequency. Also shown in 
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- 
Bands 14-16 Bands 16-23 

-- 

FIUURE 8. Dirertiunal spectrum for rim 16. Bilinear analysis with A' = 5. 
Scale is 0.002 1112 s per division. 

thc table are the variances W ( w )  and V ( ~ ) ( W ) .  Clearly, allowance for a mean current 
has improved the directional spectrum computation. The corresponding final estimate 
for E,, is displayed in figure 8. Note the shift in principal direction with frequency 
which rcsults from thc asymmetric fetch distribution of the Bight site in easterly 
winds. 

To effect the second analysis, we expand 

IIS 

rs 
y(p, A) = rr,prL,(A) for linear analysis, 

or 
0 I W  

(1 7.9 

y(p ,  A )  = C F f l p f ~ ~  A,prL,(A) for bilinear analysis. 

The coefficients Fru and Fq are complex and the coefficients A,.* real; in the bilinear 
case the phase of y is independent of A. Two choices for L,(A) are employed. One 
choice is the set (related to the Laguerre polynomials) 

L,(A) = Axe-,\. 

Thc second choice is the set of empirical orthogonal functions recently computed by 
Long (1980) from a set of theoretical pressure profiles calculated according to the 
Miles (1  957) theory. The Long-Miles functions have one very desirable property, 
which is that it is possible to represent accurately the h dependence of the solutions 
of the Miles theory (and of potential theory) over a wide range of ,u and i2 by super- 
imposing only A few functions. Two of these funct,ions account for 99.98 yo of the rari- 
ance about zcro of the set of theoreticul pressure profiles used in the enipirical 
orthogonal function computation. 

Given Ecn(o, 0 )  and D (w ,  O ) ,  these paranietrizations dctermine the cross-spectral 
matrix between wave sensors and air-pressurc sensors. The corresponding matrix 
elcincii ts arc lincar functions of the coeficients rrs (linear analysis) or bilinear fiinctions 
of the cocficients I', ;and Ars (bilitiwr iinalysio). The best fit estimates for these co- 
c>llic*imts arc detcrmincd by inininiiziiig tlir v;Lriiance (lineiar analysis) 
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with respect to the yrs, or the variance (bilinear analysis) 
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v = z z jom ~ ~ ~ q l ( 4 2 1 G j z ( +  z 4 1 Q + r ) n ( W V r s J 2  
qrs 

with respect to the rq and AT$. 
In either case, the unlabelled sum extends over a group of runs as small as a single 

run or as large as the entire data set; M j l ( o )  is a masking (weight) function used to 
eliminat't! less reliable cospectral values from widely separated instruments. Typically 

Jfj,(u) [ G j j ( ~ ) G ~ ~ ( u ) I - '  for k o ( ~ ) t j l  < $0 

-= 0 otherwise, 

where $o is some phase cut-off. Finally, IjlTs is given by 

Ij I,.g = s ( p ~ ) ~  J n  doe4 E,, p*L, exp [ - ik . { a]. 
--n 

These minimizations have typically been subjected to two constraints: a potential- 
theory constraint, and a uniqueness constraint (bilinear analysis only). The potential 
theory constraint requires that 

For the Laguerre-related polynomials, this constraint takes the form 

y(0, A )  = 

and 

or 

and 

roo = - i 

rOs = 0, s > 0 forlinearanalysis, 

ro = i, no0 = -1 

A, = 0, s > 0 for bilinearanalysis. 

For the Long-Miles functions, the constraint takes the form 

or 
rOs = N ,  for linear analysis, 

and 
ro = i 

Am = N ,  for bilinear analysis. 

The N ,  are the coefficients for the expansion of - e-a in Long-Miles functions. For the 
bilinear analysis, the uniqueness constraint further requires that 

A,, = 0, r > 0. 

It is not appropriate here to describe the details of the numerical computations 
required in order to effect the above minimizations. The details have been worked out 
consistent with an overall system for geophysical data management and analysis; the 
minimizations are feasible and have meaning but there are practical limits to the 
power of the analysis. Without a theory of the errors inherent in the computations, it 
is not possible at the outset to completely foresee what course they will take; much has 
to be worked out on a trial and error basis. The basic dilemma is a familiar one: 
statistical noise in the spectral estimates and (most probably) basic inadequacies in 
the theoretical model combine to limit the resolution of the computation. As the 
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number of degrees of freedom increases, the variance decreases rapidly, then levels 
off. Concurrently, ‘unreasonable ’ fits become ‘reasonable ’, then again ‘unreasonable ’. 

As a test of the general model, the 1970 data from the Bight of Abaco (Snyder 1974) 
were re-analysed using an abbreviated version of this model. The average ‘surface 
normalized ’ spectral matrices previously computed by Snyder (representing different 
wind speeds) were corrected for the calibration error discussed in $2. A directional 
spectrum Ecn(w,  8) and mean current D(w, 0)  were calculated for each matrix from 
wave-sensorlwave-sensor elements. [The basis (10) with m = 1 and N = 3 was used 
to represent EcB.] Both E,, and D were in good agreement with previous estimates. 
The growth-rate parameter, y, was then estimated for a Laguerre basis, linear fit, 
with potential theory constraint ( R  = 3 , s  = 0). The results of this analysis are shown 
in figure 9, superimposed on a corrected version of Snyder’s figure 14. We note that 
the general model gives results in reasonable agreement with the simpler analysis, 
although it tends to predict a somewhat larger IReyl. This discrepancy probably 
results from the neglect of upwind-travelling waves, which were known to be present 
during the 1970 experiments. These waves contribute significantly to wave-sensorlair- 
pressure-sensor matrix elements, producing an elevated estimate for IRe y (assuming 
the phase of the upwind-travelling waves to be - 180’). 

A full-blown version of the general model was next applied to runs 15 to 20 of the 
present data. Tables 6 and 7 list the proportional variance in the linear and bilinear 
fits. Figures 10 and 11 show the corresponding variation in the best fit y(p, 0) and 
y(2, A )  for the Long-Miles basis, linear fit, with potential theory constraint; examina- 
tion of the differences between observed and best-fit cross-spectral estimates, instru- 
ment pair by instrument pair (including both BIO and Nova instrument pairs), 
suggests that the differences are random with no significant systematic trends. 

Some indication of the confidence limits of the best-fit analysis or of the physical 
variation in y is obtained by performing the analysis run by run. Figures 12 and 13 
show the corresponding variation in y(p, 0) and 742, A )  for runs 15 to 20 (individual 
analyses), Long-Miles basis, bilinear fit, with potential theory constraint and 

Finally, figures 14 and 15 show y(p, A)  for runs 15 to 20 (bulk analysis), Long-Miles 
basis, linear and bilinear fits, respectively, with potential-theory constraint. Consist- 
ent with Elliott (1972b) and with the simplified analysis of the previous section, the 
latter fits suggest a near exponential dependence on h with an effective decay constant 
which is slightly less than 1 for p > 0; as would be anticipated this constant is larger 
than estimated in $6.  The corresponding estimates for y(p, 0) are included in figure 
22(§9)* 

To effect the third analysis, we must recognize that backscattered waves ordinarily 
account for only a small fraction of the wave spectrum (Snyder (1974) roughly esti- 
mates this fraction at  less than 2 % for most of his runs), and hence to the wave-sensor/ 
wave-sensor matrix elements. Consequently it is not possible to resolve the back- 
scattered spectrum from a wave-sensor array of the scope and precision employed in 
the Biglit experiment. On the other hand, because the air-pressure signal generated 
by the backscattered spectrum is amplified relative to that generated by the main 
lobe of the spectrum, the backscattered spectrum contributes significantly to both 
wave-sensorlair-pressure-sensor elements and air-pressure-sensorlair-pressure-sensor 
elements. 

Q = 2 , R =  1 , S =  1. 
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FIGURE 9. Test of general model: + , 1970 data (corrected for calibration error) ; 0, 
(corrected for calibration error); F, best fit to 1970 data, general model (Snyder 1 
Miles, Q = 3 x 10-8; M2, Miles, Q = 2 x 10-2. 

1972 data 
974); M1, 
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Laguerre basis, no potential theory constraint 

S 
r A 

1 

R 0 1 2 

1 0.1247 0.1122 0.1058 
2 0.0859 0.0853 0.0839 
3 0.0846 0.0842 0.0910 ( 7 )  

Long-Miles b m 3 ,  no potential theory constraint 

S 
r A > 

R 0 1 2 
1 0.1201 0.1091 0.1038 
2 0.0861 0.0854 0.0842 
3 0.0850 0.0828 0.08 14 

Laguerre baais, potential theory constraint 

S 

R 0 1 2 
2 0.0961 0.0855 0.0848 
3 0.0857 0.0852 0.0845 

Long-Miles basis, potential theory constraint 

S 
, 3 

R 0 1 2 
2 0.0863 0.0857 0.0851 
3 0.0863 0.0853 0.0859 

TABLE 6. Proportional variances for linear analysis. 

Laguerre bm's, potential theory and uniqueness constraint, Q = 2 

S 
& 

R 1 2 

2 0.0855 0.0853 
3 0.0854 0-0852 

Long-Miles basis, potential theory and uniqueness comtraint, Q = 2 

S 

R 1 2 
2 0.0855 0.0856 
3 0.0853 0.0853 

TABLE 7. Proportional variance for bilinear analysis. 

We note also that wave-sensor/air-pressure-sensor matrix elements depend explic- 
itly on the product of E,, and y, so that it is clear that we cannot expect to estimat'e 
both variables from these matrix elements alone. It will be necessary to include air- 
pressure-sensorlair-pressure-sensor elements (which depend on the triple product of 
E,:, y and y* )  in the analysis. It follows that, in ordor to proporly condudo OW nimlysis 
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FIGURE 10. y(p, 0)  for various R,  S ,  runs 15-20. Long-Miles basis, linear fit with potential theory 

c o n s t r a i n t . @ , R = 2 , S = O ; + , R = 2 , S = l ; V , R = 3 , 9 = 0 ;  A , R = 3 . S = 1 .  

0 1 2 3 4 
A 

FIGURE 11. y(2, A )  for various R, S, runs 16-20. Long-Miles basis, linear fit with potential 
theory constraint. Phase lines are dashed. 0, R = 2,  S = 0 ;  +, R = 2, S = 1 ;  V, R = 3, 
S = 0, A . R  = 3 , s  = 1. 
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FIGURE 12. y(p, 0) for rune 16 to 20. Individual bilinear analysis, Long-Milea basis, with 
potential theory constraint, and Q = 2, R = 1 and S = 1. 
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FIGURE 14. y(p, A )  for riim 15 to 20. Bulk linear analysis. Long-Miles basis, with potential 
theory constraint, and R = 2, S = 1.  Phase lines are dashed. +, p = 0; 0, p = 1 ;  Y, p = 2; 
a , p  = 3. 
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A 

FIGURE 15. y(p,  A )  for run. 15 to 20. Bulk bilinear analysis. Long-Miles basis, with potential 
theory constraint, and Q = 2, R = 1 ,  and S = 1 .  Phase lines are dashed. +, p = 0; 0. p = 1; 
y ,p  = 2; A , p  = 3. 
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for y, we will have to make allowance for turbulent air-pressure fluctuations which 
contribute to air-pressure-sensorlair-pressure-sensor elements. This latter complica- 
tion is treated in some detail in the next section. 

The simplest and most direct means of attempting the analysis is to: (1)  assume 
some y@, A ) ;  (2) expand E,, in a basis set (linear or bilinear) allowing non-zero values 
for 101 > &r; (3) fix E[o(w, 0) and FQn (k) by simultaneously fitting all matrix elements 
including air-pressure-sensorlair-pressure-sensor elements; (4) using the estimate of 
E,, from (3) re-estimate y from wave-sensor/air-pressure-sensor elements; and (5) 
iterate steps (3) and (4) until E,,, F,, and y converge. We have tried this procedure 
and unfortunately find i t  to be divergent. 

A second, somewhat more involved, procedure in which air-pressure-sensorlair- 
pressure-sensor elements are used directly to help estimate y does converge. In  this 
case we proceed initially as before, and then (3) fix ECc by simultaneously fitting wave- 
sensor/wave-sensor and wave-sensor/air-pressure-sensor elements; (4) subtract the 
corresponding wave-induced contribution from air-pressure-sensorlair-pressure- 
sensor elements and fix P,, by fitting the residual elements; (5) subtract the corre- 
sponding turbulent contribution from air-pressure-sensor/air-pressure-sensor elements 
and re-estimate y by simultaneously fitting the residual elements and wave-sensor/air- 
pressure-sensor elements; and (6) iterate steps (3), (4) and (5) until the procedure 
converges. The principal difficulty in implementing this procedure is that the air- 
pressure-sensorlair-pressure-sensor elements are quadratic functions of y so that step 
(5) appears to involve a nonlinear fit. We circumvent the difficulty by treating one 
of the factors of y as known (from the previous iteration), thus linearizing the fit. 

To represent E,, ( w ,  0) ,  we augment the basis functions with an analogous set of 
functions defined to be zero for I 01 < *m and different from zero for I 01 > in. Using 
five of the former functions and three of the latter to represent the directional spectrum 
for run 14, we find that a joint analysis of runs 14 to 20 converges rapidly. The resulting 
estimate for Ego (run 14) is shown in figure 16. The estimate for y is included in figure 22. 
For negative p the phase is essentially zero, in agreement with the prediction of the 
Miles (1957) theory, but in disagreement with the previous analyses of both Dobson 
(1  97 1) and Snyder (1974). 

8. Analysis of turbulent fluctuations 
The pressure spectra (figure 4) contains two regions of interest: a low-frequency 

region in which turbulent fluctuations dominate, and a central region in which surface- 
wave-induced fluctuations dominate (a third high-frequency region suggested by 
Snyder’s (1974) data, in which turbulent fluctuations again dominate, is not so clearly 
evident in the  present data). The boundaries of these regions depend on the wave 
spectrum, the wind speed, and the elevations of the pressure sensors. In the present 
case, the transition between the low-frequency region and the central region typically 
occurs somewhere between frequency bands 10 and 15 (0.25 Hz and 0.375 Hz). In  this 
section, we will discuss our analysis of the turbulent fluctuations in both regions. 

The turbulent component of atmospheric pressure in the atmospheric boundary 
layer has been the subject of previous field studies by Priestley (1965) and Elliott 
( 1972 c ) .  Priestley investigated downwind and crosswind correlations of pressure 
along a litnd boundary; Elliott, downwind, crosswind, and vertical cross-spectra of 
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FIGURE 16. EC*(w,  6) for run 14, bands 16 to 23. Backscat.ter analysis, linear fit. 0 in degrees 
CCW from E, travel towards. 

pressure within several metres of a land (and water) boundary. The Bight experiment 
yielded air-pressure/air-pressure cross-spectra between as many as seven instruments 
with spacings typically not precisely downwind, crosswind, nor vertical, and with a 
maximum downwind/crosswind spacing of approximately 10 m and a maximum 
vertical spacing of approximately 2 m. 

(5, zl, z2, w )  be defined 
as in $5 .  Note that C,, is real and 

It follows that 

and 

Let the covariance CQe (5, zl, z2, 7 )  and the cross-spectrum 

c,2 ( - 5,z1,z2, - 7) = c,o (5,22,Z1,?). 

G,* (5,219 22, - 4 = C&(5, Z l , Z 2 , 4  

G , s ( - ~ , z ~ , z ~ ,  - w )  = G g z ( & ~ 2 , ~ 1 , ~ ) .  

Priestley suggests the extrapolation (his observations are confined to the & and 

(12) 
52 axes) 

a,, (550, 024 = GQZ (4 exp [ - ik1511 exp [ - K11511 - K215211, 
where & and i& are the downwind and crosswind components of 5,  K~ and K~ are given 
by the (MKS) power laws 

K~ = 0.321 k111.2*, K~ = 1*19~0,7~ ,  

where k l ( w )  is a downwind wavenumber given from the Taylor hypothesis of 
frozen turbulence by 

w 
k,(w) = -. 

Uk 

u, = U(€I k p ) ,  

The advection speed U, is approximated by 
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where U(z )  is the wind speed at  elevation z, and e is a constant of order 1 (Priestley 
found e N 1.2). Over several decades of w, Priestley finds that the autospectrum GQz is 
roughly proportional to w-2. This spectrum also varies roughly as U4 (see Snyder & 
Cox 1966). 

Elliott’s downwind phases and crosswind coherences are reasonably consistent 
with, but his downwind coherences are significantly higher than, the values implied 
by (12). In agreement with Priestley, Elliott’s autospectra also vary roughly as w-2. 

Elliott finds that the cross-spectrum GQz (0, z, z,  w )  is essentially independent of z. 
Vertical coherences between different elevations zl, z2, however, are comparable with 
crosswind coherences. These two observations suggest that close to the surface, i.e. for 

wzj - < 27r’ j = 1,2, U 

it  may be appropriate to expand 

GQ*(C,zl,zZ,w) = c Q ~ ( ~ , w ) + ( z 2 - z 1 ) c ~ ) ( 5 , w ) + ” ’ ~  (13) 

where the + applies for z2-z1 > 0, and the - for z2-z1 < 0 (a dual expansion is 
suggested to allow for a discontinuity in slope for z2 = xl, such as would be implied 
by a dependence like e-Kles-zli). We have 

0 , s  (5, - w )  = G2;8(5, w )  

with corresponding relations for G&)(g, w ) .  
In what follows, we will provide an interpretation of the results of Priestley and 

Elliott ba.sed on a modified ‘frozen’ turbulence model, and will use this model to 
estimate for the present data an ‘intrinsic’ turbulent pressure spectrum FQz (k)  arising 
from the first term on the right-hand side of (13). The vertical inhomogeneity of the 
pressure field and the measurable loss of coherence in the vertical greatly complicate 
the model. Because the vertical spacing of instruments for the Bight experiment is 
small compared with their crosswind spacing we have chosen to neglect these compli- 
cations by truncating expansion (13) after the first term. Limited computations 
including a second term in the subsequent fits indicate that the complications do not 
appreciably alter results for the present data. Let 

and 
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with corresponding relations for F&) (k, w).  
The frozen turbulence hypothesis imagines that the time scale of the adjustment to 

inhomogeneities in the flow is sufficiently long compared with the time scale with 
which these inhomogeneities are advected that the inhomogeneities appear frozen in 
the flow. Thus for every k we can find a reference frame (moving with the advection 
velocity u k )  in which FQ, (k, w )  is concentrated a t  w = 0. It follows that in the fixed 
frame FQe is approximated by 

Pga (k, W )  = F,z(k) Q(w - k . Uk), (14) 

where the 'intrinsic' spectrum FQe(k) is a positive even function of k 

assuming u - k  = Uk. 
FQz( -k)  = F$(k) = F,z(k) > 0 

It also follows that 

For simplicity we assume 

Then 
uk = U(6I k1I-l)- 

k .  u k  = kl u(Sl k1]-') 

which suggests the change of variables 

where 

Thus 
m 

G&, w )  = ~ ( w )  e-fki(u)LS dk, PQ, [k, ( w ) ,  k,] e-fkatn, 
-m 

where kl(w,) is the inverse of w1 (k,) and J(w,) is the Jacobian 

For a logarithmic wind profile, J(w,) is roughly constant over a broad range of w,, and 
correspondingly k, is roughly linear in w,. 

It is of interest to examine the integral (15) for the special case of an isotropic power 
law 

We have 
FQa(k) = F ~ r k - " .  
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FIGURE 17. Coherence plot for run 16, low frequency (turbulent) bands. 5. is displacement of air- 
pressure sensor pair. Diameter of circles is proportional to the negative logarithm of the squared 
coherence. Circles to left of plot defme the scale for squared coherence of 0.6 and 0.1. 

while for v = 3 
GQa(g, W )  = JpQak1-2e-ik1c1 lk1&1111;(1 k1521), 

where K,(z) is a modified Bessel function of the third kind. Note that for small 2, 
zK, (z) + I ,  while for large z, zK, (z )  + (&;rrz)t e-2. 

I n  each case, the phase is given by - kl&, the coherence is a function of k ,  c2 (and 
is therefore independent of El), and the autospectrum goes roughly as w-”+l. For v = 2, 
G,, is of the form (12) with K, = 0 and K~ = I k,l. We further note that Priestley’s 
power laws for K, and K~ may be combined to give (MKS) 

K~ = 0.521 k1I0.O5, 

roughly half the v = 2 result. For v = 3 the autospectrum goes roughly as w-2, in 
agreement with both Priestley and Elliott. 

Thus a simple frozen turbulence model is, with varying assumptions, able to repro- 
duce certain features of previous observations of turbulent pressure above a land 
boundary. The model does not reproduce the loss of coherence due to vertical or down- 
wind separation. The first failing, which results from the neglect of terms beyond the 
constant term in (13), is in principle reparable by extending the theory to higher 
order. The second failing is intrinsic to the concept of frozen turbulence: if the turbu- 
lence is truly frozen, two instruments downwind of one another should see an essen- 
tially identical signal displaced in time; the resulting coherence should be unity. 

Figure 17 shows the coherence for run 16 for nll instrument pairs, frequency bands 
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1 to 10, as a function of klcl and kl&. This plot is typical of the higher wind-speed 
runs. The figure clearly suggests that to some level of approximation the coherence is 
primarily a function of k, &, in agreement with the frozen turbulence hypothesis, and 
in disagreement with the extrapolation (12). How then do we account for loss of 
coherence in the downwind direction observed by both Priestley and Elliott? 

It is clear that some of this loss of coherence must result from the inadequacies of 
the frozen turbulence hypothesis. A broadening of the delta function in (14) would 
undoubtedly lead to a more realistic (but less readily integrable) model for G,,, with 
some downwind loss of coherence. Presumably this loss of coherence would be of the 
same order as that observed by Willmarth & Wooldridge (1962) in their wind tunnel 
studies of turbulent wall pressure fluctuations. As is evident from figure 20, however, 
the downwind loss of coherence observed by both Priestley and Elliott is significantly 
larger than that observed by Willmarth & Wooldridge. 

We suggest that a more significant source of downwind (1E21 < I&]) loss of coher- 
ence in a field situation lies in the natural variability of wind direction and the associa- 
ted variability in 5, and E2. Two instruments nominally downwind of one another are 
only rarely precisely downwind of one another. Because the crosswind coherence 
drops off fairly rapidly near zero crosswind displacement, a small variation in wind 
direction will result in a measurable loss of coherence for such instruments. We may 
estimate this loss of coherence for the isotropic case v = 2 by noting that for = 0 
and 0 = Arg(5) small, 

where the overbar denotes a time average. This result is consistent with (12) (for 

exP[-Ik,5211 2: ~ ~ P C - 1 l ~ 1 k , I l ,  

K1= IS1 lkll .  
t2 = 0)if - 

Away from the El axis the effect of wind direction variability on the coherence may 
likewise be assessed by taking a time average of the frozen turbulence result (taking 
z1 and z2 as functions of time). In  this case, however, the effect is considerably smaller; 
the resulting loss of coherence is comparable with the unaveraged loss. 

Figures 18, 19 and 20 show the results of first-order polynomial fits in 5, and &, 
to Arg G,, (E, w )  and In Coh G,, (E, w )  in each band of all runs for which U, > 3 m s-l. 
Figure 18 shows the results of the fit 

Arg GQa (5, w )  2: - k,&. 
The best fit k, is plotted against k,(w) computed fore = 1-5. Shown also are points from 
Elliott’s figure 33(b)  and the prediction of the frozen turbulence model. Figure 19 
shows the results of the fit 

lnCohGQz((5,u) 2: - ~ ~ l & l .  
The best fit K~ is plotted against I k, (w)  I. Shown also are points from Elliott’s figure 
32, Priestley’s power law, the prediction of an isotropic power law for v = 2 and the 
predictions of an isotropic power law for v = 3 with = 1 m and 1 & /  = 10m 
respectively. Finally, to give some idea of the scale of the downwind loss of coherence, 
figure 20 shows the results of the fit 

InCohG,~(r l ,~)  = -K11E,I - K21EZl.  

The best fit K, is plotted against k, ( w ) ;  shown also are points from Elliott’s figure 33(a) ,  
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FIGURE 18. Downwind wavenumber. k, from best fit to phase of air-pressure/air-pressure matrix 
elements, k, ( w )  computed for B = 1.5. +, this experiment; 0, Elliott (1972~); -, k, = k , ( w ) .  
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FIGURE 19. Crosswind coherence scale K* from best fit to coherence of air-pressure/sir-pressure 
matrix elements. k,(o) computed for B = 1.6. +, this experiment; 0, Elliott (1972~); P, 
I'riestley (198.5); 12, v = 2 power law; 131, v = 3 power law, 16% I = 1 m; 132, v = 3 power law, 

= lorn. 
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FIGURE 20. Downwind coherence scale. K~ from best fit to coherence of air-pressure/air-preasure 
matrix elements. k , ( w )  computed for B = 1.5. +, this experiment; 0, Elliott (1972~); P, 
Priestley (1965); WW, Willmarth & Wooldridge (1962); - 121, v = 2 power law, = 0.1; 
122, v = 2 power law, 10 I = 0.2; 123, v = 2 power law, 10 I = 0.4. 

- 

Priestley’s power law, the predictions of a modified frozen turbulence model for v = 0, 
I 8 I = 0.1,0.2, and 0.4, and theresultsofWillmarth & Wooldridge’sT rind-tunnelstudy. 

These figures suggest that the present data are on average consistent with an intrin- 
sic turbulent pressure spectrum which goes as k-2, with fl approximately 0.1 to 
0 4 .  Priestley and Elliott appear to favour a spectrum which goes more like k-3, 
consistent with an w-2 power law for GQ4; note that at the lower frequencies the slope 
of both spectra is reduced. If our interpretation of downwind loss of coherence is 
correct, the variability in wind direction was greater for Priestley than for Elliott. 
Willmarth & Wooldridge’s downwind loss of coherence is equivalent to that predicted 
by our model for v = 2 and 

Further analysis of the turbulent component of the air pressure fluctuations has 
been directed toward estimating FQ2(k) via a least squares fit to air pressurelair 
pressure cross-spectral elements. To effect this analysis we expand 

- 

= 0.11. 

FQ,(k) = x - nFQ8(kl)  $,, @) , for linear analysis, (3 : 
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or 

pQr (k) = x (?) (g ,pQc (k,) $n ( 2))2, for bilinear analysis. 
n 

The prefix x and basis set $,are defined by 

and $n(a) aS(n-1) with 8 = 1 , 2 .  

For N = 1, r = 8, and FQr rv k,, (linear analysis) this superposition approximates the 
simple relation 

FQs(k) N k-' 

over the limited range I k,/k, I < 2. 
An acceptable representation of this power law (or of a k-S law) over the broader 

range I k,/k, I < 10 can be constructed for N = 5 and s = 2 using either choice for r .  
The simpler choice 

~ ( a )  = e-n* 

related to the Hermite polynomials was not used because the spread towards larger u 
goes as n4 rather than n; consequently a larger number of terms are required to produce 
an adequate representation over a given range. 

To estimate F,, (k) in the turbulent bands we minimize the variance (linear analysis) 

N 

il 11 
v ( w )  Z lG'jl(w)-Z Kj,n(w)nF,a[k,(w)I 1' 

or the variance (bilinear analysis) 

M N  

j 1  m n 
v ( w )  = X I G ' j , ( ~ ) - ~ ~ K j ~ m n ( ~ ) n i ~ Q a [ k ~ ( w ) I n F ~ ~ [ k l ( w ) I  I 

with respect to the real coefficients nFQs [k, ( w ) ]  (the outer sum runs over air-pressure/ 
air-pressure matrix elements). The coefficients Kiln and Killnn are given by 

and 
f m  

In  the wave bands we minimize the variance (linear analysis) 

with respect to both the ,,,EL, ( w )  and ,,FQa[kl ( w ) ] .  The sum runs over all cross-spectral 
elements, with ejl  = 1 for air-pressurelair-pressure elements and ejl = 0, otherwise. 
The computation assumes that D(w, 0)  and y(p, A )  [necessary to form the Hjl,, ( w ) ]  are 
already known. 

The run 16, r = 1, s = 2,  N = 2, estimate for F,, is displayed in figure 2t .  Each cut 
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FICURE 21. Inbrinsic turbulent pressure spectrum F,, for run 16. FQ axis extends to 
0.1 Pa2 m 2 ;  k, axis ext,ends to 1 m-l. 

Run 

1 
4 
5 
6 
7 

14 
15 
16 
17 
18 
19 
20 
31 
32 
34 

v t  
2.09/2.19 
2-52/2*64 
2*59/2.73 
2*59/2-74 
1.35/2.55 
1*79/ 1.85 
1*82/1.77 

1.85/1*67 
1.88/ 1-68 
1.98/1.60 
1*99/1.72 
1.85/1.72 
1-54/2.22 
2.65/2*70 

1.88/1.78 

a01 

0.074 
- 0.344 
-0.221 
- 0.565 
- 0.287 

0.145 
- 0.008 
- 0*029 
- 0.106 
- 0.58 

0.231 

0- 132 
0.073 
0.396 

-0.127 

1-16 
0.50 
0.64 
0.32 
0.56 
1.34 
0.98 
0.94 
0.8 1 
0.89 
1.59 
0.78 
0.77 
1.16 
2.2 1 

First entry from best fit to F Q t ( k ) ;  second entry from slope of low-frequency tail of QPl(  w ) .  

TABLE 8. Parametrization of 'intrinsic ' turbulent pressure spectrum. Fit to low-frequency bands. 

parallel to the k, axis results from the analysis within a given frequency band. The 
cuts are in two groups, corresponding to bands 1 to 10 (turbulent bands) and bands 
13 to 23 (wave bands). Only a single quadrant of FQr is shown since the estimate has 
been constrained to be an even function of both variables. 

The horizontal isotropy of the turbulent pressure field was investigated by fitting 
the resulting estimates for FOP(k), bands 1 to 10, from various runs for (kz/kl) < 5 
to a representation of the form 

FQr(k) = k-vexp [a,,+a,,cos 201. 

The results of this fit (taking the natural logarithm of both sides makes the computa- 
tion linear) are summarized in table 8. For the most part the spectra are reasonably 
isotropic, but significant anisotropy of both signs is not uncommon. Note that, as 
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would be anticipated from equation (17 ) ,  the best-fit values for Y are reasonably 
consistent with values estimated from the slope of the low-frequency tail of the 
air-pressure autospectra. 

9. Implications for wave growth and momentum transfer 
Assuming that the atmospheric interaction is controlled by the atmospheric pres- 

sure field, the linear part of source function A,, appearing in the deep-water (zero- 
drift) radiation-balance equation is given by 

27T 
A,, = - 05FQ4k(o, 0)’ - 01 + so Im [y ]  E,, (w ,  8)’ 

P2g4 

where the turbulent spectrum FQ2 and the dimensionless wave-induced pressure ratio 
y are evaluated at the mean surface. 

Previous estimates of the turbulent contribution to A,, have been based primarily 
on Priestley’s extrapolation (12) ,  extended to higher wind speeds with a U4 power law 
(see Snyder & Cox 1966). The resulting contribution is unimportant except perhaps 
at low frequency and large fetch (Ross & Cardone 1978). The analysis of $8 suggests 
that in fact such estimates are incorrect. It is our contention that Priestley’s extra- 
polation (1 2 )  applies only along the & and t2 axes and only under conditions of strong 
variability in wind direction. Away from these axes, relation (12 )  overpredicts the 
loss of coherence. 

On the other hand, the ‘frozen turbulence’ model of $8 gives a non-vanishing 
contribution to A only for wave components satisfying the dispersion relation 

w = k(o, 0 ) .  Uk. 

For such components this contribution is infinite. Clearly we cannot use a ‘frozen 
turbulence ’ model to estimate the turbulent contribution, either. What is required is 
a softening of the delta function in (14 ) .  One way to accomplish this is to replace the 
delta function with a Gaussian, and fix the spread parameter as part of the least 
squares analysis of air-pressure/air-pressure matrix elements (a nonlinear computa- 
tion). We have not attempted this and do not know if it would be successful. We 
anticipate that the computation would require 6 large body of relatively clean data 
from sensors placed at the same elevation; otherwise the loss of coherence in the 
vertical would have to be treated simultaneously. Our guess is that the resulting 
spread would be an order of magnitude smaller than implied by (12)  and therefore 
that the turbulent contribution to A,% would be significantly larger or smaller than 
presently supposed, dcpending on how close to resonance the particular component is. 

The wave-induced contribution to Ace is defined by the imaginary part of the dimen- 
sionless air pressure ratio y evaluated at the mean surface. A summary of various 
estimates of y(p, 0) resulting from the analysis of $56 and 7 is presented in figure 22. 
Also included in the figure are corrected y curves computed from the data sets of 
Dobson (1971),  Elliott ( l972b) ,  and Snyder (1974),  and the simple relation 
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FIGURE 22. y(p, 0) summary. Solid curves above abscissa are for Im y. Solid curves below 
abscissa are for Re y. ., Dobson (1971); 0, Elliott (1972); 0, simplified (BIO) analysis runs 
15 to 20, 4, 7, 33, 34; A, Snyder (1974) corrected for calibration error; 0, runs 15 to 20, general 
model, bilincar Long-Miles basis, Q ,  R, S = 2, 1, 1; A, runs 14 to 20, general model, linear 
Laguerre basis, R, S = 3, 0; 0, Im y = 0.2 (a- 1). 

In each case the data sets have been reworked using the same techniques employed in 
the present analysis. Both Dobson’s and Elliott’s ,u values have been rescaled to 
fi  = (8/3~) ,u to allow for a wave directional spread, as in $6. In addition Dobson’s ,ii 
values were modified to allow for the presence of significant upwind drift currents in 
some of the runs (see Dobson 1971, table 1)’ Elliott’s y estimates have been computed 
from the original data set and included, and Snyder’s curves have been corrected for 
the calibration error noted in $2. 

The corrected Elliott (19723) and Snyder (1974) Im y curves are in good agreement 
with the BOA data as described by the two model fits shown; the differences between 
the model fits and the simplified analysis are within experimental error. Dobson’s 
corrected Im y estimates remain a factor of 2 to 3 greater than any of the other esti- 
mates: a factor of 2 greater than Elliott (19723) and of 3 above Snyder (1974). The 
reasons for the high growth rates estimated by Dobson remain unclear. For a given 
p value and at  comparable fetches his wave-pressure quadrature spectra were roughly 
the same as for the present data set, but his wave spectral estimates were smaller. On 
the other hand, scaling Dobson’s wave spectra against the JONSWAP model (Hassel- 
mann et al. 1973) indicates them to be on the low side, but within the scatter of the 
JONSWAP data. 

The Rey estimates show a wider disparity between the simplified and general 
models than do those of Im y. The most striking difference is between the separate 
analyses by the BIO and Nova groups of the same data set; each analysis agrees well 
with earlier data analysed the same way. 
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FIGURE 23. Phase (Arg y )  summary. Symbols as for figure 22. 

The differences between the simplified and general model results for the wave- 
pressure phase difference Arg y (figure 23) are obvious, and although phase measure- 
ments are notorious for noise sensitivity and scatter, the differences shown are well 
beyond experimental error bounds, particularly for p > 2. 

We consider below some possible reasons for the observed differences; we consider 
first differences in the analysis techniques and, in the case of earlier measurements, in 
the sites, and then differences in instrumentation. 

( a )  ,usscaling 
The parameter ,u is given by 

k . U k(D, 8) U cos (8 - 0)  p s - =  
w w 

For given (0, e), p is a function of the wind azimuth 0 and the effective drift D(w, 8). 
Generally p is a maximum if the wind azimuth and wave azimuth coincide (8 = 0 )  
and the drift vanishes (discounting upwave drift). If 0 - 0 # 0, COY (8 - 0)  < 1; if 
k . D > 0, k is reduced; in either case p is lowered. Both effects are included in the 
analyses of Snyder (1974) and of $7. The analysis of $6  ignores the second effect but 
makes partial allowance for the first [by assuming cos2 (8- 9) directional spreading]. 
This allowance is only partial because in thep computation the principal wave azimuth 
q5 is assumed to coincide with the wind azimuth 0. As shown in table 4 a lack of co- 
incidence between these azimuths is significant only for difference angles in excess 
of 20'. The Bight of Abaco site has a rather unsymmetrical fetch distribution, so that 
in fact such differences are common, particularly at  the lower frequencies. Eren at 
frequencies somewhat in excess of the peak frequency, such differences are not un- 
common (see figure 8). Section 6 makes a correction of about 15 % to the scde of p ;  
probably this correction should be on average roughly 5 % greater. 

The downwnvc component of the effective drift, RS determined by the diwct.ioiinl 
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spectrum analysis of $ 7, is typically an increasing function of frequency rising to a 
value of 0.1 to 0.2ms-I at frequencies approaching 1 Hz. At higher frequencies this 
drift is probably still 1a.rger. The resulting proportional reduction in k and ,u is given by 
the ratio between the drift and the phase speed (the parameter v of $5); for the higher 
frequencies analysed this ratio is typically about 10 %. 

An additional reduction of 15 yo in the Q 6 values for ,u (giving a total reduction of 
30 %) would bring the figure 8 estimates for Re y much closer to those resulting from 
the analysis of $ 7. 

In  fact the considerations of $ 5  suggest that the parameter ,u is not entirely appro- 
priate to the analysis. An invariant form of this parameter is 

Pu-v = /L  + (p- 1) v + .. . . 
1-v 

For /I 2 1, the implied correction opposes the scale changes discussed above. At ,u = 1 
the correction vanishes; at p = 2 it  is one-half the size of the previous drift correction; 
at p = 3, two-thirds the size, etc. The principal effect of applying this correction 
would be to elevate p for Snyder (1974) and 5 7 and to lessen the drift-induced reduction 
in p for Elliott (1972 b)  and Q 6. 

Note that while the above corrections would improve the agreement in theestimates 
for Re y, they would adversely affect the present agreement between the corresponding 
estimates for Im y. The Imy  estimates are in remarkably good agreement, with the 
exception of Dobson’s (1971) ‘corrected’ curve. 

(b )  Incomplete parametrization of the dynamics 

The analyses of Dobson (1971), Elliott (197221) and $ 6  extend to higher frequencies 
than the analyses of Snyder (1974) and $ 7, which are limited by an inability to estimate 
reliable directional spectra at higher frequencies. Thus the differences in results may be 
evidence that some other frequency-related parameter whose ‘typical’ value differs 
between the two analyses is important to the dynamics. 

( c )  Polynomial Jit characteristics 

The reliability of polynomial fits typically deteriorates near end points. Furthermore 
the data base for the fits of $ 7  is sparse for ,u greater than about 2.5. As a result the 
extreme negative excursion of the $ 7 Re y (for ,u N 3) is somewhat unreliable. Because 
of the complexity of the fitting procedures employed, a quantitative analysis of the 
the reliability of the $ 7  analysis has not been attempted. Note that the analysis of 
Snyder (1974) does not involve a polynomial fit and therefore is essentially no less 
reliable for ,u N 3 than elsewhere. 

( d )  Instrumental differences 

The data bases for the various analyses under discussion differ with respect to instru- 
mentation. In  particular the $ 6  analysis involves only BIO instruments, while the 
$7  analysis involves both BIO and Nova instruments (there were seven pressure 
sensors, three from BIO, and six wave sensors, two from BIO). Although the calibra- 
tion of all instruments was carefully checked in the laboratory prior to the field 
experiment, and regular intercomparisons in the field were made, it is conceivable that 
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field conditions might induce systematic differences between these instruments. 
Note, however, that comparison of the best fit cross spectral estimates of $7 with the 
observed estimates (both BIO and Nova instrument pairs) does not suggest any 
obvious systematic differences. 

( e )  Differences in Fourier analysis techniques 
The spectral analysis algorithms used a t  BIO and Nova have been compared and 
found to give essentially the same results. Differences are well within the 95% 
confidence limits associated with the analyses. 

In  summary our best guess after correction for p scaling is that for conditions similar 
to those which occurred at the Bight of Abaco site in winds of 5 to  10 m s--l, the 'mean' 
y lies somewhere between the estimates of $9 6 and 7. In  the range 1 < p c 3 the 
imaginary part of y is given approximately by 

I m y -  (0*2t00*3)(,~-1).  

For p c 3 the dependence of Re y on p is roughly parabolic with a maximum ( 21 0 )  
somewherein the rangep = 1.2 to 1.5. For p = 3, Rey - - 1 to - 2. Arg y falls rapidly 
to a minimum of - 120' to 135' at p = 1.2 to 1.5, then rises slowly with increasing p. 
The details of these dependences vary with data set and/or mode of analysis. In  each 
case the scatter about the mean is large. 

The differential energy and momentum transfer to the (w, 8) wave component are 
given by pgACr and pg(k/w) AF, respectively. Neglecting the turbulent contribution, 
the corresponding integral momentum transfer (or wave-supported stress) Tin is 

The unidirectional model of Q 6 gives a downwave stress 

a 
T],, = A$ dww21mGC,(0, 0, w). 

9 0  

The ratio between this stress and the total wind stress is 

where 6 = o/wm is dimensionless frequency (om is peak frequency), and 

With cos2 8 spreading the simplified model of 0 6 gives a similar result with 

8 02w$ 
Hi,(&) = - - Im G,,(O, 0, Ow,). 3n gr 

Correcting for the horizontal displacement of the sensors and extrapolating to the 
surface (with x = 0-86), estimates of (19) were computed for runs 15 to 20 (figure 24) 
and the wave follower runs (figure 25). 

Clearly the present data do not extend to sufficiently high frequency to  properly 
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FIQURE 26. f,,, H(o) = (8/3n)f,,, 7 , , ( G ) / 7  versus f/fm. Runs 4, 7, 33, 34. Fixed sensors: x ,  0, 
A, 0.  Wave follower: +, 0, A, .. 
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Run 

4 
5 
6 
7 

15 
16 
17 

19 
20 
21 
22 
25 
33 
34 

i n  

4WF 
7WF 

33WF 
34WF 

fm(Hz) 7h/7 

0.54 0.70 
0.54 0.56 
0.54 0.60 
0.65 0.20 
0.42 0.64 
0.42 0.77 
0.42 0.77 
0.38 0.72 
0.38 0.81 
0.38 0.91 
0.38 0.32 
0.38 0.35 
0.42 0.61 
0.46 0.44 
0.54 0.47 
0-54 0.49 
0.65 0-46 
0.46 0.51 
0.54 0.58 

Mean 0.57 

TABLE 9. Momentum transfer t o  wwes as fraction of sonic stress for the run. 

7 ~ 7  = ~ ~ ( 6 ) ;  see equation (19) in text. 

close the integral. Assuming that G,, goes as at high frequency [consistent with 
(18)] allows a rough estimate of total momentum transfer for these runs. As can be 
seen from table 9, this transfer is typically a large fraction of the measured wind stress 
determined from the sonic anemometer. 

An estimate of the total momentum transfer in terms of the dimensionless fetch can 
be computed from (19) by using the JONSWAP spectral form for E,, (with cos20 
spreading) and relation (18) for Im y(p, 0). A similar computation was presented by 
Snyder (1974) for several different ImY(p,O). Using Snyder’s power laws for the 
JONSWAP parameters and casting the computation in terms of an effective drag 
coefficient C,, gives 

C,,(Z) =loW daI,,(a, a), (20) 

where (3 is dimensionless frequency and 2 is dimensionless fetch. The integrand I , ,  is 
shown in figure 26 for various 5. Consistent with the computations for the simplified 
model, the integrand is generally significant above (3 > 3. However, the importance 
of higher frequencies is a strong function of dimensionless fetch. Table 10 shows the 
ratio 

as a function of 5 for various 5. These displays indicate that only at small dimension- 
less fetch is the momentum transfer determined by the spectral peak (6 < 3). For 
large dimensionless fetch, it is the frequencies well beyond the spectral peak which are 
important. 
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FIGURE 26. Integrand of (20) I,,,(;, 5). Based on the extrapolation 

Im y 0.2(p- l ) ,  p 2 1, Im y I 0 ,p  c 1. 

Ri, ( $ 9  2 )  
3 j: = 102 2 = 103 j. = 104 2 = 105 

1 0.09 0.06 0.00 0.00 
2 0-46 0.39 0-18 0.00 
3 0.63 0.57 0.39 0.06 
4 0.72 0.67 0.53 0.19 
5 0.77 0-73 0.61 0.30 
7 0.84 0.8 1 0.73 0.46 

10 0.88 0.86 0.8 1 0.61 

TABLE 10. Closure of C,, integral. Im y = 0.2 (p-  1 )  extrapolation. 

Figure 27 shows the resulting dependence of Ci, on dimensionless fetch. Also shown 
are the drag coefficients cad, Chf,  c,,, and the linear combinations c,, + c h f  and 
Chr+Cds defined by Snyder (1974) from Hasselmann et al. (1973). The figure is 
analogous to the upper right-hand panel of Snyder’s figure 19 [based on Elliott’s 
19723 results], which differs only in the choice of Im y for ,u < 1 (noticeable primarily 
a t  large dimensionless fetch, where the original choice predicts negative integral trans- 
fer). Consistent with the stress computations for the simplified model, and with the 
somewhat speculative conclusions of the JONSWAP experiment with respect to 
atmospheric input (which depend upon several assumptions for the dissipation), 
figure 27 suggests that the integral momentum transfer is a significant fraction of the 
wind stress. This fraction is an inverse function of dimensionless fetch ranging from - 1 for f = lo2 (assuming a wind stress drag coefficient of - 0.002) to N 0.1 for 

We note that this computation depends heavily on the extrapolation of the linear 
2 = 105. 
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FIGURE 27. Fetch dependence of various drag coefficients. C,, is the coefficient of wave- 
supported drag. C,, represents the momentum advected away by the wave field, CM the momen- 
tum transferred to high frequencies by nonlinear transfer, and C,, the momentum dissipated. 
The estimate for C,, is based on the extrapolation Im y E 0.2(p- l), p 2 1, Im y E 0, p < 1. 

dependence of Im y on p above p = 3. In fact there is some indication in figure 22 that 
this dependence may be somewhat stronger than linear, which could increase the 
transfer substantially, However, we also note that figures 24-27 and tables 9 and 10 
all assume zero drift current. Inclusion of drift would significantly reduce this transfer, 
via the factor k in (19). 

10. Summary and conclusions 
We have conducted a joint study of microscale fluctuations of atmospheric pressure 

above surface gravity waves. The primary objectives of the study were to resolve 
differences in previous independent field measurements and to estimate the vertical 
profile of wave-induced air pressure and the corresponding energy and momentum 
transfer to wayes. A secondary objective was to build a quantitative description of 
the turbulent component of the air pressure. 

The study began with an intercomparison of air pressure sensor instrumentation 
and calibration techniques. This intercomparison showed the following. 

(1) Previous instrument calibrations by Snyder et al. (1974), assuming ‘instan- 
taneous ’ response for their pressure standard, were systematically biased at higher 
frequencies. Correction for this bias increases Snyder’s (1974) estimates of energy and 
momentum transfer by about a factor of two. 
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(2) The reliability of present calibrations of the Nova and BIO fixed air pressure 
sensors is approximately k 3 yo in amplitude and f. 2" in phase, below 1 Hz. 

(3) The wave follower-mounted air pressure sensor was somewhat temperature 
sensitive, exhibiting typical drifts of 

Later analysis also shows that: 
(4) the wave follower-mounted air-pressure sensor was also sensitive to vertical 

accelerations. A correction based on a post-experiment calibration of this sensitivity 
gives results which are reasonably consistent with fixed sensor measurements. The 
reliability of the wave follower pressure measurements is estimated to be roughly 
- + 5 % in amplitude and f 10" in phase. 

The intercalibration of instruments was followed by a month-long field experiment 
at  Nova University's experimental site in the Bight of Abaco, Bahamas. A total of 
37 data runs of varying duration and sensor mix were taken over a two-week period. 

The data collected by BIO were analysed using techniques previously applied by 
Dobson and Elliott, modified to account for directional spreading. The entire data set 
was analysed by Snyder at Nova using a model fitting scheme which incorporates full 
directionality, mean current profile, vertical profile of wave-induced air pressure, and 
a model of the turbulent pressure field. The principal output of both data analyses is 
estimates for the complex dimensionless ratio y between wave-induced air pressure 
and surface elevation in the w plane, taken to be a function of dimensionless wind speed 
p and dimensionless height h (see $ 5 ) .  

Comparison of these analyses with the earlier results of Dobson (1971), Elliott 
(19723) and Snyder (1974) suggest the following for conditions similar to those which 
apply in the Bight of Abaco with winds of 5 to 10 m s-l. 

(5) In  the range 1 < p .c 3 and 1 < h .c 3 the vertical dependence of the wave- 
induced air pressure is approximately exponential and slightly less steep than the 
potential theory result 

Iy l  = e-*. 

The phase of y is independent of A. These conclusions are consistent with the previous 
findings of Elliott (19723) and Snyder (1974), and with the predictions of Miles' (1957) 
theory. The Nova analysis yields a somewhat larger effective vertical decay (closer to 
potential theory) than does Elliott's analysis or the BIO analysis of the present data. 
This difference is probably the result of mean currents, included only in the Nova 
analysis. 

(6) For 1 < p < 3 the imaginary part of y(p, 0) is approximated by a relation of the 
form 

Imy(p,O) = (0.2to0-3)(pul). 

This relation is reasonably consistent with the earlier results of both Elliott and Snyder 
(after correcting for the response of his pressure standard) and with both analyses of 
the present data. Snyder and the Nova analysis favour a coefficient of 0.2; Elliott and 
the BIO analysis a coefficient of 0-3 (if allowance is made for directional spreading and 
drift). Dobson's (1971) results do not fit the pattern. Correction for drift (which was 
typically against the wind during his experiments) lowers his estimates of Im y some- 
what, but they are still several times larger than the others. We do not know if this 
difference reflects a difference in Dobson's experimental conditions, or some problem 
with his instrumentation and/or analysis. Because present wave follower results are 

5 % in gain. 
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comparable with fixed sensor results, we do not believe that this difference suggests a 
radical depature from the exponential profile close to the water surface. 

(7) For p < 3 the dependence of Rey on p is roughly parabolic with a maximum 
( 2 0) somewhere in the range p = 1.2 to 1.5. For p = 3, Re y - - 1.0 to - 2.0. h g  y 
falls rapidly from N 180' at p = 1 to a minimum of 120' to 135' at p = 1.2 to 1.5, then 
returns more slowly towards 180' with increasing p.  The details of these dependences 
differ significantly depending on data set and/or mode of analysis. At large p Snyder 
(1974) and the analysis of § 7 typically find significantly larger Re y and smaller 
I (Argy)-ml than do Elliott (1972b) and the analysis of $6. This discrepancy is felt 
to be partially but not entirely the result of inability to allow for directional spreading 
and drift in the analysis of 5 6, both of which affect the scale of p. 

(8) For 3 < p < 6 it appears that Imy  continues to increase more or less linearly 
withp, although there is some indication that the increase may be faster than linear. 

(9) Analysis of limited backscatter observations does not support earlier conclusions 
by Dobson (197 1) and Snyder (1974) that for p c 0 the wave field is strongly damped. 
This analysis suggests that the phase of the wave-induced pressure is essentially 180'. 

(10) These findings are comparable with the predictions of Miles (1957). A precise 
comparison is difficult because of the choice of parametrization for y. However inter- 
run differences do not appear to correlate with estimates of Miles' profile parameter Q. 

( 1  1) The total wave-supported stress for the pressure experiments depends heavily 
on contributions from frequencies higher than those monitored. By extrapolating 
present results beyondp = 3 we estimate that this stress is a significant fraction of the 
total wind stress (average of 0.4 to 0.7, depending on analysis). This same extrapola- 
tion suggests that for a JONSWAP spectrum this fraction varies between 1, for a 
dimensionless fetch iE = lOa,  and 0.1, for j :  = 105. 

The difficulty in reconciling various observations and analyses of the wave-induced 
pressure field and the large scatter within the individual analyses suggest the following. 

(12) The parametrization of y in terms of p and A, while useful, is probably in- 
adequate. At least one other parameter is probably important to the dynamics. 

(13) In designing experiments to measure wave-induced pressure and in interpreting 
the resulting data, it  is important to account for (a) the vertical structure of the 
pressure field, (b) the directional properties of the wave spectrum, and (c) mean 
current. In  the present case we have dealt with these considerations by employing a 
three-dimensional array of wave and air-pressure sensors and by determining drift 
as part of the directional spectrum analysis. Direct measurement of the mean current 
profile would have been preferable. 

Analysis of the turbulent component of the air-pressure field and comparison with 
earlier measurements by Priestley (1965) and Elliott (1972~)  suggest that: 

(14) for the higher wind speed runs, the downwind coherence scale of the turbulent 
component of the air-pressure field is typically larger by an order of magnitude than 
the crosswind coherence scale, consistent with a 'frozen' turbulence hypothesis. 

We therefore speculate two things: 
(15) The loss of coherence observed by Priestley (1965) and by Elliott (1972~)  along 

the wind axis does not reflect the true downwind coherence scale but results from 
variations in mean wind direction. We conclude that the turbulent contribution to 
wave growth is larger or smaller than that implied by Priestley's results, depending 
on how close to resonance a particular component is. 
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(1 6) An appropriate statistical description of the turbulent pressure field is contained 
in the ‘intrinsic’ tmbiilent pressure spectrum F,, (k). This spectrum is typically 
reasonably isotropic and decays as k-I’ where v = - 2  to -3. Estimates for this 
spectrum are computed for the present data from the cross-spectra between air- 
pressure sensors. 

The present effort by no means exhausts the possibilities for further experimental 
investigations of air pressure fluctuations over waves. We have by design concentrated 
our attentions on fluctuations induced by wave components in the range of dimension- 
less wind speed 1 < p  < 3. We suggest that the following ranges are of sufficient 
interest to warrant further study. 
(a) 3 < p.  This range is crucial to an accurate estimate of the total wave-supported 

stress. Measurements could be obtained from instrumentation similar to that employed 
in the present experiments (the response of the Nova air-pressure sensors would have 
to be improved) provided the site of the measurements was at  small dimensionless 
fetch. Wave-follower measurements would be particularly useful. The problem with 
fixed sensor measurements at larger dimensionless fetch is that such sensors cannot be 
placed close enouth to the mean water surface to monitor properly the frequencies of 
interest. 

(b) 0 < p < 1 .  This range is important to understanding the energy balance at large 
dimensionless fetch, where damping for small p could provide an effective brake for 
the evolution of the wave spectrum. Here the appropriate measurement should be 
made a t  large dimensionless fetch, either at an open bank site using instrumentation 
similar to that employed in the present experiments or on the open sea using free- 
floating, pressure-sensing, pitch/roll buoys. 

(c) p < 0. This range is important to understanding what happens to the sea with a 
contrary wind. Here fixed sensor measurements in the vicinity of a vertical break- 
water should provide an appropriate means for evaluating y. 

The authors are indebted to the Government of the Bahamas for allowing us to 
perform our experiment in the Bight of Abaco, and to the University of Miami for the 
use of R/V Calanus. Erik Banke kept the BIO party organized and produced the sonic 
anemometer results; David Hunley and David Harvey kept the instruments running 
for Nova and BIO respectively. The expedition cook, Barbara Long, maintained a 
high culinary standard throughout. Linda Smith carried out much of the Nova data 
analysis and prepared many of the figures. The Nova group was supported by NSF 
Grant DES74-19843; travel funds for the BIO group and for three data-analysis 
workshops were provided by the NATO Air/Sea Interaction Special Program Panel 
under Grants SV-6, 7 and 9. 
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