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Abstract. A comparison of momentum fluxes determined by the eddy-correlation method (ECM)
and the inertial dissipation method (IDM) has been performed using long term measurements over
the sea. The measurements were made on the island of Östergarnsholm in the middle of the Baltic
Sea. The results show that a ‘classical’ form of the inertial dissipation method, i.e., assuming that the
transport terms are negligible, and using an effective value for the Kolmogorov constant of 0.55, can
be used with a mean relative difference between the two methods of about 15% for −1 < z/L < 0.5
(z being height and L the Obukhov length). The IDM method works best for high wind speeds and
neutral conditions. For low wind speeds (U < 6 m s−1) the relation between the two methods is
more complex. IDM then gives higher values than ECM on the average (about 20%), especially for
swell conditions, indicating the need for an imbalance function in the turbulent kinetic energy budget.
Calculations of the effective Kolmogorov constant, αa , suggest a dependence upon the wave age, αa

increasing with increasing wave age, where the value 0.59 fits the data well for saturated waves.

Keywords: Effective Kolmogorov constant, Inertial dissipation method, Marine atmospheric surface
layer, Waves.

1. Introduction

Measurements of turbulent fluxes are much more difficult to perform over sea
than over land. Mainly two types of measurements are currently used; measure-
ments from fixed masts using the eddy-correlation method, and measurements from
ships using the so-called ‘inertial dissipation method’. Both strategies have their
advantages and disadvantages.

The eddy-correlation method (hereinafter referred to as ECM) is the most direct
way to determine the fluxes, but it requires negligible flow distortion and a stable
platform, or a moving platform with a motion compensation package. Most studies
of this kind have thus been performed at coastal sites, thereby raising the question
of the effects of limited water depth and shoaling waves. The inertial dissipation
method (hereinafter referred to as IDM) on the other hand is suitable for measure-
ments on moving ships and buoys, since it is less sensitive to motions caused by
the ship or buoy and also to flow distortion. The disadvantages is that it relies on
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several assumptions that have to be verified if the method is to be used during all
conditions.

Some attempts to compare ECM and IDM have been performed earlier, the
most thorough comparison up till now being probably the one performed during
the HEXOS experiment in the North Sea (e.g., Katsaros et al., 1987; Smith et al.,
1992; DeCosmo et al., 1996). The results for IDM gave an uncertainty of 10% for
stress, 20% for the sensible heat flux and 25% for the latent heat flux (Fairall et al.,
1990). Large and Pond (1981) also compared the two methods using measurements
from a site outside Nova Scotia and found that there was good agreement between
them.

How waves influence the turbulence structure in the near-surface atmosphere
has been a much debated question over the years. Several studies have shown that
swell (waves travelling faster than the wind) alter the turbulence structure of the
marine atmospheric boundary layer (e.g., Smedman et al., 1999). Whether IDM
takes the wave influence into account is one of the most controversial questions
associated with that method. Drennan et al. (1999) compared measurements of
drag coefficients calculated with IDM and ECM, and found that the measurements
made with ECM showed a sea-state dependence, while those made with IDM did
not. This was also found by Donelan et al. (1997); in pure wind sea conditions the
agreement with ECM was excellent, but during swell IDM was unreliable. Donelan
et al. (1997) also showed that flux measurements with ECM gave approximately
twice the calculated fluxes compared to IDM when strong swell was present.

Rieder and Smith (1998) suggested a possible explanation for the wave related
difference between IDM and ECM. They showed that the inertial subrange does not
react in the same way as the low-frequency part of the spectrum, and that most of
the swell influence is contained in frequencies between 0.06–0.16 Hz. The inertial
subrange is usually located at higher frequencies. Hence, if we measure in the
high frequency part of the inertial subrange, it may not be certain that there is
any influence of swell at that frequency. IDM might therefore not show a wave
influence since it only uses measurements from the inertial subrange, while ECM
uses measurements over a much wider range of frequencies.

Another problem with IDM is that it relies on the correct parameterisation of all
the terms in the turbulent kinetic energy (TKE) budget. In Sjöblom and Smedman
(2002) it was shown that the commonly assumed balance between production and
dissipation is questionable during some conditions, and that the different terms
depend not only on stability, which has been previously suggested, but also on
wave age and to some extent wind speed. IDM also assumes a positive value of the
total stress (τ ), which is not always the case during swell conditions (Grachev and
Fairall, 2001).

The so-called ‘bulk aerodynamical method’ can also be used to calculate fluxes
over sea, where only mean meteorological values are needed. With this method,
unlike IDM where only the ‘apparent’ wind speed (i.e., the flow past the sensor) is
needed, the wind speed has to be determined more carefully. Uncertainties regard-
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ing this method also include the numerical value of the drag coefficient CD. Many
attempts have been made to determine CD, and it is clear that there is a wind speed
dependence on CD (Large and Pond, 1981; Anderson, 1993), but many authors
also suggest that there is a wave influence (e.g., Maat et al., 1991; Bergström and
Smedman, 1994; Drennan et al., 1999).

This investigation involves a comparison of momentum fluxes determined by
IDM and ECM, using long term measurements from a site in the middle of the
Baltic Sea called Östergarnsholm. A dataset with more than 900 30-min averages,
which all contain wave data, has been used.

As discussed in Sjöblom and Smedman (2002), most of the swell encountered
at Östergarnsholm is produced in the southern part of the Baltic Sea and then
propagated northwards. Unlike the open ocean where swell originates from several
directions, the swell observed at Östergarnsholm is more unidirectional since the
Baltic Sea is semi-enclosed. It must therefore be kept in mind that the conditions
concerning the effect of swell may be different in the open ocean.

Section 2 describes the measurements, and in Section 3 some theoretical con-
siderations are made. Section 4 describes the data and the calculations, Section 5
gives the results of the comparison between IDM and ECM, and the conclusions
are given in Section 6.

2. Measurements

The small island of Östergarnsholm (2 × 2 km) is situated about 4 km east of the
island of Gotland in the middle of the Baltic Sea (Figure 1). On this island, semi-
continuous measurements have been performed on a 30-m tower since May 1995.
Östergarnsholm is a very flat island, with only sparse vegetation and no trees.

In Smedman et al. (1999) the possible influence of a limited water depth on the
tower measurements was studied in detail. Flux footprint calculations were done,
showing that the turbulence instruments ‘see’ areas far upstream of the island.
Sufficiently long waves ‘feel’ the presence of the bottom, implying that the peak
wave phase speed c0 must be calculated using the dispersion relation

c0 = g

ω0
tanh

(
ω0h

c0

)
. (1)

Taking the ‘footprint weighting function’ F(z) from Equation (A7) of the Ap-
pendix of Smedman et al. (1999), it is possible to calculate a weighted mean phase
speed

〈c0〉 =
∫ ∞

0
F(x, z)c0(x) dx. (2)

In Smedman et al. (1999) it was found that, although the phase speed of the relat-
ively long waves was indeed influenced by shallow water effects, little or no effect
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Figure 1. Map of the Baltic Sea, with a close up on Östergarnsholm. The location of the wave buoy
is also indicated.

of wave steepness was observed. A comparison was done with the case of Anctil
and Donelan (1996) and it was concluded that for gale conditions “we do not expect
the shallow-water effects at our lowest level to be as strong as those observed by
Anctil and Donelan”.

A comparison for some of the data used in this study of c0 calculated with
Equation (2), and an equivalent calculated c0 using the deep water relationship,
showed only a slight influence on individual values, and no significant difference on
the averaged values. Therefore, only a small correction based on this comparison
has been applied for the highest wind speeds.

The base of the tower is situated at about 1 m above sea level. In the sector
100◦–220◦ the water fetch is undisturbed, and the distance to the shoreline in
this direction is normally no more than a few tens of metres. Östergarnsholm will
therefore represent open sea conditions of the Baltic Sea for most of the time when
the wind is from the sector 100◦–220◦.

The actual height from the water level to the instruments on the tower fluctuates
due to varying sea level. Corrections for varying sea levels were performed with
the aid of sea-level measurements in Visby harbour on the west coast of Gotland.
For more details, see Sjöblom and Smedman (2002). For the data used, the height
above the water to the lowest turbulence instrument (9 m above tower base) will
vary between 10.0 m and 10.7 m, with an average of 10.4 m.

Turbulence instruments (Solent Ultrasonic Anemometer 1012R2, Gill Instru-
ments, Lymington, United Kingdom) are placed at 9, 17 and 25 m above the tower
base and data recorded at 20 Hz. Slow response (‘profile’) instruments are placed at
five heights on the tower, at 7, 12, 14, 20 and 29 m above the tower base, measuring
wind speed, wind direction and temperature at 1 Hz.
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The calibration procedure for the sonic anemometers follows that of Grelle
and Lindroth (1994), where the flow distortion made by the instrument itself is
taken into account in a calibration matrix. From this the three wind components
are obtained. The sonic anemometers and also the light weight cup anemometers
were individually calibrated in a large wind tunnel before they were installed on
the tower.

The temperature measured by the sonic anemometers Ts is very close (about
0.20%) to the virtual temperature Tv (Dupuis et al., 1997; Sjöblom and Smedman,
2002). The virtual heat flux w′θ ′

v has been corrected for ‘cross-wind’ velocity con-
tamination, since the signal is contaminated by the wind components normal to and
along the path (Kaimal and Gaynor, 1991). However, this correction is based on a
vertical orientation of the sonic temperature sensor, which is not the case for the
sonic used here. How large an error this difference gives is not clear, but it has been
shown that the results are substantially improved when the correction is applied (C.
Johansson, personal communication, 2002).

In addition to the tower instruments, a Wave-Rider Buoy (owned and run by
the Finnish Institute of Marine Research) is deployed about 4 km from Östergarn-
sholm (direction 115◦, Figure 1). The buoy is moored at 36 m water depth, and it
is placed upwind of the measurements, thereby representing the wave conditions
in the ‘footprint area’ outside Östergarnsholm. It measures sea surface (bucket)
temperature, significant wave height, wave direction and the energy spectra of the
wave field.

Wave data are recorded once an hour, and the directional spectrum is calculated
from 1600 s of data onboard the buoy; the spectrum has 64 frequency bands (0.025–
0.58 Hz). The significant wave height is calculated by a trapezoidal method from
frequency bands in the range 0.05–0.58 Hz, and the peak frequency is determined
by a parabolic fit (Smedman et al., 1999). The wave measurements have been
performed semi-continuously during the same period as the tower measurements
with the exception of wintertime periods with risk for ice damage.

3. Theory

3.1. THE EDDY-CORRELATION METHOD

The most direct way to determine the fluxes is to use the so-called eddy-correlation
method, where the correlation between the fluctuations is determined directly, and
the total stress, τ can be calculated,

τ = −ρ|iu′w′ + jv′w′| = ρu2
∗, (3)
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where u′w′ and v′w′ are the components of the kinematic momentum flux in the
along-wind (i) and cross-wind (j) directions, ρ the air density, and u∗ is the friction
velocity, which, according to Equation (3), can be computed from:

u2
∗ = [(−u′w′)2 + (−v′w′)2]1/2. (4)

Over the land, this method is obviously the best choice, but on a moving ship
or buoy corrections have to be made. These involve both the motion of the ship or
buoy, which is in the same frequency interval as that contributing to the flux itself,
and possible flow distortion effects need to be accounted for (e.g., Edson et al.,
1991; Oost et al., 1994; Yelland et al., 1998).

However, there are some studies where the necessary corrections have been
successfully applied to ECM measurements performed on ships and buoys (e.g.,
Anctil et al., 1994; Edson et al., 1998). Unfortunately this has been quite an ex-
pensive method and the flow distortion has to be known for every individual ship
or buoy. IDM might therefore still be easier to use on ships and buoys and will be
discussed below.

3.2. THE INERTIAL DISSIPATION METHOD

In the inertial dissipation method, the friction velocity u∗ (Equation (4)) is de-
termined with the aid of the normalised TKE budget, which during stationary and
horizontally homogeneous conditions is defined as

kz

u3∗

(
u′w′ ∂ū

∂z

)
−

(PN)

kz

u3∗

g

T0
w′θ ′

v+
(BN)

kz

u3∗

∂w′e
∂z

+
(TtN)

kz

u3∗

(
1

ρ

)
∂p′w′

∂z
+

(TpN)

kz

u3∗
ε = 0,

(DN)

(5)

which can be written as,

φm − z

L
− φt − φp − φε = 0,

(PN) (BN) (TtN) (TpN) (DN)

(6)

where e = 0.5(u′2 + v′2 + w′2). Term (PN) corresponds to the normalised mech-
anical production of TKE from the mean flow, (BN) is the normalised buoyant
production or loss, (TtN) is the normalised turbulent transport, (TpN) is the nor-
malised pressure transport and (DN) is the normalised molecular dissipation of
TKE. w′θ ′

v is the flux of virtual potential temperature, T0 is a reference temperature
in the surface layer, k is the von Karman constant, g the acceleration due to gravity,
z is the height of the measurements and L is the Obukhov length, defined by

L = − u3∗T0

gkw′θ ′
v

. (7)
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The dissipation, ε, can be determined from the inertial subrange of velocity
spectra by assuming Kolmogorov similarity, and applying Taylor’s hypothesis

DN = −φε = −εkz

u3∗
= −kz

u3∗

[
nSu(n)

α

]3/2 (
2π

uapparent

)
n, (8)

where α is the Kolmogorov constant, n the frequency in Hz, Su(n) is the spectral
intensity and uapparent is the apparent wind speed, which is equal to the wind speed
measured at a fix point on a moving ship. The φ functions of Equation (6) are
normally assumed to be functions only of z/L. A more thorough description of the
TKE budget and all the terms is given in Sjöblom and Smedman (2002). Solving
for u∗ in Equation (8), and using Equation (6), gives

u3
∗ =

[
nSu(n)

α

]3/2 (
2π

uapparent

)(
kz

φm − z/L − φt − φp

)
n. (9)

Equation (3) can then be rewritten together with (9) in the form

|τ | = ρu2
∗ = ρ

([
nSu(n)

α

]1/2 [(
2π

uapparent

)(
kz

φm − z/L − φt − φp

)
n

]1/3
)2

.

(10)

However, there are some problems involved in this procedure. To calculate u∗
from Equation (9), the stability z/L is needed (Equation (7)), and to calculate z/L

u∗ must be known. So to determine u∗ from the φ functions, which are defined as
functions of z/L, either an independent estimation of z/L has to be made, or an
iterative calculation is needed.

The iterative process is often used, assuming neutral stability as a starting value,
and then iterations are performed until convergence is achieved. Dupuis et al.
(1997) find that this iterative method gives a low rate of convergence and that
some other procedure should be used. They applied two other methods; firstly the
buoyancy flux w′θ ′

v is determined by a bulk estimation using averaged values for
air temperature, specific humidity and sea surface temperature. The second method
includes dissipation rates for wind and virtual temperature in each step.

A method where no iteration at all is necessary was introduced by Large and
Pond (1982), where an estimation of z/L was made with a bulk formulation us-
ing only mean values of wind speed, specific humidity and air–sea temperature
difference. The φ functions and u∗ can then be calculated directly using this z/L

value.
Taylor and Yelland (2000) also discuss an approach to calculate z/L and u∗

without iterations. An estimation of z/L was first made with a bulk value of u∗
calculated from mean meteorological values. This z/L value could then be used to
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calculate a new value of the friction velocity u∗ (Equation (9)), thereby avoiding a
possible problem with iterations.

It is common to assume that the transport terms are small or equal in magnitude,
i.e., that local production equals local dissipation (e.g., Large and Pond, 1981;
Edson et al., 1991). This is however not always the case. In Sjöblom and Smedman
(2002) it was shown that the imbalance depends on the stability, wind speed and
also on wave conditions. The wave influence will be discussed more in the next
section.

3.3. WAVES

The wave age is one way to describe the development of the wave field; it may be
defined as,

Wave age = c0/(U10 cos θ), (11)

where c0 is the phase velocity of the waves at the peak of the spectrum, U10 the wind
speed at 10 m and θ the angle between wind and wave directions. Swell is here
defined as c0/(U10 cos θ) > 1.2 (Pierson and Moskowitz, 1964). An alternative
definition of wave age is

Wave age = c0/u∗ (12)

and swell is then defined as c0/u∗ > 30 (Volkov, 1970).
The total stress (Equation (3)) can be divided into three parts

τ = τturb + τwave + τvisc, (13)

where τturb is the turbulent shear stress, τwave the wave induced stress and τvisc the
viscous stress. For swell, τwave will be negative, and therefore it reduces the total
stress; values close to zero, or even with reversed sign, are not uncommon (e.g.,
Smedman et al., 1994; Grachev and Fairall, 2001). This will then of course also
affect the friction velocity u∗ (Equation (3)), and thereby the stability expressed as
z/L (Equation (7)). Contrary to the case over land, it is u∗ rather than the heat flux
w′θ ′

v that most influences the stability, since the heat flux is often small and varies
little. As discussed in Sjöblom and Smedman (2002), u∗ can become very small
during swell conditions, thereby inducing large values of |z/L|, even if the heat
flux is small. Thus, there is a close connection between wave age and stability.

The wave age and the wind speed are also related, and swell is usually associ-
ated with low wind speeds. However, in this study, a swell component can be seen
at as high wind speed as 10 m s−1.
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4. Data and Calculations

The dataset consists of 922 30-min averages with ECM and IDM data. Measure-
ments are taken from the period May 1995–December 1997, and only those with
long (more than 150 km) overwater fetch, and only data with corresponding wave
information, have been used. The wind speed ranges from 2 to 18 m s−1; data
with wind speeds less than 2 m s−1 have been removed due to statistical uncer-
tainties. The stability ranges from very unstable to stable −10 < z/L < 0.5, even
though most of the data fall in the near-neutral range (more than 95% lies between
−1.0 < z/L < 0.5). Data with more than an 80◦ difference between the wave
and wind directions have been removed. The data show hardly any dependence
on the choice of this angle (using, for example, 40◦ does not change the results
significantly). Of the total dataset, 369 values are characterised as swell.

The dissipation rate was determined from manually checked spectra of longit-
udinal wind velocity, with spectra first averaged into logarithmic bins of frequency
n (in Hz), with five average values for each decade in frequency. When the slope
of a log–log fit of four adjacent points in the inertial subrange was approximately
−2/3, values of nSu(n) and n were calculated from this curve (n ∼ 1 Hz), and then
used both for the ECM and IDM calculations. Spectra that did not fulfil the above
requirements have been rejected.

The manual check was necessary since the inertial subrange shifts along the
frequency axis due to varying wind speeds, and it is also a way to avoid problems
with high frequency noise. Both problems might exist if the averaging is performed
automatically.

Two different methods of calculations for IDM have been used: One is from the
Southampton Oceanography Centre (SOC) (e.g., Taylor and Yelland, 2000) and
the other from the Centre d’Etude des Environnements Terrestres et Planetaires
(CETP) (e.g., Dupius et al., 1997). A method with no iterations was used for the
calculations, i.e., the stability z/L was estimated from a bulk value of u∗.

The calculations follow that of Taylor and Yelland (2000), where a bulk value
of the drag coefficient CD has been determined from the measured wind speed and
the difference between air and water temperatures (e.g., Smith, 1988; Josey et al.,
1999). The friction velocity, u∗, can then be calculated from the definition of CD

CD =
(u∗

U

)2
. (14)

Since a direct estimate of the virtual heat flux u′θ ′
v is uncommon when IDM is

used, bulk formulations are used instead

w′θ ′
v = w′θ ′ + 0.61T0w′q ′, (15)

where

w′θ ′ = CHU(Ts − Tz) (16)
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and

w′q ′ = CEU(qs − qz). (17)

Here, Ts is the sea surface temperature, qs the specific humidity at the sea surface
and qz the specific humidity at the measuring height. The exchange coefficients CH

and CE are taken as 1.0 × 10−3 and 1.2 × 10−3 respectively (Smith, 1988).
The stability z/L can now be calculated, as

z

L
= −zgkw′θ ′

v

u3∗T0
(18)

and hence the normalised wind gradient, φm, using

φm = (1 − 16z/L)−1/4 z/L < 0, (19a)

φm = 1 + 5z/L. z/L > 0. (19b)

The IDM value of the friction velocity u∗ is then calculated with the assumption
of zero imbalance in Equation (9) (i.e., −φt − φp = 0), which gives

u∗ =
[
nSu(n)

α

]1/2 [(
2π

U

)
kzn

(φm − z/L)

]1/3

. (21)

In the above, α was set to 0.55 and k to 0.40; nSu(n), n, z and U are the same
as used in the ECM calculations.

5. Results

The difference between the results from the two IDM algorithms was very small,
with the correlation coefficient greater than 0.99, and a standard deviation of 0.11.
Therefore, in the following section, only the results from the SOC method will be
used.

5.1. THE STABILITY PARAMETER z/L

The stability parameter z/L was determined from Equation (7) for ECM calcu-
lations, using T0 from the profile measurements, with cross-wind corrected heat
flux from the sonic anemometer. k, is set equal to 0.40, according to Högström
(1996). These z/L values were then compared to those obtained from the IDM
calculations.

In Figure 2, a comparison of z/L calculated with ECM and IDM is shown.
Figure 2a shows all data, and Figure 2b a close up of the near-neutral values. The
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Figure 2. The stability parameter z/L from the eddy-correlation method (ECM) and the inertial
dissipation method (IDM). Filled circles (�) are the measurements: (a) All data, (b) a close up of
data between −1 < z/L < 1.

TABLE I

Correlation coefficients and standard deviations for the stability z/L determined by
IDM and EC.

Stability Number Correlation Bias Standard

of data coefficient deviation

All data (−10 < z/L < 0.5) 922 0.71 −0.05 0.71

Near neutral (−1 < z/L < 0.5) 889 0.69 −0.02 0.16

Unstable (z/L < −2) 14 0.10 −2.12 2.42

correlation coefficients, biases and standard deviations between the two methods
for different stability ranges are given in Table I. The correlation coefficient for
−1 < z/L < 0.5 is 0.69, while for z/L < −2 it is as low as 0.10. It can however
be noted that the bias is negative in all the stability ranges, i.e., IDM gives lower
values of |z/L| than ECM on the average.

For very unstable cases (calculated with ECM, Figure 2a), IDM gives more
neutral values than ECM. Here the wind speed is usually low and practically all
values are influenced by swell. These smaller |z/L| values are probably an effect of
small u∗ related to the influence of waves (discussed in Section 3), a phenomenon
not completely captured using IDM. Also, it is possible that the bulk formulation
of z/L in the IDM is inaccurate during unstable conditions (Dupuis et al., 1997).
But, as seen in the Figure, there are only 14 points in the interval z/L < −2, and



152 ANNA SJÖBLOM AND ANN-SOFI SMEDMAN

Figure 3. The drag coefficient as a function of the stability z/L, from the ECM, solid line (—), and
IDM, dashed line (- -). z/L has been determined with separate methods, as described in the text.
Crosses (×) are ECM and open circles (�) IDM. The filled circles (�) show bin-averaged values
with standard deviations.

as said above most data are in the stability range −1 < z/L < 0.5. Therefore only
data with −1 < z/L < 0.5 will be used henceforth.

For this stability interval, shown in Figure 2b, the agreement between the two
methods is better, but there are some large deviations for larger |z/L| values. How-
ever, there are of course some uncertainties regarding the exact value of z/L, or
rather the heat fluxes from the sonic anemometer.

Correctly determined stability is important in calculating u∗ (Equation (20))
with IDM, since the stability z/L is used in the φ functions and will therefore also
influence the calculated u∗ values. But it is also important when the drag coefficient
CD is reduced to an effective neutral value, since an erroneous z/L value will give
an erroneous calculation.

5.2. THE DRAG COEFFICIENT CD

The drag coefficient CD is defined in Equation (14). In Figure 3, averaged curves
of CD from ECM (solid line —) and IDM (dashed line - -) are shown as a function
of z/L. Crosses (×) are individual values from ECM and open circles (�) from
IDM; the filled circles (�) show bin-averaged values with standard deviations.

Note that as described above, z/L has been determined using different methods
for ECM and IDM. Also, it is the CD value calculated with u∗ from IDM (Equation
(20)) that is used in Figure 3, not the bulk CD used to determine the stability z/L.

The two methods give similar values for z/L < −0.1. For neutral conditions,
IDM gives slightly higher values than ECM, but they are still within one standard
deviation. The difference between IDM and ECM is more pronounced on the stable
side (z/L > 0), the difference increasing with increasing z/L.
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Figure 4. The friction velocity u∗ [m s−1] from ECM (x-axis) and IDM (y-axis).

5.3. THE FRICTION VELOCITY u∗

The friction velocity, u∗, is plotted in Figure 4, determined from IDM (y-axis)
(Equation (20)) and ECM (x-axis) (Equation (4)).

The agreement between the two methods is fairly good, especially for high
values, but for 0.1 m s−1 < u∗ < 0.4 m s−1 IDM has a tendency to give higher
values than ECM. The correlation coefficients, the bias and the standard deviations
for different u∗ ranges are given in Table II. The bias for 0.1 m s−1 < u∗ < 0.4 m
s−1 (0.05 m s−1) is more than twice the bias for u∗ > 0.4 m s−1 (0.02 m s−1), and
the bias is positive, i.e., higher IDM than ECM values, on the average.

The stability dependence of the difference between the two methods is illus-
trated in Figure 5, where the ratio of u∗ calculated with IDM and ECM respectively,
is plotted as a function of z/L (determined from ECM). The mean relative differ-
ence between the two methods is about 15%. On average, the two methods agree
well for unstable conditions, but as for CD, IDM gives larger values than ECM
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TABLE II

Correlation coefficients and standard deviations for the friction
velocity u∗ (in m s−1) determined by IDM and EC.

Friction Number of Correlation Bias Standard

velocity u∗ data coefficient deviation

All data 889 0.95 0.04 0.11

0.1 < u∗ < 0.4 787 0.90 0.05 0.07

u∗ > 0.4 93 0.92 0.02 0.08

Figure 5. Ratio of u∗ from IDM and u∗ from ECM as a function of stability, z/L. The dots (·) are
the data, the solid line (—) the averaged curve, and the filled circles (�) are the bin-averaged values
with error bars.

when moving towards neutral conditions, and during stable conditions IDM gives
significantly larger values than ECM.

In Figure 6, the ratio of u∗ from IDM and by u∗ from ECM is plotted as a
function of wind speed (symbols as in Figure 5). Only near-neutral values have
been used (−0.02 < z/L < 0.02) in an attempt to avoid most of the stability
dependence. The mean relative difference between the two methods is now reduced
to about 10%.

In Figure 6a, all data are plotted, and above approximately 10 m s−1 the agree-
ment between the two methods is good, but also wind speeds above 6 m s−1 give
acceptable results with a bias of 0.05, i.e., there is a tendency for IDM to give
higher values than ECM. By only using data with c0/(U10 cos θ) between 0.5–1.0,
showed in Figure 6b, thus avoiding much of the swell influence (and thereby also
the lowest wind speeds), the bias is 0.03 for wind speeds above 8 m s−1.



COMPARISON BETWEEN EDDY-CORRELATION AND INERTIAL DISSIPATION 155

Figure 6. Ratio of u∗ from IDM and u∗ from ECM as a function of wind speed, symbols as in
Figure 5: (a) All data, (b) only data with wave age 0.5 < c0/(U10 cos θ) < 1.0. Near-neutral data
(−0.02 < z/L < 0.02).

This can also be seen in Figure 7, where the ratio of u∗ between IDM and ECM
(−0.02 < z/L < 0.02) is plotted as a function of wave age (symbols as in Figure
5). In Figure 7a, the wave age is defined as c0/(U10 cos θ) (Equation (10)), and in
Figure 7b as c0/u∗ (Equation (11)). Both figures show a wave-age dependence, the
ratio increasing with increasing wave age. Figures 7a and b correspond well with
Figure 6, because high wave age is connected with low wind speed and IDM again
gives larger values than ECM. This can be compared to Figure 5, where the ratio
at neutral conditions was larger than 1.0, i.e., swell and low wind speed influence
also at neutral conditions.
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Figure 7. Ratio of u∗ from IDM and u∗ from ECM plotted as a function of two wave-age es-
timates: (a) as a function of c0/(U10 cos θ), (b) c0/u∗. Symbols as in Figure 5. Near-neutral data
(−0.02 < z/L < 0.02).

5.4. DEPENDENCE OF CORRECT φ FUNCTIONS

Calculations of u∗ with IDM require correct parameterisation of the φ functions
(Equation (20)). The normalised wind gradient, φm, over sea differs sometimes
considerably from that found over land. In Figure 8, taken from Sjöblom and Smed-
man (2002), φm measured at Östergarnsholm is plotted as a function of stability
(symbols as in Figure 5). As a comparison, the φm curve suggested by Högström
(1996), which is representative of land conditions, is also shown.

Looking at the near-neutral data, the curve falls off much more rapidly when
moving towards convective conditions compared to the curve suggested by Hög-
ström (1996). This originates from the shape of the wind profile, since the gradient
(∂U/∂z) is used to calculate φm (Equation (5)). Figure 9 shows two typical
examples of wind profiles (schematically) during neutral conditions.
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Figure 8. Normalised wind gradient φm as a function of stability. Symbols as in Figure 5, dashed line
(- -) is the curve of Högström (1996). After Sjöblom and Smedman (2002).

Figure 9. Two typical examples of wind profiles (schematically) during neutral conditions: (a)
Growing sea with an ‘ordinary’ logarithmic profile, (b) swell with a wave influenced layer.

For a growing sea, the wind profile over sea resembles that over land, i.e., it is
logarithmic for neutral conditions (Figure 9a).

During swell, a ‘wave-driven wind’ is not an uncommon feature (Smedman et
al., 1999), giving a wind profile more ‘straight’ than the logarithmic profile. For
strong swell cases, the profile might even have a negative slope, giving a very
small or even negative gradient in the wave influenced layer (Figure 9b). These
small or negative gradients will then give small or negative φm values (Sjöblom
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and Smedman, 2002; Sjöblom and Smedman, 2003). And, as discussed in Section
3, unstable data (z/L < −0.5) are almost always influenced by swell, thereby
having a smaller (or negative) φm than those determined over land.

Therefore, the φm used in the IDM calculation (Equation (20)) should be ad-
justed to sea conditions rather than using a land based curve. The integrated φm

function, used when CD is recalculated to neutrality, also has to be corrected for sea
conditions. Also, φm occurs in the denominator of Equation (20). If the actual φm

value is much lower than the calculated value (e.g., Equation (19)), this will affect
the estimation of u∗, giving a small value. This would explain why Donelan et al.
(1997) find that ECM gives larger values than IDM during strong swell situations.

However, in this dataset, there are too few values that are unstable enough to
support the findings of Donelan et al. (1997), even if a tendency towards this can
be found (not shown). Also, Donelan et al. (1997) had values with swell in the
opposite direction from the wind direction, and those have been removed here.

As shown above, IDM gives higher values than ECM during swell. A reason for
this is probably the assumption in the IDM that the transport terms are negligible.
Another possible cause is that the estimation of the stability, z/L, can be erroneous
(Section 5.1), and if |z/L| is smaller than it should be, φm will be calculated at the
wrong stability (Equation (19)).

5.5. KOLMOGOROV’S CONSTANT

Several values have been suggested for Kolmogorov’s constant α (Equation (8))
over the years. Högström (1990) suggests α = 0.52 after a comprehensive review
of values reported in the literature, all based on direct estimates of dissipation.
This value is also commonly used (e.g., Schacher et al., 1981; Fairall and Larsen,
1986).

Deacon (1988) suggested that instead of an imbalance function (i.e., imbalance
= −φt − φp) in Equation (10) an effective or apparent value of Kolomogorov’s
constant (αa) could be used to account for a possible imbalance between produc-
tion and dissipation in the TKE budget. This value will only be equal to the true
Kolmogorov constant, α, if the assumption of balance between production and
dissipation holds true, i.e., that the sum of the transport terms is negligible. In the
above calculations with IDM, a value of αa = 0.55 has been used. This value is
widely quoted (e.g., Yelland and Taylor, 1996; Donelan et al., 1997). Large and
Pond (1981) used this value and found good agreement between IDM and ECM,
especially for neutral conditions. For stable and unstable conditions, the scatter
becomes somewhat larger.

Unfortunately, not much has been done earlier regarding a possible wave influ-
ence on αa. The most thorough review of αa has probably been done by Deacon
(1988), who used earlier experiments to calculate αa both over land and over sea.
The range of αa found in his study is 0.50 to 0.77, with more scatter in the data
over sea than over land. Even if the data were presented as averaged values for
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TABLE III

Effective Komlogorov constant, αa , in different wave-age
intervals.

Wave-age interval Number of data αa

All data 109 0.59

c0/(U10 cos θ) < 0.5 10 0.49

0.5 < c0/(U10 cos θ) < 1.2 86 0.59

c0/(U10 cos θ) > 1.2 13 0.65

c0/u∗ < 15 19 0.50

15 < c0/u∗ < 30 69 0.59

c0/u∗ > 30 21 0.65

each experiment, a tendency for experiments with high wind speeds (associated
with low wave ages) to have lower values of αa , and those with low wind speeds
(associated with high wave ages) to have higher values of αa , exists. The averaged
value of Deacon’s study was αa = 0.59 (determined both over land and sea).

Paquin and Pond (1971) calculated αa over sea using structure functions and
skewness, giving an average value αa = 0.57 with a range from 0.52 (one value
was 0.32) to 0.75. Also, looking at their individual values (Table 1 of Paquin and
Pond, 1971), a trend of increasing αa with decreasing wind speed can be found.
Large values of αa over sea was also found by van Atta and Chen (1970), with an
average of 0.70.

Using only very near-neutral values (−0.01 < z/L < 0.01), αa can be cal-
culated using ECM data. In Figure 10, αa is plotted as a function of wave age
(symbols as in Figure 5). Figure 10a shows αa as a function of c0/(U10 cos θ)

and Figure 10b as a function of c0/u∗. Even if the dataset now has been reduced
substantially, it seems as if αa shows a wave-age dependence, αa increasing with
increasing wave age (a few extreme data points are outside the figures). If the data
are divided into three wave-age intervals (young waves, saturated waves and swell),
the average values will be as shown in Table III. The overall mean is 0.59, but αa

is smallest for young waves and largest for swell.
Most of the data are representative for saturated waves in the wave-age interval

(0.5 < c0/(U10 cos θ) < 1.2 or 15 < c0/u∗ < 30), and the average value here
is 0.59. This value is similar to that found over land (Högström, 1990), and it also
supports the findings of Sjöblom and Smedman (2002) who suggested that the
aerodynamic properties of the sea surface in this wave-age interval resemble land
conditions.

Figure 10 and Table III agree well with the experiments discussed above (e.g.,
van Atta and Chen, 1970; Paquin and Pond, 1971; Deacon, 1988). Low wave ages



160 ANNA SJÖBLOM AND ANN-SOFI SMEDMAN

Figure 10. Effective values of the Kolmogrov constant, αa , as a function of wave age: (a)
c0/(U10 cos θ), (b) c0/u∗. Symbols as in Figure 5. Very near-neutral data (−0.01 < z/L < 0.01).

(i.e., high wind speeds) have the lowest values (αa ≈ 0.48), and high wave ages
(i.e., low wind speeds) have the highest values (αa ≈ 0.70). Even if a direct wave
influence on αa was not investigated in those experiments, an indirect influence can
be found through the wind speed. It is also clear that the scatter in αa found over
sea is larger than over land (e.g., Deacon, 1988), which might indicate that earlier
studies have been performed during different wave states.
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6. Conclusions

It has been shown that a ‘classical’ form of IDM, with the assumption of zero
imbalance, (i.e., that the sum of the transport terms is negligible) in the TKE
budget, works reasonably well for average conditions. With a value of αa = 0.55
as an effective Kolmogorov constant, the mean relative difference between IDM
and ECM is about 15% for the stability range −1 < z/L < 0.5, and about 10%
for near-neutral conditions (−0.02 < z/L < 0.02). This is in accordance with,
for example, Large and Pond (1981), who found good agreement between the two
methods during near-neutral conditions.

The IDM method works best for high wind speeds and neutral conditions. For
low wind speeds (U < 6 m s−1) the relation between the two methods is more
complex. IDM then gives higher values than ECM on average (about 20%), espe-
cially for swell conditions. The explanation is probably that the φm function used
in the calculations is not valid over sea, and that no correction for the imbalance
has been used.

For unstable conditions (z/L < −2) the main problem is how to determine the
stability correctly. The bulk formulations used in the IDM gives too small values of
|z/L|, since IDM do not seem to capture the wave influence, which reduces u∗ to
small values and produces large values of |z/L|. This will also be a problem when
these erroneous values are used to derive the neutral drag coefficient CDN .

The effective Kolmogorov constant αa , which is designed to compensate for
the imbalance between production and dissipation, seems to be a function of wave
age, αa increasing with increasing wave age. During saturated wave conditions
(0.5 < c0/(U10 cos θ) < 1.2 or 15 < c0/u∗ < 30), the situation resembles land
conditions (Sjöblom and Smedman, 2002) and a value of αa = 0.59 was found.
This value was also suggested by Deacon (1988) for use over the sea.

In Sjöblom and Smedman (2003) it is shown by using the ECM that also the
measurement height has to be taken into consideration. This means that the turbu-
lent parameters not only have a dependence on the stability z/L, but an additional
dependence on the actual height z itself, indirectly caused by the waves. When
using IDM this also has to be accounted for in the parameterisation, implying that
effectively different IDM algorithms have to be used for buoy measurements at
a couple of metres above the water surface, and ship measurements at 10–30 m
height.

To conclude, IDM works best for near-neutral conditions and high wind speeds,
otherwise corrections have to be made depending on the wave age and wind speed,
and probably a height dependence also has to be accounted for. An effective value
of the Kolmogorov constant can therefore only be used if it is allowed to be a
function of the above mentioned parameters.
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