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The Near-Surface Current Velocity Determined from
Image Sequences of the Sea Surface

Christian M. Senet, Jorg Seemann, and Friedwart Ziemer

Abstract—A method to measure the ocean’s near-surface cur-
rent velocity vector based on the analysis of remote sea-surface
image sequences was developed. The spatial and temporal records
were transformed to the wavenumber-frequency domain, resulting
in a three-dimensional (3-D) image power spectrum. In the spec-
trum, the signal energy of the waves is localized on a shell de-
fined by the dispersion relation of surface waves. The sum of the
sensor’s velocity and the near-surface current profile deforms the ¥
dispersion shell due to the Doppler-frequency shift. An iterative
least-squares fitting technique and an error-estimation model was
implemented. To improve the method’s accuracy, spectral wave en-
ergy found in higher harmonics of the dispersion shell and aliasing -
effects are taken into account. The mostimportant nonlinear mech- A
anism leading to higher harmonics is explained as resulting from
wave shadowing due to the low grazing angles typical for ground- Fig. 1. lllustration of a time series of nautical radar images in the spatial
or ship-based radars. The low rotation time of nautical radar an- and temporal domain. In the operational mode, the area selected for analysis
tennas causes temporal undersampling, which leads to aliasing in (indicated by the white boxes) has a spatial size ef 2560 m andy = 1280
the frequency domain. In this paper, the improved method is ex- m and a temporal size of 75.8 .
amined analytically and is tested with Monte Carlo simulations.

The variation of the shape of the measured or simulated 3-D image ) . L .
spectra, especially the peak wavenumber, the directional spread, sea-state information is stored as aimage sequence cube of gray

and the main travel direction, controls the behavior and accuracy values! (z, Y, t) (see Fig. j_-)- A three-dimensional fast Fpurier
of the technique. A comparison of velocities acquired by nautical transformation (3-D FFT) is used to transform the spatio-tem-

radar and independent Doppler Log current measurements is pre- poral information into the spectral wavenumber-frequency do-
sented. The technique’s accuracy, its limits, and its adaptability are  main 0
discussed. Additional improvements are proposed, which lead to
higher accuracy considering the shape of the spectral background
noise and the technique’s applicability to high ship speeds. The pre-
sented method is an important step toward operationalization of a
commercial wave-monitoring system based on nautical radars. ~ wherek, = 2rz~! andk, = 27y~ are the components of the

Index Terms—Aliasing, coast, current, image-sequence analysis, wavenumber vectat, andw = 2nt~ ! is the angular frequency.
least-squares, nonlinearity, ocean surface, operationalization, The result of (1) is a 3-D image power spectrittk,, k,, w).
optics, radar, remote sensing, ship, wavenumber-frequency The spectral energy (or gray-level variance) of the imaged sur-
spectrum. face waves is located on a surface in fhelomain defined by

the dispersion relation of surface gravity waves. This surface is
I. INTRODUCTION called a dispersion shell. The dispersion shell is deformed by

the relative movement between the sensor and the sea surface

I MAGES of a nautical radar include sea-state mformatlor&. e to the Doppler effect. The relative movement is a superpo-

Electromagnetic microwaves are backscattered by the smaff: . \
ition of the near-surface current velocity and the sensor’s ve-

éﬁy relative to the ground. If the relative velocity or velocity

[FFT(I(z, y, 1)) = Plke, ky, w) @)

scale roughness of the sea surface. This radar backscattqs(r)

modulated by long surface gravity waves. This phenomenonollsencountenz‘e is known, the dispersion relation is used to lo-

calledsea cluttef1]. A nautical radar measures in spacand :

) g : ) cate spectral energy belonging to the surface waves and there-
y and timet. This instrument therefore is suitable to measur, ) :

: X fore can be used as a filter to separate this spectral part from
the spatial and temporal evolution of the sea-surface wave f|ef\ﬁc5 . . i

e background noise. The spectral background noise originates
C(?Ij"h?é’ vt\/)éve monitoring system (WaMoS) has been develo fé m speckle (see [6])
gsy P€%rhe determination of the velocity of encounter is a precon-

at.GKSS, Gee§thacht, Germany, [2], [3] and is now an O.p%[i_tion to the integration of the sea-state signal over the positive

ationally used instrument [4], [5]. The system provides d|g*— : ; . .

tized time series of sea-clutter images. The spatial and tempafar- < o > which allows the calculation of low-noise and un-
ges. P P ambiguous directional spectr&,(k.., k,) [7], [8]. Therefore,

_ _ _ the improvement of the algorithm’s accuracy and the introduc-
Manuscript received May 18. 1999; revised June 26, 2000. tion of an error model to determine that accuracy is an important
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using buoy data for comparison with radar data has been dev il : b

oped based on the assumption that the SNR of the radar spe :

correlates with the significant wave height, which is also we

known from synthetic aperture radar (SAR) image spectra [¢

After calibration, WaMosS Il yields fully directional spectra and

significant wave height in real time [10]. Another application o b

WaMosS Il is the determination of the wind velocity vector base...

on the directional and magnitudinal dependence of the specgal

background noise on the wind field [11]. 2
An algorithm based on a least-squares method (LSM) pro-

posed by Youncet al. [12] has been improved recently. Thewhereii.(z) is the vertical velocity vector profile. This defini-

improvements are as follows: 1) the consideration of nonlinet®n is for a single wave. The extension of (2) to a wave field

spectral structures to increase the number of regression coofdssumed to be a superposition of waves) is given in Section IV.

nates and therefore also increase the accuracy significantly, and

2) the application of a spectral refolding technigue to allow th®, Determination

correction of temporal undersampling (aliasing) due to the SIOWThe method used to determine the velocity of encounter is

rotation time of a nautical radar antenna. The latter mcreasne

n an ion of the dispersion relation of r-
the number of regression coordinates as well. The |mproved ?sed on an adaptation of the dispersion relation of sea-su

orithm, consisting of a linear regression and an error mod arce gravity waves to the wavenumber componéptand ,
g ' 9 9 &hd frequency coordinates of the sea-state signal found in
will be presented here. To examine the response of the al

rithm to variations of the wave field, Monte Carlo simulations e spectrund’(k,., k,, w). This adaptation was realized with a

. ) ) R east-squares regression method.
nautical radar image sequences and analytical examinations are

In the2-domain, a curved plane described by the dispersion
performed to test the algorithm. Accordingly, a comparison of

elation of linear gravity waves is defined
ship-based radar measurements and Doppler Log current me
surements are presented and discussed. Thus, for the first time, )
the method is validated with an independent current sensor. Fur- s“(k) = gk tanh(kh) 3)
thermore, it will be shown with land-based radar measurements
that a typical temporal evolution of a coastal tidal current is réthere

-

u ]

(a) Intrinsic and (b) Doppler-shifted dispersion shell inthdomain.

produced qualitatively. For this case no comparable data sets intrinsic frequency;

have been acquired. The application of the algorithm to opticalg acceleration due to gravity;

image sequences is discussed briefly. k modulus of the two-dimensional (2-D) wavenumber
vector|k|;

h water depth.
The dispersion relation (3) is valid when the sensor velocity and
In this section, the measured quantity is introduced and th& near-surface currents are zero.
principle of the method by which it is determined is given. In  The so-calleddispersion shel(3) is illustrated in Fig. 2(a).
addition, an error model to describe the accuracy of determingraging of surface waves by nautical radar is nonlinear. The

Il. VELOCITY OF ENCOUNTER

tion is presented. linear part, described by an image transfer function (ITF), re-
sults in spectral energy, which is localized on the dispersion
A. Definition shell. The impact of the Doppler terarp, added to the intrinsic

The velocity of encounte, is the vector sum of the plat- frequency is illustrated in Fig. 2(b) and is described as

form’s (i.e., a ship) velocityi, and the near-surface current ve-

locity i.(z), wherez is the vertical coordinate. The accuracy of S (E, a‘e) =¢+wo (4)
the near-surface current velocity measured by a radar depends

on the actual sea state (frequency-shifted by the Doppler effegfere

since the imaged wave field is the carrier of the velocity infor-

mation. The Doppler-frequency shift is induced by the near-sur- wo = kue cos(6) (5)
face current down to the penetration depth of the waves. The

penetration depth for a single wave is approximately half of if§ the frequency of encounter (or the absolute frequency), and

wavelengthhy = A/2. Stewart and Joy [13] have shown thap is the angle betweeh andii.. The dependency on the co-

the component of the velocity of encountérin the direction  sjine function ot implies that only the component af par-

of the wavenumber vectdsis a weighted mean current over theyjie| to the wave's travel direction given by the wavenumber

upper layer of the ocean. This result has been extended [12];&torf; effects the Doppler-frequency shift. The Doppler term

consider the full current vector wp = kue cos(f) in (4) can be written in Cartesian coordinates
as follows:

0
— . — kz -
e () = 2k /_d u(z)ce@ ) dx (2) wp (k, ge) = kg + kyuy. (6)
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The minimum criterion the length of the ellipse’s half axesandb and the ellipse’s
. 5 orientation anglé.
) N fw =8 ( z) _ The error model is based on the assumption that the frequen-
Q= Z -, | T (") cies of encounte& (k;) follow a Gaussian distribution around
=1 - the discrete frequency bins; (Aw is limited due to the fi-

nite measurement duration, e.g., spectral leakage). With this as-

leads to a linear system of two equations _ 5 o
sumption, the values a@p“ are x;-distributed. The number of

9Q? /Ou, =0 degrees of freedom are given byy = N— 2; the number of
9Q%/Au, =0 @8) spectral regression coordinat®¥sreduced by the number of re-
v gression parameters.{, «,). Estimating@? with the expecta-
where tion value of thex? distribution E(Q?) = N— 2 results in the
u, andw, components of the velocity of encounter; error’s standard deviation, which is normalized to the resolution
N number of coordinates collected for the LSM; in frequencyAw of the discrete spectrum
oL expected standard deviation of the error differ-
ence. 1 1 N
TAw — E m . Zz::l[wz - (uwkx,z + Uyky,z)]Q (14)
Wp, i = Wi — S (I:z) (9)

where the normalizeda,, is o, /Aw. The error of the deter-

wherew; is theith frequency component of a selected regressigfined velocity of encounter now can be assumed to be a 2-D
coordinate found inP(k,, k,, w), andS(k;) is the theoretical fandom Gaussian probability function
frequency value calculated wit following (4). i) 1

The standard deviation must be estimated (see Section |I-C).P (Ue) = ———=————=
The equation system in matrix notation is given as 2my/det(D1)

67(1/2)('116, T*'lze)t'D'('lI& T*’lze) .

(15)
<Dy7‘ Dyj) <uy) = <by> (10) A contour line of the 2-D probability function forms a con-
. _ h fidence ellipse with the centet, and the probability that the
or in the abbreviated form “true” valued,. 1 is included in the ellipse. The equation of the
o confidence ellipse is given b
D=4 (11) ! 'pSe 15 given by
Ap) = (e, 7 — )" - D - (e, 7 — 1L.) (16)

The coefficients of matrixD in (10) and (11) are
or substituting the eigenvalueg and \3 and eigenvectorss;

N2 N opok
T, _ _ T,tVY, T e 1 1
Dy = 5 Dyy = Dyu = Z gt and, of matrix D into (16)
=1 w =1 w . . . 2 . . . 2
and Alp) = N [ - (e, 7 — )] + 3 [ - (i, 7 — @)
N 2
k2 (7)
Dyy = ;;. (12)
i=1 ¢ The lengths of the confidence ellipse’s half axeendb are
The components of the vectbrare A
o= VAP gy VAR (18)
Nk w Nk, w A Az
. z,iWD, 4 . y,iWD, i
by = ; o2 and b, = ; o2 (13) The orientation anglé of the confidence ellipse is given by
To determine the unknowns, andw, (which are the com- 6 = atan (@) or 6= atan () — g 19

ponents of the velocity of encountér), the matrixD must be

invertible [i.e.,det(D) # 0]. If matrix D is invertible, the solu- The scaling factoiA(p = 0.683 is 2.3 for a 68.3% confidence

tion vectori, is given byD 1 - b. ellipse. A detailed derivation of the error model’s concept can
be found in [14].

C. Error Estimation Model

Here, an error model for the determination of the velocity df- Consideration of Higher Harmonics and Aliasing

encounter is introduced. The calculated velocity of encouniter  The first version of the algorithm to determine the velocity of

is assumed to be the most likely vector of the “true” ve@or.  encounter considered the spectral sea-state energy localized on
The difference vectof., r — . is defined as the absolute errorthe dispersion relation following (4). It became apparent that the
A priori, the absolute error is unknown. An assumption for theumber of regression coordinates could be increased by orders
accuracy is only given as a probability. For the 2-D ve@ioe=  of magnitude if the higher harmonic signals and the signals that
(uz, uy), atwo-dimensional (2-D) probability is represented bgre folded by temporal aliasing are also considered for the least-
a confidence ellipse. This confidence ellipse is represented sguares method.
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a.)

oy . b.)

-
k

Fig. 3. Spectral nonlinearities and aliasing. (a) lh & w-slice, the fundamental mode dispersion relation is given (solid line). Choosing two spectral wave
components (F1 and F2) allows a vector construction of nonlinear quadratic intera2tidns:= H1, 2- F2 = H2, F'1 + F2 = sum peak, and'l — F2 =
difference peak. The nonlinearitiés1, H2 are located on the dispersion relation of the first ogder 1. The first-order dispersion relation (dashed line) locates
additional spectral signal used to increase the accuracy of the algorithm. (b) The spectral representation of temporal undersampling dueatrgsiawtical

radar antenna is given (thin lines). Applying spectral symmetries as a method to reconstruct the signal enables the Nyquist limit to be ovédrtioe®).(thic

1) Higher Harmonics: One source of additional spectraland 2) the point symmetry to the point of origit{k, = 0, ky =
signal structures in the spectruR(k,, k,, ) are the higher 0, w = 0)
harmonics. The reasons for the appearance of higher harmonics
are the nonlinearity of the imaging of the sea state by a nautical P(ks, ky, w) = P(=kg, —ky, —w) (22)
radar and the relatively weak nonlinearity of the sea-surface ) ) ) )
waves themselves. The nonlinearity of the radar’s ITF is causa@f®” IS an integer used to index the intervadsoy,; (n +
mainly by shadowing effects, since a nautical radar Worlgngy[. The reconstruction of aliased dispersion shells (see
at grazing incidence angles. The following equation of tHgld- 3(P) for the reconstruction scheme) to overcome the
harmonic dispersion relation of the orderesults by scaling Nyauistlimitis described in detail in [8] and [15].

(4) with the factorp+ 1 (p = 0 for the “fundamental mode”
dispersion relation) = ST (%, i) [ll. CURRENT REGRESSIONALGORITHM

The current regression algorithm is based on a two-step pro-
cedure. It starts with a rough first guess estimation of the cur-
gk kh R rent vector, taking into account the fundamental mode disper-
(p+ 1)\/—1 tanh < + 1) + ke (20) sion relation. Aftegr the first guess estimation of the current ?/e-
locity, the spectral coordinates of the fundamental mode, the
A schematic diagram of the first-order nonlinear structures l@rmonics (20) and their aliased dispersion shells reconstructed
given in Fig. 3(a). Regression coordinates found in nonlineatth (21) and (22) are included in the regression algorithm, thus
dispersion relations apart from the fundamental mode are alsoreasing the accuracy of the method. The implemented algo-
used to increase the accuracy of the algorithm. rithm is restricted to the fundamental and first harmonic mode
2) Aliasing in the Three-Dimensional (3-D) Specbecause the spectral energy of higher harmonics is very low.
trum: Aliasing occurs if a signal of a certain wavelength
or certain wave period is spatially or temporally undersample8. First Guess

Due to the relatively slow repetition timg,. of a nautical  The first guess estimation of the current velocity is based
radar antenna, signals that have a shorter period thBna2e on the assumption that the spectral coordinatesn the fun-
temporally undersampled. The repetition tiffie normally is  damental modeS,(k;) are discriminated by a spectral-energy
of the order of 2 s. threshold”r¢; from the nonlinearities, the aliases, and the back-

In the spectrumP(k., k,, w), two symmetry conditions of ground-noise component. The spectral peak is assumed to be lo-
the FFT are used to reconstruct signals, which are temporaliyted in the frequency interval

undersampled: 1) theuy, periodicity (here the Nyquist fre-
quencywyy) is given byr /T;.) Ao = [0, wny]. (23)

St=+

p

The spectral energy of the signal’s aliased high-frequency part
P(ky, ky, w) = P(ky, ky, w+ nwny) (21) ofthe signalis below’ . The least-squares algorithm (7) and
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(10) and the error model (18) and (19) are carried out if a sufme 7., the frequency resolutiondw will vary. The frequency
ficiently high number of regression coordinates (at least of tmesolution also is the minimal Doppler frequeney = % - .,

order of ten) is selected. which can be resolved. Therefore, the resolution at which the
_ velocity of encounteii. can be determined is directly propor-
B. lterations tional to Aw, i.e.,T~!. If one scales the measurement duration

The iterative part of the least-squares algorithm starts withby 7' = cZ', it follows thatéa. = c™!oa.. Thus, the half
the collection of the spectral coordinates whose energy exce@4g§se andb of the confidence ellipse are scaled by
a much I_owgr §pectral-energy thresh@tjff than Crq. Crr i— o and b ctb (28)
should discriminate the background-noise component from the - - ’

Doppler-shifted spectral signal. Next, the frequesgy(k;), in
relation to the wavenumbét;, is calculated according to (20).
The Doppler term is estimated with the current vailje;
of t_he previous iterat_ion step- 1 or of _the first guess. The B variation of the Spatial Dimensions

estimated frequency is assigned to the interval

This means that, for example, a doubling of the measurement
durationZ leads to a halfing of the expected error.

The spatial extension of an image is given.¥yandY . The
An=[n-wyy, (n+1)-wny] (24) following remarks are valid for a large number of regression
coordinatesV. A local spectral change @7 is then proportional
multiplied by the (positive or negative) integerand by the to a change of the spectral point density= ANAk;lAkgl
Nyquist frequencyw . If the frequencyw, (k;) is located in of the regression coordinates. Following this, itis presumed that
the interval4,, with an even intege#, the frequency is shifted a variation ofX or Y is directly proportional taV. Let ¢ be a
to the intervalA,, and the2w, periodicity (21) is applied scaling constant fol = ¢NN. Here, N is the initial number of
. . regression coordinates féf orY, andX is the scaled number
Sp.n (l@) =85n (l@) —n Wy (25) of regression coordinates fof or Y. Using this relation for
matrix D of (10), all of the coefficients in (12) are multiplied
If the integern is odd, the spectral coordina(é}, Spjn(/;’i)) by ¢, andD = ¢D holds. For the lengths of the half axes of the
is mapped to the Coordinat@_/g“ _Spyn(_/;)) according error model’s confidence ellipse [see (18)], it follows that
to the point symmetry to the origin (22). The coordinate
(—I%},, sp,n(—/;)) is located in the frequency interval_,,_;. G4 = va and = va )
This spectral coordinate is shifted to the intepdglby applying Ved Ve

the 2uv, periodicity (21) Consequently, the lengths of the half axes (i.e., the error) are pro-

. . portional toc=(*/2). Introducing two separate constans =
Sp,n (_kz) = —Sp (_kz) + (7’L + 1) CWNy- (26) e, X, Y = CyY giVES(CmCy)_(1/2).

The modelp, n, wherep is the harmonic order, and the = \sriation of the Peak Wavenumber

indicator of the Nyquist interval, with the minimal distance , 4k b led b fth i
MIN (Jw; — S, »(k;)|) is used for the linear regression if this Letk, andk, be scaled wavenumbers of the regression coor-

magnitude is less than a frequency difference valye Aw. dinates scaled by the relatiohs = ck, andk, = ck,. Substi-

(29)

Therefore, for the iteration steps, (7) becomes tuting these into (10), the scaled matfis given byD = ¢2D.
Then, the lengths of the confidence ellipse become
N (MIN, ,, (|wi — Sp.n (Fi X . JA
Q* = ( ( )) = MIN (27) d:£ and b:£. (30)
T CcA1 cAa

i=1

IPerefore, the lengths of the half axes with varying wavenumber
re proportional te—!. For wave regimes mainly consisting

Cof long waves (e.g., swell), poorer results are expected than for
Vegimes consisting of waves of small wavelengths (e.g., wind
sea).

now extended by a dispersion-model selection. The data sT
have been processed with the frequency distance criterion
Cs = 1. This value takes into account only the finite frequen
resolution.

IV. ANALYTICAL INTERPRETATION D. Variation of the Directional Spread
The error model was introduced in Section |I-C. The results of Just as the Component of the Ve|ocity of encouﬁ;quara”e'

the error model are dependent on the spectral distribution of faghe wave’s travel direction is shifted in frequency, the spectral
regression coordinates selected for the algorithm in Section Wrectional distribution (i.e., the directional spread) is important
Here the variation of the spectral distribution of the regressiegr the accuracy of the determination of tiie component di-
coordinates will be examined using simple scaling argumentgected perpendicular to the mean wave travel direction.

The effective influence of the directional spread is shown by
using a spectrum symmetric to thg axis as an example. In this

If the measurement duratidfi is changed by changing thecase, it follows directly that the coefficienfs,.,, and D, in
number of sampled images or by changing the antenna rotat{@0) disappear. The directional spread is varied by multiplying

A. Variation of the Measurement Duration
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the k,, component of the regression coordinates by the factor . (k;) ith current vector of encounter, calculated using (2).

The scaled matrixD is therefore given by The sumy_ x| is substituted byf, dk when considering a con-
) tinuous spectrum. In order to consider the impact of the Doppler
D= <c Dy 0 ) ) (31) term of (4)k; - i for ¢ waves, the matrix form has been chosen.
0 Dy, It is obvious from (34) that the velocity vector of encounter

i.(z, K) is quadratically weighted witk and waves traveling

The eigenvalues are perpendicularly to the current direction do not contribute.

(32) V. ANALYSIS OF SIMULATED AND MEASURED IMAGE
SEQUENCES

From (32) and (10), it follows that Data sets were generated by a numerical model to investi-

D gate the algorithm outlined in Section Il under controlled con-
¢_. T (33) ditions. A description of the data sets and the presentation of the
b Dyy algorithm’s results will be given in Section V-A. Data sets ob-

) o tained from measurements and their interpretation will be pre-
The half axisa (giving the error of the:, component) and the ganted in Sections V-B and V-C.

coefficient D, are assumed to be constant. The half &xis
then proportional te—*. The broader the directional spread PerA  Monte Carlo Simulations

pendicular to the mean wave travel direction is, the more accu- ] ) .

rate the calculated perpendicular componenit.ofvill be. A numerical model to simulate image sequences of the sea
surface and the imaging by nautical radars has been imple-

E. Extension of the Stewart and Joy-Weighting Function ~ mented at GKSS Research Center, Geesthacht, Germany, in

With (2), the definition ofii. for a single wave was intro- coop_eratlon with CI_|ma Marltlm(_), Madrid, Spain [16]. The

duced by Youngpt al.[12]. The'spectral regression coordinateglgo.mhm to deter_mme the velocity of the encounter hgs been

of the least-squares algorithm originate from a wave field a%pplled to these image sequences to test the behavior of the

sumed to be a superposition of waves. Let us assume a Spaégprlthm with regard to external hydrographic parameters. The

trum P(ky, k,, w) of a wave field that consists of a sAt of parameters used to calculate the image sequences are the spatial
. ; . and temporal dimensions, the frequency spectrum (JONSWAP
wavenumberg; with ¢ = 1, --- | N belonging to the coordi- '

nates selected by the algorithm’s last iteration step (see S'é]c—thIS examination), the directional spread (MITSUYASU

tion 111-B). A weighting function is introduced extending (2),In this exammauon), the water depth, ar_ld the velocity of en-
- ) . T counter. The input parameters are listed in Table I. The specific

which is for a single wavé to an expression which is for a set . . . .

parameters of this work are listed in Table Il. Initially, the

K of waves . ; . . .

discrete grid points for the spatial and temporal coordinates are
set by a simulation software. The elevation of the water surface

N is processed for each spatial grid point. The amplitudes of the

_ 1 Z waves are calculated with a Rayleigh probability distribution.

o N ) N p The wave’s first time step is realized by calculating a random
ka,i kazkyz B phase. During subsequent time steps, the waves propagate
=1 =1 according to the linear dispersion relation (6). An example

N N . : . .

9 of a simulated sea surface is shown in Fig. 4(a). The radar

— — images are calculated based on geometrical optics. An image

= — of a binary shadow mask is calculated by geometrical optics

o:’D [Fig. 4(b)]. On a combination of the shadow mask and a surface
modulated by the surface tilt is shown in Fig. 4(c). Speckle is
2 L 0 not included in the simulated image sequences, and thus the

(L, i) |

k ‘ '

det

@(k)e®*#) dz| (34) SNR is much higher than those for real measurements.
Yyt N —d — 1) Statistical Test of the Error ModelTo prove the statis-
a2 D; e (z, k) tical significance of the error model described in Section II-C,
an ensemble of 50 deterministic realizations (i.e., 50 sea-surface
or in its abbreviated form sequences) of a stochastically equivalent situation were calcu-
N lated by random variation of the phases and the amplitudes. Pa-
Z [Diil.(2, k)] rameter set 1 of Table Il was chosen. A set of 50 current compo-
nents(u.., u,); and the accompanying confidence ellipse values
were calculated for these 50 realizations.
The model’'s input current vector{, ) is (1.5, 0.0) ms*.
where The mean value for all 50 current components for the first guess
D matrix of (10) and (11); iteration step is (1.487, 0.073) ms After ten iteration steps,
D; ith element ofD; a value of (1.505~-0.001) ms! is obtained. The increase of

(2, K) = =L (35)

det(D)
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TABLE |
INPUT PARAMETERS OF THESIMULATION SOFTWARE

grid size Az, Ay, At

numbers of grid points New Nyy N

wind sea spectrum

JONSWAP

fetch F

wind speed Uso

PIERSON-MOSKOWITZ

significant wave height { Hs

directional distribution

MITSUYASU
mean wave travel direction l B,
statistics
phase [eq. distr.| 0]
spectral power [const. | x21
water depth h

current velocity

absolute value Ue

direction g,
antenna

antenna height H

distance antenna - image center X, Y
models

sea-surface elevation

shadow mask

tilt-shadow mask

TABLE I
PARAMETER SETTINGS OF SIMULATIONS

parameter set 1 set 2
number of images 32 32
antenna rotation time 2.57 s |2.65 s
grid size Az 7.5m | 9.3m
grid size Ay 7.5m | 9.3 m
antenna height 12.5m | 12.56m
distance antenna - image center 780 m | 1000 m
number of grid points (x-direction) 128 128
number of grid points (y-direction) 128 128
incidence angle (begin of image) 2.4° 1.8°
incidence angle (center of image) 0.9° 0.7°
incidence angle (end of image) 0.6° 0.5°
JoNswaP- (1) or P.-M.-Spectrum (2) 2) 1
threshold Cpg (first guess) 0.2 0.2
threshold Cpr (iterations) 0.02 0.02
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Fig. 4. Examples of images of (a) a simulated sea state, (b) the shadow-mask
calculated by geometrical optics, and (c) the simulation of a radar image that is
the multiplication of the shadow mask with the tilt modulation mask.

error’s standard deviatiofn,, and, as an example, the half axis
a of the confidence ellipses (the histogram of half dxies the
same qualitative behavior) is shown in Fig. 6.

The histograms oveN show the significant increase of col-

accuracy of the algorithm is shown by comparing the first guelested regression coordinates. This increase can be explained by

and the last iteration step, as shown in Fig. 5.

the decrease of the spectral-energy threshiglg value of the

The histograms for the first guess and the last iteration stié@rations and by considering the higher harmonics and aliases.
of the number of the collected regression coordindfeshe The increase of the mean valdé by a factor of 14.5 leads
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[irst guess 3) Variation of Mean Wave Travel DirectionA series of
‘ ! ‘ simulations of parameter set 1 in Table 1l was calculated for di-
rections between the current vector and the mean wave travel di-

207

L8

1
1
— ; rection of @, 30°, 60°, and 90. For each of these directions, an
ly L6 e s :“‘ . . ensemble of 15 realizations was calculated. The algorithm was
E remmmpefeoo-ta. applied 1) to the sea state spectrum and 2) the shadow mask of
T M Lo ’ the same realizations representing the case of an extreme radar
S L2l * : ¢t : ITF, resulting in a strong effect of the ITF. Furthermore, the en-
| ' sembles were calculated from directional spectra with a narrow
W spread, for which the effect of the directional change can be seen

more clearly. Fig. 8 shows the spectral distribution.
Uy [ms_l] In Fig. 9(a), one can see that the change of mean wave travel
last iteration (10th) direction directly leads to a rotatipn of the confidence ellipses.
207 T ‘ — Other effects such as a change in the sizes of the half axes are
: not significant. The rotation of the confidence ellipses can also
: ] be seen in the results calculated from the shadow-mask spectra
: given in Fig. 9(b), but there is a strong effect on the sizes of

18

1.6

@ ...... L~ . the confidence-ellipse half axes. This change in the quantitative

— 14- , properties of the confidence ellipses becomes more clear if one
= 1 regards the shape of the integrated wavenumber spectra. There

1.2 1 . . . .

' is no change of the spectral shape when there is a directional

wo. ., change (see Fig. 8, left). However, due to the directional depen-

04 02 00 02 04 dence of the ITF of the shadow mask, the change of direction

-1 leads to a completely different shape of the spectra. The direc-

Uy |MS

tional spread of the image spectrum is dependent on the mean

wave travel direction because of the azimuthal dependency of
Fig.5. Accuracy ofthe LSM. The calculated velocity vectors of 50 realizatiorg‘e geon?et.rlcal shadowmg.(see [17]). . .
are given as points in the two-dimensional (2-D) velocity plane. The upper 4) Variation of the Velocity of EncounterOne simulation
diagram shows the results of the first guess, and the lower diagram showsgjieh parameter set 2 in Table Il for each interval of 1Ths
results of the last iteration step. . .

was calculated for a range in the velocity of encounter between

(s, uy) = (0.0, 0.0) ms~* and (0.0,—16.0) ms™t. Not all
directly to an increase of the accuracy of the algorithm byrasults of the algorithm are reasonable when using the funda-
factor of 3.8 [see also (29)]. The histograms over the errorsental dispersion shell given in (4) as the model function for the
standard deviation 5., indicate a narrow-banded convergencérst guess. Looking at Fig. 10 ofa.., [see (14)], one can see that

to the value ob o, = 0.39. The existence of values which diffeffor all results lower than,, = —6 ms™! the least-squares al-
strongly from this value is an indication that the algorithm failgorithm has failed. The reason for the failure is the misinterpre-
for those cases. tation of aliased spectral energy belonging to the fundamental

The histogram over the half axisshows a strong narrowing mode in the first guess. Fitting the wrong dispersion model leads
to a significantly lower value (i.e., higher accuracyudbr the to high values ob ..
last iteration step. The statistical significance of a single mea-When extending the algorithm by calculating all dispersion
surement is therefore much higher. models of the fundamental mode, by including the aliased
2) Variation of the Directional SpreadThe directional models, andra.,, a decision can be made as to which of the
spread of a given spectrum strongly influences the accuracymbdels (whether the fundamental-mode model or its aliased
the result (see Section IV-D). In the simulation, the directionatodel) the collected energy belongs. This is visualized in
spreading function following a Mitsuyasu distribution wa$ig. 10. Hereoa.. of the fundamental mode (solid line) and
varied artificially by scaling the spreading paramegewith the first aliased (aliased from the interval;, < w < 2wpy,
fixed factorse = 1, 10, 20, and 30. Here, = 1 denotes the dotted line) are given. Reasonable results are given for
normal Mitsuaysu distribution and higher values ofead w, = 0,---, —6 ms~t. For higher values of.,, the fun-
to a narrowing of the directional spread. An ensemble of amental-mode model's ., indicates a failure due to a
realizations was calculated for each of the cases1, 10, 20, misinterpertation. Between, = —11 and —13 ms'!, the
and 30. The results for the half axesindb are given in Fig. 7. aliased model yields reasonable results.
For the half axisa, which gives the error in the mean wave The velocity ranges marked by the very high values gf,
travel direction, no significant change withis observed. For indicate the transition zone where the sea-state energy is located
the half axish, which gives the error normal to the wave travetlose to the Nyquist frequency. Here, the low-frequency part
direction, an increase of the error with the narrowing of thef the spectrum is not aliased but the spectral high-frequency
directional distribution is obvious. The results of the numeric#hil already is aliased and therefore backfolded. This leads to a
simulations and those from the analytical examination [seeisinterpretation resulting in the very high valueseoof,, for
Section IV-D] agree qualitatively. both models.
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B. Ship-Based Measurements

The data presented were taken aboard the R.V. Gauss (cruise
no. 268). The cruise took place from November 24 to December
13, 1995 in the North Sea and the Norwegian Sea.

aha b gl

g } — 1) Description of Radar and Doppler Log Daté=or com-
pooll it R D ] parision, Doppler Log (DOLOG) data are used. For this in-
spread factozlg c strument, the principle of measurement is based on determina-

tion of the frequency shift between the transmitted and received
acoustic ultrasonic signals. The DOLOG has two modes: the
bottom trackand thewater track In bottom-track mode, the
sound wave is reflected at the bottom: the speed of the ship rel-
ative to the bottom is determined. In the water-track mode, the
sound wave is reflected from suspended matter at a certain water
depth defined by the time offset of the actual signal. The water
track depth here is 40 m. The accuracy of the DOLOG aboard
_ _ , __the R.V. Gwssis 1072 ms™1.

Fig. 7. Diagrams of mean values of the half axes of the confidence eflipse .

andb (solid lines) and those of the scatter ellipseandd, (dashed lines), all Th? radar pqrameters 1) number Of.'mages' 2) antenna ro_ta'
depending on the spread factor tion time, 3) gridsizes, 4) antenna height, 5) numbers of grid
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Fig. 8. Simulated wind-sea spectra for mean wave travel directions. (Ta)d(bottom) 90. In the left column, the sea-state spectra are given and on the right
side, the shadow-mask spectra are given.

points, and 6) thresholds were similar to the Table || paramet®ecause of these principal differences, a minor scatter cannot
set 1 on cruise no. 268. be expected. This hypothesis has been proved by [18].

2) Measurement Resultgzor a sufficiently high number of  On the right side around the same vector velocity differences
297 radar data sets, the current vectors of encounter were tla¢ confidence ellipses, indicating the estimation of error cal-
culated and compared with the respective water-track DOLQflated by the algorithm (see Section II-C), are given for the
current vectors. In Fig. 11, the comparisons of the algorithmfigst guess and for the last iteration step. The confidence ellipses
first guess and last iteration step are given. calculated by the algorithm decrease significantly from the first

The scatter of the vector velocity differen¢e**P4% —  guess to the last iteration. The confidence ellipses for the last it-

upOTOC y JADAR 50’0G) for the first guess (top) and the eration are much smaller than the scatter explained by the prin-
Iast |terat|on step (bottom) is given on the left side. The magrdiple differences in measurement. This fact predicts a higher ac-
tude of scatter is given as a scatter ellipse, which includes 68.8Wsacy unevaluated at the present time. Therefore, a future step
of all values. A significant decrease of scatter is obvious for tleust be a validation of the radar algorithm’s data comparison
lastiteration. This decrease is caused by the increase in the algith current meters resolving the vertical current profile (e.g.,
rithm’s accuracy due to the consideration of a higher numberatoustic doppler current profiler).
spectral regression coordinates. That there still is a noticeable
scatter for the last iteration is explained by the different mea-
surement principles of the radar and DOLOG instruments: tie Coastal-Based Measurements
DOLOG measures the velocity of the encounter based at a water
depth of 40 m, whereas the radar measures specifically in the topn coastal waters, horizontal gradients of the tidal current are
layer of the ocean integrating over a huge measurement aiieduced by the changing water depth. Static radar signatures are
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Fig. 9. Confidence ellipses for the mean wave travel directions. (Topnd (bottom) 90 resulting from (a) sea-state spectra and (b) shadow-mask spectra.

‘ I 1 island of Sylt in the German Bight in the period from February
i 1 toJune 1997. Measurements were taken once an hour. One data
wr 71 setconsists of 32 images from successive antenna rotations. The
f " 1 antenna rotation timeV, is 2.25 s. The images cover an area
with a radius of 2 km. The observed area is of high interest
since morphological changes that are likely to lead to changes
of the flood stream situation have occurred in recent years and
are still in progress. Measurements taken hourly on February
13 from 03:00 UTC to 16:00 UTC 1997 were analyzed for the
tidal periodicity of the current velocity. The method presented
here is based on the assumption of spatial homogeneity and
temporal stationarity. The assumption of stationarity is not vi-
} o olated due the short duration of each measurement. However,
5 u, [m/s] 10 15 most of the water surface scanned by the radar is inhomoge-
7 neous with varying water depth. A nearly homogeneous area
Fig. 10. First-guess error’s standard deviatioq, versus thet, component 873 mx 873 m (V,, = 128,N, = 128) in size and 1400 m west
of the velocity of encounter. The fundamental mode (solid) and the aliasgfl the antenna was chosen for the analysis (Fig. 12). Except for
dispersion model (dotted; aliased from the intetvaly, -, Zwx). the measurement taken at 11:00 UTC, the static radar signatures
did not extend into the analysis area, indicating that the hori-
generated by the hydrodynamicinteraction ofthe small-scale smontal current gradients are small. The bathymetry was acquired
faceroughnesswiththe currentgradients. The waves are refradigcecho sounding during the period from July to September
duetotheinhomogeneities ofthe water depthandthetidal curret@97. The water depth was corrected with a tidal gauge.
1) Description of Radar Data:The data sets used for the 2) Measurement Resultsthe results produced by the re-
analysis were taken by a nautical X-band radar mounted on tiression algorithm, the calculated current vectors and error el-

15~
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lipses, together with the mean water depth of the analyzed atias the first guess failed. The result presented in Fig. 13 was
are outlined in Fig. 13. The current vector shows the tempom@btained by setting.r¢ = 0 m/s manually. During this mea-
evolution as expected for the tidal influence. The length of trearement, a static radar signature extends beyond the analyzed
half axis perpendicular to the mean travel direction exceeds tea, indicating inhomogeneities of the tidal current. The mea-
length of the half axis parallel to the mean travel direction, espgdrements taken from a land-based station on the island of Sylt
cially for large regression errors, because the directional spreadicate the limitation of the method. The FFT implicitly as-

of the image spectrum is small. The error of the current estimg4mes spatial homogeneity on a large scale. The extension of
tionis large for a low water level and small for a high water levethe current regression method to inhomogeneous areas requires
This can be explained as follows: the signal-to-noise ratio of thiee development of new algorithms for the estimation of the
image spectra over the analyzed tidal cycle is correlated wittavenumbers on a local spatial scale.

the water level. The current vector was estimated with the spec-
tral-energy threshold of the iteratiori$ adapted automati-
cally to the signal-to-noise ratio. The water level was highest
(Fig. 13) at 05:00 UTC, and/;r = 132 regression coordinates As it was made clear in the Sections IV and V-A, the LSM to
were collected with the threshold valdgr = 0.061. At 12:00 determine the velocity of encounter from the wavenumber-fre-
UTC, the water level was lowest, afidi; = 52 regression co- quency spectrum is directly dependent on the shape and the dis-
ordinates were selected with the threshold vallze = 0.132. tribution of the spectral sea-state signal. The wider the signal’s
The measurement at 11:00 UTC with the largest error ellipsedsectional spreading, the more accurate the component of the
not reliable. The SNR was so low that the 15 spectral coorditrrent velocity perpendicular to the mean wave travel direc-
nates with the highest energy selected for the first guess alresidy. Therefore, the quality of the measurements of the velocity
corresponded partially to the background-noise component, arfé&ncounter and the following steps of the analysis are strongly

VI. DISCUSSION
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increased by a prolongation in time, and thus by collecting a
higher number of images.

The accuracy is increased significantly by considering of the
higher harmonic and aliased signals. Taking into account aliased
signals allows utilization of the WaMoS Il, even on fast cruising
ships. In addition, the adaptation of the threshold to the SNR for
the first guess and the iterations increased the reliability of the
algorithm. The automatic adaption of the threshold calculates a
constant spectral-energy threshold for the entire spectrum. As
the 3-D image spectrum is folded by the low-pass filter impulse
response function of the sensor, which lowers the spectral den-
sity for high wavenumbers, one comes to the conclusion that a
constant threshold is not the proper quantity to separate signal
from noise, especially for high wavenumbers. A task for the near
future is the consideration of the spectral shape of the impulse
response function. Two methods could be applied to obtain a
threshold value depending on the wavenumhe®ne method
involves a 2-D fitting algorithm to parameterize the shape of
the spectral background noise. A second alternative is to deter-
mine the spectral impulse response function by regarding the
sensor’s properties, such as spatial resolution, the shape of the
transmitted electromagnetic field of the antenna, etc.

Fig. 12. Radar image of a sequence obtained from a land-based station on
the island of Sylt in the German Bight on February 13, 1997, at 04:00 UTC. VII. CONCLUSIONS
The square of 1400 m in width west of the antenna was chosen for the current )

estimation because thi§ area i_s nealj!y homogeneous. The bathymetry wag reasonable method to determine the velocity of encounter
obtained from the Amt fur Landliche Raume (ALR). . . . .
was developed. In combination with the implemented error
model, the method is a convenient tool that is now in opera-
2 . tional use. The analytical interpretations agree well with the
: 3 Monte Carlo simulations and with the measurement results.
\ A /Q/%/o/g The Iimit_s of the pr_esen_ted method are the assumptions of
1 homogeneity and stationarity of the sea state or the near-surface
currents in the observed area. These limitations become critical,
especially in coastal regions where processes such as wave re-
fraction or diffraction and current gradients due to strong hori-
7.5[- / e 7 77774 zontal bathymetric gradients occur. To overcome this limitation,
70 1 amethod is under development that allows the determination of
the near-surface current and other hydrographic parameters on
6.5 4 alocal spatial scale [17], [19]. Recent advances include the ap-
6.0 | plication of the presented method to optical image sequences
300500 700 000 1100 1300 15:00 a_cquwed in hydraulic wave tank; for harbpr or Qﬁshore.pla}n-
time [UTC] ning purposes [20] or to determine the wind-drift velocity in
wind-wave facilities [21].
Fig. 13. Tidal cycle of the current velocity. (Top) Time series of the calculated

current velocities and (bottom) error ellipses and water depth from a tidal gauge. ACKNOWLEDGMENT
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