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ABSTRACT

SAIED, U.M. and TSANIS, I.K., 2005. ICEM: Integrated Coastal Engineering Model. Journal of Coastal Research,
21(6), 1257–1268. West Palm Beach (Florida), ISSN 0749-0208.

A morphodynamical model for coastal areas has been developed by simultaneously simulating the dynamics of waves,
coastal currents, and sediment transport rates. The sediment transport rates are calculated on a staggered two-
dimensional grid, and then the sediment budget is used to predict the coastal morphology changes. The model can
simulate short-term and long-term morphological changes around coastal structures. A case study along the Nile
Delta coast in Egypt is used to demonstrate the effectiveness of the present model by calibrating and verifying the
model results with field measurements. The model can be applied to coastal domains with similar characteristics with
appropriate parameter calibration.
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INTRODUCTION

Shoreline change models are used to predict shoreline
changes associated with coastal structures or storm effects
over the long term. These models are based on the single line
or multiple line theories, where the potential long shore and
cross shore sediment transport components are calculated
empirically for the open shore case. These models have the
advantage of being very fast, and they can predict long-term
shoreline changes very well after suitable calibration. How-
ever, they cannot accurately predict the impact of morpho-
logical changes in the vicinity of coastal structures that are
due to short-term storms. An alternative approach involves
the modeling of the whole suite of elementary processes re-
sponsible for the local morphological changes in a given area
(LEONT’YEV, 1999). A typical coastal area model consists of
several modules describing the wave field, the spatial distri-
bution of wave-induced currents, the associated sediment
transport fluxes, and finally the resulting spatial and tem-
poral changes of the bed level. Such an approach is employed
in the models developed by Delft Hydraulics (DE VRIEND et
al., 1993; ROELVINK, RENIERS, and WALSTRA, 1995), Danish
Hydraulic Institute (BROKER, 1995; BROKER et al., 1995), or
HR Wallingford (PRICE, CHESHER, and SOUTHGATE, 1995).
The attempts to evaluate the short-term morphological im-
pacts of coastal structures using these models are not yet
numerous, but the results obtained are encouraging. Al-
though these models can be used to predict medium-term
morphological impacts on coastal structures, the long-term
morphological impacts are still predicted solely by the shore-
line models.

In this paper an integrated coastal engineering model
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(ICEM) is presented, which simultaneously simulates the dy-
namics of the waves, the coastal circulation, and the rate of
bed level changes. The ICEM is capable of modeling both the
short- and long-term bathymetric changes due to the pres-
ence of coastal structures, and its capabilities are illustrated
in several test cases. A case study in Ras El-Bar along the
Nile Delta coast in Egypt is used to calibrate and verify the
ICEM.

MODEL DESCRIPTION

The model consists of three main modules: the wave trans-
formation module, the coastal circulation module, and the
sediment transport and morphological module. First, the
wave transformation module transforms the offshore mono-
chromatic representative wave over a two-dimensional grid,
which covers the whole coastal domain. With the wave infor-
mation available over the two-dimensional grid, the circula-
tion model calculates the corresponding wave forcing and
simulates the coastal currents marching in time until it
reaches the steady state. Finally, both wave and current in-
formation are passed to the sediment transport and morpho-
logical module, which calculates the sediment fluxes over a
staggered two-dimensional grid and then calculates the mor-
phological changes, imposing the necessary boundary condi-
tions for the structures. The waves, currents, and sediment
transport rates are recalculated at every so-called morpho-
logical time step Dtm. The morphological time step is deter-
mined by the most rapid bathymetric evolution inside the
model area and is automatically calculated by the model. Fig-
ure 1 shows the model structure.

Wave Transformation Module

This module employs either a parabolic or an elliptic water
wave transformation model. The elliptic water wave trans-
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Figure 1. ICEM model structure.

formation model solves the mild slope equation directly,
which was developed by BERKHOFF (1972). This model can
simulate wave diffraction, refraction, shoaling, and reflection.
It employs the generalized conjugate gradient scheme to
solve the resulting system matrix (SAIED and TSANIS, 2004).
Although it is accurate and unconditionally stable, it is com-
putationally time consuming. Therefore, in real cases, the
parabolic model is preferred, which is essentially a rational
approximation to the original elliptic mild slope equation.
The parabolic model developed by SAIED and TSANIS (2005)
is incorporated into the integrated model, which is based on
the [1/1] generalized Padé approximation. This model can
simulate very wide wave angles up to 708 (SAIED and TSANIS,
2005). The parabolic model, however, cannot simulate the
wave reflection from structures. The ICEM uses the parabolic
model and has the option of refining the parabolic solution
with the elliptic model for certain user-specified areas, where
reflections are expected to cause significant change.

Coastal Circulation Module

The coastal circulation module employs time-dependent
two-dimensional depth-averaged Navier-Stocks equations.
The model can simulate currents driven by wind, waves, Cor-
iolis effects, and wave rolling in the surf zone. The governing
equations can be written as:

]h ](h 1 h)u ](h 1 h)v
1 1 5 0, (1)

]t ]x ]y

2 2]u ]u ]u ]h ] u ] u
1 u 1 v 5 2g 1 « 1

2 21 2]t ]x ]y ]x ]x ]y

1 C u 1 B , (2)x x

2 2]v ]v ]v ]h ] v ] v
1 u 1 v 5 2g 1 « 1

2 21 2]t ]x ]y ]y ]x ]y

1 C v 1 B , (3)y y

where h is the water surface elevation, h is the water depth,
u and v are the depth-averaged velocity components, e is the
eddy viscosity, Cx and Bx define a linear source term for the
x-momentum equation, and Cy and By define a linear source
term for the y-momentum equation. The source term can in-
clude the radiation stresses, Coriolis forces, and bed friction.
The eddy viscosity e is given by HORIKAWA (1988) after LON-
GUET-HIGGINS (1970) as follows:

e 5 NlSLÏg(h 1 h) , (4)

where N is a constant whose value is deduced to be smaller
than 0.016 and lSL is the distance measured from the shore-
line to the point of interest. The bed friction term can be given
by LEONT’YEV (1999), after LE BLOND and TANG (1974), as
follows:

2
2t 5 C ru [(1 1 cos u)u 1 v sin u cos u], (5)bx f bmp

2
2t 5 C ru [(1 1 sin u)v 1 u sin u cos u], (6)by f bmp

where tbx and tby are the bed shear stresses in the x and y
directions, respectively; Cf is the dimensionless bed friction
coefficient, which is usually of the order of 0.01; u is the wave
angle with respect to the x-axis; and ubm is the maximum
bottom orbital velocity, which can be obtained from the linear
wave theory as follows:

vH
u 5 , (7)bm 2 sinh(kh)

where k is the wave number, H is the wave height, and v is
the wave angular frequency.

Equations (5) and (6) contribute to the source term in
Equations (2) and (3) as follows:

22 C uf m 2C 5 (1 1 cos u),x 1 2p hw

22 C uf mB 5 v*sin u cos u,x 1 2p hw

22 C uf m 2C 5 (1 1 sin u),y 1 2p hs

22 C uf mB 5 u*sin u cos u, (8)x 1 2p hs

where hw and hs are the water depths at the points where the
x and y components of the velocity are calculated, respective-
ly, and u* and v* are the x- and y-components of the velocity
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at the points where the y and x velocity components are cal-
culated, respectively. The forcing due to waves can be ob-
tained from (LEONT’YEV, 1999)

] ]
F 5 (S 1 R ) 1 (S 1 R ),x xx xx xy xy]x ]y

] ]
F 5 (S 1 R ) 1 (S 1 R ), (9)y yy yy yx yx]y ]x

where Sij is the radiation stress tensor and Rij are the stresses
due to rollers in breaking waves (DALLY and OSIECKI, 1994).
The radiation stresses are given by

2E rM Wx2S 5 [2n(1 1 cos u) 2 1] 2 ,xx 2 h

2rME Wy2S 5 [2n(1 1 sin u) 2 1] 2 ,yy 2 h

rM ME Wx WyS 5 S 5 n sin 2u 2 , (10)xy yx 2 h

where E 5 rgH2/8 is the wave energy per unit area, n 5 cg/
c is the wave index, and MWx and MWy are water discharges
that represent the onshore mass flux caused by waves
(Stokes drift) and rollers:

(M , M ) 5 (E 1 E )(cos u, sin u)/rc, (11)Wx Wy r

In Equation (11), Er is the roller energy per unit area,
which is defined as follows:

c H
E 5 4b E, (12)r r 1 2gT gh

where br ø 0.9, c is the wave celerity, and g is the breaking
constant. The stresses due to rollers are given by:

2 2R 5 2E cos u, R 5 2E sin u,xx r yy r

R 5 R 5 E sin 2u. (13)xy yx r

The forcing due to the waves given by Equation (9) and the
Coriolis forces contributes to the source term in Equations (2)
and (3) as follows:

21 21
B 5 F 1 C v*, B 5 F 2 C u*, (14)x x r y y rh r h rw s

where Cr 5 2p sin f/(24 3 3,600) is the Coriolis parameter,
f is the mean geographic latitude at the area, and the x- and
y-axis directions are from north to south and from west to
east, respectively.

Boundary Conditions

A no-flow boundary condition is imposed on the boundaries
along islands, shorelines, and breakwaters. At the lateral
open boundaries, uniform flow is assumed:

]u ]v
5 0.0, 5 0.0. (15)

]y ]y

In order for Equation (15) to be correct, the domain has to
be extended laterally so that uniform conditions are satisfied.

At the offshore boundary, a no-flow boundary condition is ap-
plied.

Numerical Scheme

The coastal domains considered in this analysis are usually
relatively large domains. This makes the direct solution of
Equations (1) to (3) cumbersome because of the large system
matrix. Therefore, the alternating directional implicit (ADI)
scheme was chosen to discretize the governing equations. The
discretization was done so that the boundary conditions could
be implemented easily. Therefore, the continuity and mo-
mentum equations are solved uncoupled so that Equation
(15) could be implemented as a lateral boundary condition.
The uncoupling of the equations leads to a discretization,
which is conditionally stable according to:

2 min(Dx, Dy)
Dt # , (16)

Ï2ghmax

where Dt is the time step and Dx and Dy are the grid sizes
in the x and y directions, respectively. An ADI discretization
that solves the continuity and the momentum equations si-
multaneously is usually unconditionally stable. However, it
loses its accuracy for Courant numbers higher than 4 (SHEN,
1991). In addition, Equation (15) cannot be implemented as
a lateral boundary condition unless the matrix is solved by a
method other than the double sweep method, which loses the
advantage of the ADI scheme. The current scheme, although
conditionally stable, can work with Courant numbers up to 2
without any loss of accuracy, as will be shown in the sensi-
tivity analysis.

The time step is split into two fractional steps. In the first
fractional step, the equations are solved sweeping in x direc-
tion. In the second fractional step, the equations are solved
sweeping in y direction. For the first fractional time step,
Equation (1) is discretized as follows:

n o o n o nh 2 h u (h 1 h ) 2 u (h 1 h )e e e w w w1
Dt/2 Dx

o o o ov (h 1 h ) 2 v (h 1 h )n n n s s s1 5 0, (17)
Dy

where the superscripts n represent the values at the current
time step and the superscripts o represent the known values
from the old time step. The subscripts e, w, s, and n represent
the values at the east, west, south and north faces of the
control volume as shown in Figure 2. The values at the faces
can be linearly interpolated as follows:

h 1 h h 1 hE P W Ph 5 , h 5 ,e w2 2

h 1 h h 1 hN P S Ph 5 , h 5 , (18)n s2 2

where the subscripts E, W, S, and N represent the values at
the discrete points, as shown in Figure 2. Equations (17) and
(18) can be written in the form of linear discrete equations
as follows:
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Figure 2. Definition of grid points. Figure 3. Definition of velocity components.

n n na h 5 a h 1 a h 1 b,P P W W E E

o o2 u 2 ue wa 5 1 ,P Dt 2Dx

o ou ue wa 5 2 , a 5 ,E W2Dx 2Dx

o o o o2 u h 2 u h v h 2 v he e w w n n s sob 5 h 2 2PDt Dx Dy

o o o o o ov (h 1 h ) 2 v (h 1 h )n N P s S P2 . (19)
2Dy

Similarly, for the second fractional time step, the linear
discrete equations that describe Equation (1) can be written
as follows:

n n na h 5 a h 1 a h 1 b,P P S S N N

o o2 v 2 vn sa 5 1 ,P Dt 2Dy

o ov vn sa 5 2 , a 5 ,N S2Dy 2Dy

o o o o2 v h 2 v h u h 2 u hn n s s e e w wob 5 h 2 2PDt Dy Dx

o o o o ou (h 1 h ) 2 u (h W 1 h )e E P w o P2 . (20)
2Dx

For the first fractional time step, Equation (2) is discretized
as follows:

n n nu 2 u u 2 u u 2 uw w P W n s1 u 1 v*wDt/2 Dx 2Dy

n n n n nh 2 h u 2 2u 1 uP W e w f5 2g 1 «
2Dx Dx

u 2 2u 1 un w s n1 « 1 C u 1 B , (21)x w x2Dy

where the superscripts o, which indicate the old values, have
been removed for convenience, and uw, ue, uf, un, us, vs, vw, vn,
and vnw are defined in Figure 3.

The derivative in the second term in Equation (21) (the
advective term) is defined in terms of the values of the ve-
locities at the discrete points. However, the velocities are de-
fined at the control volume faces. Therefore, an approxima-
tion of the values of velocities at the discrete points in terms
of the velocities at the faces is proposed as follows:

a 1 1 1 2 a
u 5 u 1 u andP w e1 2 1 22 2

a 1 1 1 2 a
u 5 u 1 u , (22)W f w1 2 1 22 2

where the value of a at the faces of the control volumes is
given as a function of the grid Peclet number PeD. The Peclet
number is the ratio between the advection and the diffusion,
which can be defined as follows:

uDx
Pe 5 , (23)D «

where u is the local velocity and Dx is the grid spacing. Solv-
ing the one-dimensional advection-diffusion problem results
in the following expression for a:
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2[exp(Pe ) 2 1]Da 5 1 2 . (24)
exp(Pe ) 2 1D

If the problem is advection dominated (i.e., PeD → `), the
value of a tends to unity, which leads to the upwinding dif-
ference scheme, as defined by Equation (24). On the other
hand, if the problem is diffusion dominated (i.e., PeD → 0), a
tends to be zero, which leads to the central differencing
scheme. The calculation of the exponent in Equation (24),
however, is computationally expensive. Therefore, the follow-
ing approximation is used instead of Equation (24):

2(Pe )Da 5 , (25)
25 1 (Pe )D

which has the same limiting characteristics as Equation (24).
Equations (21) and (22) can be written in the following lin-

ear form:

n n na u 5 a u 1 a u 1 b,P w E e W f

2 2« u awa 5 1 2 C 1 ,P x2Dt Dx Dx

« u (1 2 a)wa 5 2 ,E 2Dx 2Dx

« u (1 1 a)wa 5 1 ,W 2Dx 2Dx

n n2 u 2 u h 2 hn s P Wb 5 u 2 v* 2 gwDt 2Dy Dx

u 2 2u 1 un w s1 « 1 B , (26)x2Dy

where a is given by Equation (25) and PeD is given by Equa-
tion (23) with u 5 uw. Similarly, for the second fractional time
step, the linear discrete equations that describe Equation (2)
can be written as follows:

n n na u 5 a u 1 a u 1 b,P w N n S s

2 2« v*a
a 5 1 2 C 1 ,P x2Dt Dy Dy

« v*(1 2 a)
a 5 2 ,N 2Dy 2Dy

« v*(1 1 a)
a 5 1 ,S 2Dy 2Dy

n n2 u 2 u h 2 he f P Wb 5 u 2 u 2 gw wDt 2Dx Dx

u 2 2u 1 ue w f1 « 1 B , (27)x2Dx

where a is given by Equation (25) and PeD is given by:

v*Dy
Pe 5 . (28)D «

Using the same procedure, the linear discrete equations
that describe Equation (3) for the first fractional time step
can be written as follows:

n n na v 5 a v 1 a v 1 b,P s E e W w

2 2« u*a
a 5 1 2 C 1 ,P y2Dt Dx Dx

« u*(1 2 a)
a 5 2 ,E 2Dx 2Dx

« u*(1 1 a)
a 5 1 ,W 2Dx 2Dx

n n2 v 2 v h 2 hn f P Sb 5 v 2 v 2 gs sDt 2Dy Dy

v 2 2v 1 vn s f1 « 1 B , (29)y2Dy

where a is given by Equation (25) and PeD is given by:

u*Dx u 1 u 1 u 1 uw e s sePe 5 and u* 5 . (30)D « 4

Similarly, for the second fractional time step, Equation (3)
can be described by the following linear equations:

n n na v 5 a v 1 a v 1 b,P s N n S f

2 2« v asa 5 1 2 C 1 ,P y2Dt Dy Dy

« v (1 2 a)sa 5 2 ,N 2Dy 2Dy

« v (1 1 a)sa 5 1 ,W 2Dy 2Dy

n n2 v 2 v h 2 he w P Sb 5 v 2 u* 2 gsDt 2Dx Dy

v 2 2v 1 ve s w1 « 1 B , (31)y2Dx

where a is given by Equation (25) and PeD is given by:

v DysPe 5 . (32)D «

Equations (19), (20), (26), (27), (29), and (31) are solved using
the tridiagonal matrix algorithm.

Sediment Transport and Morphological Module

Several mathematical models can describe the sediment
transport due to the combined wave current outside the surf
zone. However, inside the surf zone, the sediment transport
process is very complicated because of wave breaking and
induced turbulence. Even the most sophisticated models can-
not simulate the sediment movement in this zone. Therefore,
a simple empirical model is expected to yield comparable re-
sults with other sophisticated models after suitable calibra-
tion. The model described in this section calculates the total
sediment transport loads by superimposing the separate
transport loads due to waves and currents.

According to HORIKAWA (1988), WATANABE et al. (1986)
developed a formula of the rate of transport due to mean cur-
rent, which reads:
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q 5 Q u, q 5 Q v,cx c cy c

2 2A (t 2 t ) A (u* 2 u* )c cr c crQ 5 5 , (33)c rg g

where qcx and qcy are the transport loads in the x and y di-
rections, respectively; u and v are the mean flow velocities in
the x and y directions, respectively; tcr and u*cr are the critical
shear stress and shear velocity, respectively; t and u* are the
combined wave-current shear stress and shear velocity, re-
spectively; and Ac is a dimensionless calibration coefficient
(of the order 0.1;1).

Similarly, the sediment transport load due to wave motion
can be obtained from WATANABE et al. (1984) as follows:

q 5 F Q u cos a, q 5 F Q u sin a,wx d w bm wy d w bm

2 2A (t 2 t ) A (u* 2 u* )w cr w crQ 5 5 , (34)w rg g

where qwx and qwy are the transport loads in the x and y di-
rections, respectively, Aw is a dimensionless calibration coef-
ficient (of the order 0.1;1), and Fd is a direction function that
defines the direction of the sediment transport load and
smoothes the discontinuity at the null point (where the net
transport is zero) (HORIKAWA, 1988). The direction function
Fd is defined as:

P 2 PcF 5 tanh k , (35)d d1 2Pc

where kd is a coefficient that controls the degree of change in
the cross-shore transport rate around the null point, the val-
ue of which is of the order of unity, and P defines the direc-
tion of the sediment transport as follows:

2 ,P onshore transportu h cbmP 5 (36)5sgD L .P offshore transport,0 c

where s is the specific gravity of the sediment grains and Pc

is a critical value of P at the null point, which is expected to
be of the order of unity. However, it must be determined em-
pirically through trial computations (HORIKAWA, 1988).

A spatial distribution of sediment transport rates is esti-
mated from local wave and current conditions according to
Equations (33) and (34). The change in local bottom elevation
zb is calculated by solving the conservation equation of sedi-
ment mass, which reads:

]z ]q ]qb x y1 1 5 0.0, (37)
]t ]x ]y

where qx and qy are the total volumetric sediment transport
rates in the x and y directions, respectively, and t is the time.

The formulas for sediment transport rates described above
do not take into account the bottom slope. Therefore, even if
a jagged profile resulted in the course of calculation with
Equation (37), such that the local slope exceeded the repose
angle of the sediment, the unrealistic steep slope could not
be reduced (HORIKAWA, 1988). Although the wave-current
field varies with beach transformation, the change of the flow
field alone cannot be expected to completely suppress the cre-
ation of bottom jags.

In reality, when the local slope becomes steep, sediment
grains tend to move downward owing to the force of gravity.
In order to incorporate this effect, the following equation is
used to calculate the change of bottom elevation (HORIKAWA,
1988):

]z ] ]z ] ]zb b b5 2 q 2 « zq z 2 q 2 « zq z , (38)x q x y q y1 2 1 2]t ]x ]x ]y ]y

where eq is a positive constant determined empirically. Equa-
tion (38) corresponds to the use of the following modified sed-
iment transport rates:

]z ]zb bq9 5 q 2 « zq z , q9 5 q 2 « zq z . (39)x x q x y y q y]x ]y

Equation (38) is solved numerically using the finite differ-
ence method. A staggered mesh is employed in which the bot-
tom elevation change zb is calculated at the grid nodes and
the transport loads are calculated at the grid faces.

Morphological Time Step

The value of the morphological time step is determined ac-
cording to the rate of bed level change. The fastest bed change
is associated with the smaller morphological time step and
vice versa. After the model calculates the sediment transport
fluxes, the absolute value of the rate of bed level change R is
calculated for the whole domain using the sediment budget
equation as:

q 2 q q 2 qxi, j xi11, j yi, j yi, j11R 5 1 . (40)) )Dx Dy

The morphological time step is then calculated from:

h Dh h
Dt 5 min 5 min Accuracy , (41)m 1 2 1 2[ ]R h R

where Dh/h is the ratio of the change in water depth at a
certain point at the end of the morphological time step to the
original water depth. This ratio is defined by the user at the
desired accuracy. The smallest value of Dh/h (higher accu-
racy) is related to the smallest morphological time step. The
morphological time step is not allowed to extend beyond the
duration of wave attack, where a different wave transfor-
mation is needed and consequently the hydrodynamics and
the sediment transport rates will change. In addition, the
morphological time step is not allowed to exceed the 50-day
limit. In this way, the model will overcome the incorrect input
of excessively large values of the accuracy by the user. On
the other hand, for practical use of the model, the ratio Dh/h
should not be less than 5%.

Capabilities of the Model

Several model tests are performed to examine the ICEM
capabilities for modeling the morphological changes in the
vicinity of various coastal structures. The equilibrium beach
profile concept is used to generate the initial beaches accord-
ing to the median grain size D as follows (BRUUN, 1954):

⅔h(x) 5 Ax (42)
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Figure 4. Morphological changes due to a system of detached breakwaters after 60 days.

Figure 5. Circulation behind the detached breakwaters (after 28 days).

where h(x) is the water depth at distance x offshore and A is
a dimensional scale parameter which is about 0.115 m1/3 for
sand of median grain size D 5 0.25 millimeters (HERBICH,
1991).

Several configurations of coastal protection projects and
their impact on the morphology of the seabed are tested. The
first test is for a system of offshore breakwaters subjected to
constant wave conditions. The system consists of five de-
tached breakwaters of 200 meters length and 200 meters
spacing. The breakwaters are located 240 meters from the
shoreline. A perpendicular deep water wave of 2.0 meters sig-
nificant height and 9.0 seconds significant period is assumed
over 60 days. The morphological time step is calculated from
Equation (41) assuming a 10% accuracy. Figure 4 shows the
morphological impact of a system of detached breakwaters
after 60 days, where the shoreline advances behind the
breakwaters in the form of large salients. As the salients ad-
vance toward the breakwaters, it is expected that the circu-
lation cells behind the breakwaters will get smaller and
stronger. Therefore, the rate of change of the salient’s ge-
ometry continuously changes with time. Figure 5 shows an
example of the wave driven currents formed behind the sys-
tem of breakwaters after 28 days. It can be seen that signif-
icant changes of the hydrodynamics occur as a result of the
bathymetric changes. In addition, the source of sediments
that build up the salients is from the vicinity of the break-
waters, as shown in Figure 5. Therefore, the salients’ build
up is accompanied by offshore erosion between the break-
waters as shown in Figure 4.

In cases where the waves are predominantly attacking the
beach at large oblique angles, the groin system is very com-

mon. The same sandy beach used in the previous case is used.
A constant deep water wave climate of 1.5 meters significant
height and 9.0 seconds significant period is assumed. A large
offshore wave angle (u0 5 458) is used to derive a significant
amount of littoral drift so that the groins’ effect is signified.
The system is composed of four groins of 200-meter length
and spaced at 600 meters, which corresponds to three times
the groin length. Figure 6 shows the morphological impact of
the groin system on the beach after 90 days. Figure 7 shows
the circulation around the groin system after 60 days, where
the bathymetric impacts on the circulation around the groin
system are evident. The littoral drift is diverted by the groin
system as shown in Figure 7, which causes significant off-
shore bathymetric changes around each groin, as shown in
Figure 6. A submerged groin system is expected to cause less
littoral drift diversion than the emerged groin system and
therefore less morphological impact in the offshore. Figure 8
shows the circulation around a submerged groin system of
similar length and spacing. The groins are 1.5 meters above
the bed. It is shown that the submerged system does not di-
vert the littoral transport as much as the emerged system
does. Therefore the impact of the submerged system on the
offshore part of the beach is less than the emerged groin sys-
tem as shown in Figure 9.

The simulation results for the above test cases show the
realistic behavior of the ICEM and demonstrates its ability
to simulate morphological changes around coastal structures.

RAS EL-BAR CASE STUDY
The Nile Delta coast, on the Mediterranean Sea, was

formed through many centuries. The continuous discharge of
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Figure 6. Morphological changes due to a system of impermeable groins (after 90 days of wave action).

Figure 7. Circulation around a system of impermeable groins (after 60 days).

Figure 8. Circulation around a system of submerged groins (after 70 days).

Figure 9. Morphological changes due to a system of submerged groins (after 90 days of wave action).
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Figure 10. The Nile Delta and Ras El-Bar area (Mobarek, 1972).

Figure 11. Wave rose at Ras El-Bar.

large quantities of sediments from the Nile into the Mediter-
ranean over thousands of years formed two peninsulas in the
sea at the two main branches of the Nile, i.e., Rosetta and
Damietta, as shown in Figure 10. In the course of time, the
supply of sediment by the Nile exceeded the loss due to wave
and current action, resulting in a continuous advance of the
shoreline towards the sea (MOBAREK, 1972). This process
continued until the erosive wave action and the continuous
supply of sediment materials reached a stable condition. By
the end of the 18th century and the start of the 19th century,

several regulation projects along the River Nile had been con-
structed, which reduced the sediment supply from the Nile
to the Mediterranean and erosion from Rosetta and Damietta
peninsulas was observed. After the construction of the High
Dam in 1964, the sediments carried out to the Nile Delta
were significantly reduced. After the completion of the Far-
askour Dam, at the end of Damietta promontory, the supply
of the River Nile water to the Mediterranean has been com-
pletely cut off. Accordingly, the River Nile lost stability with
Mediterranean and severe erosion was observed.
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Figure 12. Schematic diagram of the modeled region.

Figure 13. Shoreline advance from 1986 to 1993 (measured and calculated).

Figure 14. Ras El-Bar in November 1986 and July 1993 (measured and calculated). Gray scale represents the initial contour map of 1986. Contour lines
represent the deformed beach at 1993. Thick dotted line represents the measured shoreline at 1993.

The city of Ras El-Bar, located west of Damietta Nile
branch as shown in Figure 10, depicts this instability. Severe
erosion has been recorded at Ras El-Bar since 1895. It is re-
ported that between 1902 and 1940, the Damietta Peninsula
receded about 1.8 kilometers (MOBAREK, 1972). Therefore,
several coastal protection projects have been implemented to
reduce or eliminate the erosion. The west (terminal) jetty was
constructed in 1941; three groins were constructed in 1970,
and the beach was artificially nourished with sediments
dredged from the river mouth (FRIHY et al., 1991). A dolos
and riprap revetment was placed within the groin field (DA-
BEES and KAMPHUIS, 1998). Erosion continues beyond the
western groin, progressively diminishes to the west, and is
negligible along the western half of Ras El-Bar (FRIHY et al.,
1991). A system of detached breakwaters was constructed in

1990 west of the groin field (DABEES and KAMPHUIS, 1998).
The breakwaters were placed 400 meters offshore such that
the tombolo formation is prevented. In 1994, the beach was
nourished with 200,000 cubic meters of sand. The Ras El-Bar
beach is composed of silty sand with a median diameter of
0.12 millimeters (MOBAREK, 1972).

Data Analysis and Model Setup

The time series wave data over a complete representative
year at Ras El-Bar is available from the Coastal Research
Institute, Alexandria, 1996 (DABEES and KAMPHUIS, 1998).
The significant wave data are given every 6 hours. The wave
gauge was located at the eastern side of Damietta promon-
tory 7 meters below the water (DABEES and KAMPHUIS,
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Figure 15. Shoreline advance from 1986 to 1995 (measured and calculated).

Figure 16. Ras El-Bar in November 1986 and July 1995. Gray scale represents the initial contour map of 1986. Contour lines represent the deformed
beach in 1995.

1998). Figure 11 shows the annual wave rose at Ras El-Bar.
Over the year, only 240 days were considered, where the
wave heights are larger than 0.75 meters. The monthly wave
rises were analyzed in order to come out with a design time
series. It was assumed that over 1 month short-duration
storms that have the same range of wave heights can be
grouped into a single prolonged storm.

The study was conducted in three main phases. The first
phase is from 1986 to 1991 before the construction of the
detached breakwaters. The second and third phases study the
effect of the detached breakwaters from 1991 until 1993 and
1995, respectively.

The same coordinate system and modeled region used by
DABEES and KAMPHUIS (1998) is adopted in this study. The
modeled region covers 4 kilometers of beach and 1 kilometer
offshore from an arbitrary baseline. Figure 12 shows a sche-
matic diagram of the modeled region and the existing struc-
tures, as well as the initial contour map of November 1986.

Measured shorelines of 1986, 1993, and 1995 were digitized
from DABEES and KAMPHUIS (1998), and the initial bathym-
etry was digitized from HERBICH et al. (1996).

Model Calibration and Verification

The model is calibrated and verified using the measured
shorelines of 1993 and 1995, respectively. The morphological
model parameters described above are adjusted beforehand
so that winter and summer profiles are formed appropriately.
Using the average wave conditions (Hs 5 1.0 meters and Ts

5 7.5 seconds), the parameters Ac and Aw are set approxi-

mately to reproduce the 1993 shoreline. The actual wave cli-
mate is then used over the period from November 30, 1986
to July 1, 1993 (phase 1 and 2), where the calculated shore-
line is compared with the actual shoreline to fine tune the
calibration parameters. The optimized values of the calibra-
tion parameters Ac, Aw, kc, kd, and Pc for the Ras El-Bar area
are 0.11, 0.15, 1.0, 0.2, and 2.0, respectively. Figure 13 shows
the measured and computed shoreline advance from 1986 to
1993 after calibration. The error in the total shoreline ad-
vance is less than 5%. Figure 14 shows the measured and
calculated shorelines of 1993 after calibration as well as the
initial bathymetry at 1986. It can be shown that the seabed
erodes in the vicinity of the detached breakwater system.
This is due to the circulation cells formed behind the break-
waters, which move the sediments from the breakwaters’ vi-
cinity to the shore, where they settle down and build up sa-
lients as shown in Figure 14. On the other hand, the beach
slope in front of the seawalls continues steeping due to the
offshore transport of sediments generated by the wave action.

In order to verify the model, the same parameters are used
to calculate the 1995 shoreline. Figure 15 shows the mea-
sured and computed shoreline advance from 1986 to 1995.
Again, the error in the total shoreline advance is less than
5%. Figure 16 shows the morphological changes after phase
3. Like phase 2, erosion in the vicinity of the detached break-
water system is reported. At 1995, the overall beach profile
seems to reach steady state. Significant erosion occurs behind
the first breakwater from the west, which suggests some kind
of toe protection.



1268 Saied and Tsanis

Journal of Coastal Research, Vol. 21, No. 6, 2005

CONCLUSION

The proposed three-dimensional morphodynamical model
can be used for long-term shoreline predictions. In addition,
it can be used as a design tool for coastal protection struc-
tures since its applicability is proven for both the long and
short term. Unlike one-line models, the three-dimensional
model can be used to predict the morphological changes in
the vicinity of coastal structures, which gives critical infor-
mation that may affect their structural design structures.
The ICEM was successfully applied to the Ras El-Bar area,
which has several erosion control structures. When compared
with the field measurements, the model results are consid-
ered to be very good.
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