
T he sections in this paper are supplemental to Saha 
et al. (2010). The “Performance of Observing 
Systems” section is a collection of figures that 

highlight the performance of different observing 
systems in the CFSR, the “Satellite Bias Correction 
Spin Up for CFSR (expanded from Saha et al. 2010)” 
section explains in detail how the bias corrections 
were obtained when new satellites were spun up in the 
CFSR, the “Data Access” section describes the points 
of access to this massive dataset, and the appendix 
describes some of the datasets available.

Performance of observing systems. 
Figures S1–S22 illustrate the observing system perfor-
mances of a number of data types used in the Climate 
Forecast System Reanalysis (CFSR), with respect to the 
quality control reactions and the monthly RMS and 
mean fits to the analysis and first-guess backgrounds 
over the 31-yr period from 1979 to 2009. Details of the 
chart legends are found in the captions for Figs. S1 
and S17. Some specific details about the conventional 
observing systems used in the CFSR and their sources, 
characteristics, and preparation have been discussed 
in the “Conventional Observing Systems in the CFSR” 
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section of Saha et al. (2010). A complete set of perfor-
mance charts can be viewed online (available at http://
cfs.ncep.noaa.gov/cfsr).

The CFSR uses the National Centers for Environ-
mental Protection (NCEP) operational observation 
quality control procedures, which are summarized 
in Table S1.

satellite bias correction sPin 
uP for cfsr (expanded from the main 
paper). This CFSR covers the period from 1979 
to 2009. During these 31 years, a series of National 
Oceanic and Atmospheric Administration (NOAA) 

Fig. s1. Performance of 500-mb radiosonde wind ob-
servations. (top) monthly rms and mean fits of qual-
ity controlled observations to the first guess (blue) 
and the analysis (green). the fits of all observations, 
including those rejected by the quality control (Qc), 
are shown (red). (bottom) the 0000 utc data counts 
of all observations (red) and those that passed Qc and 
were assimilated (green). 

Fig. s2. as in fig. s1, but for aircraft wind data.

Fig. s3. as in fig. s1, but for aircraft communica-
tions addressing and reporting system (acars) 
wind data.

Fig. s4. as in fig. s1, but for 500-mb pilot balloon 
wind.

Fig. s5. as in fig. s1, but for acars temperature 
data.
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polar-orbiting satel-
lites operated for cer-
tain periods of time 
(see Fig. 4 of Saha 
et al. 2010). The radi-
ance measurements 
from these satellites 
were directly assimi-
lated into the analysis 
system, which is one 
of the major improve-
ments of the CFSR 
over the NCEP–De-
partment of Energy 
(DOE) Rea na lysis 
Global Reanalysis 2 
(R2). Substantial bi-
ases exist when the 
radiance measure-
ments are compared 
to the model-simu-
lated radiances. These biases are complicated and 
related to instrument calibration, data processing, 
and deficiencies in the radiative transfer model. 
Accurate bias corrections for these satellite observa-
tions were required for the success of the CFSR. This 
section describes the method to estimate the biases 
of these historical satellite observations.

A variational satellite bias correction scheme was 
introduced by Derber and Wu (1998) when direct 
assimilation of radiance began. This scheme has 
been continually developed at NCEP since then and 
is used in the gridded statistical interpolation (GSI) 
system adapted for the CFSR. Radiance bias is com-
posed of two parts: the satellite scan angle–dependent 

Table S1. nceP operational observation quality control procedures.

Program Purpose input file output file

preVentS
Store guess values

Store observation error
ps gross check

SiGF06
prepBuFr

prepBuFr

aCQC aircraft QC track and duplicate check prepBuFr prepBuFr

aCar_CQC aCarS ascent and descent check prepBuFr prepBuFr

CQC
raoB complex QC

radiation bias correction
prepBuFr prepBuFr

CQCVaD VaD wind complex QC prepBuFr prepBuFr

proFCQC profiler complex QC prepBuFr prepBuFr

GSi nonlinear variational QC prepBuFr CnVStat

poSteVent
Store variational QC results

Store analysis values

SiGanl
CnVStat
prepBuFr

prepBuFr

Fig. s6. as in fig. s1, but for synoP surface pressure 
data.

Fig. s7. as in fig. s1, but for meteorological aviation 
report (metar) surface pressure data.

bias (SATANG) and the airmass-dependent bias 
(BIASCR). The SATANG file is updated following the 
analysis step as the weighted average of the previous 
cycle’s SATANG file (containing the bias) and the 
departure between the new radiance measurements 
o and the model-simulated radiances g, [i.e., (o - g)]. 
SATANG is allowed to evolve very slowly [the weight 
given to the new (o - g) is 1/120]. The airmass bias 
prediction equation is the sum of five terms: a con-
stant, 0.01, and four weighted predictor terms. The 
predictors are the solar zenith angle, the cloud liquid 
water (CLW, only applied to microwave instruments), 
the temperature lapse rate, and the square of the lapse 
rate. The predictor coefficients are calculated using 
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Fig. s8. as in fig. s1, but for Paob surface pressure 
data.

Fig. s9. as in fig. s1, but for marine temperature 
data.

Fig. s10. as in fig. s1, but for marine wind data.

Fig. s11. as in fig. s1, but for meteosat satellite wind 
data.

Fig. s12. as in fig. s1, but for geosynchronous meteo-
rological satellite (gms) satellite wind data.

Fig. s13. as in fig. s1, but for geostationary operational 
environmental satellite (goes) satellite wind data.
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the variational method (the predictor coefficients are 
additional analysis variables and are included in the 
minimization).

The biases from the historical satellite radi-
ances can be estimated using a two-step procedure. 
First, the Global Data Assimilation System (GDAS) 
is run for a training period, starting from guess 
values, and the statistics of the (o - g) are collected 
throughout this training period. Second, the col-
lected radiance statistics are then postprocessed to 
calculate a SATANG file. For a given scan position, 
channel, sensor, and satellite, the SATANG value is 
the average of the (o - g) weighted by the specified 

Fig. s14. as in fig. s1, but for special sensor microwave 
imager (ssm/i)-derived wind speed data.

Fig. s15. as in fig. s1, but for european remote sensing 
satellite (ers) ocean surface wind data. 

Fig. s16. as in fig. s1, but for Quick scatterometer 
(Quikscat) wind data.

Fig. s17. Performance of hirs-2 channel 12, which 
peaks at ~ 500 hPa. (top) the uncorrected rms (o - g) 
(red), bias-corrected (o - g) rms and mean (blue), and 
bias-corrected (o - a) rms and mean (green), where o 
is obs, a is analysis, and g is guess. (bottom) total 0000 
utc counts (red) and accepted counts (green).

Fig. s18. as in fig. s17, but for msu channel 3, which 
peaks at ~ 300 hPa.
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Several preliminary experiments have been 
carried out to determine starting values and how 

long the training period should be. These 
experiments were run over the period 
from 2006110118 to 2007013018 using 
zeroed-out SATANG and BIASCR files. 
To simulate historical Microwave Sounder 
Unit (MSU) and High-Resolution Infrared 
Sounder Unit (HIRS)-2 channels 2–14, 
only Advanced Microwave Sounding Unit 
(AMSU)-A NOAA-15 channels 3, 5, 7, and 
9 and HIRS-3 NOAA-17 channels 2–14, 
respectively, were assimilated. [The Com-
munity Radiative Transfer Model (CRTM) 
Stratospheric Sounder Unit (SSU) cell pres-
sure correction noted in the “Use of the SSU 
in CFSR” section of Saha et al. (2010) was 
still in development while these tests were 
run.] The weight given to the new (o - g) 
during the spinup is increased to 0.033 from 
the value of 0.00833 normally applied in 
the cycling of the assimilation system. The 
preliminary experiments show that the 
predictor coefficients, except for the CLW 
term, can start from zero and spin up rap-
idly, usually within 1 month (not shown). 
The coefficients for the CLW evolve very 
slowly, as shown in Fig. S23; thus, the CLW 
coefficients from NOAA-15 are used as 
guess values of the training period for all 
the historical MSU channels.

Figures S24a–e show the global total 
bias (air mass plus scan angle) for the active 
channels of the AMSU-A NOAA-15 and 
HIRS-3 NOAA-17. In these figures, CNTL 

Table S2. list of experiments for the spinup of bias correction 
of historical satellites with their corresponding starting and 
ending times.

satellite starting date ending date

n6-1 1979070100 1979100100

television and infrared 
observation Satellite  

(tiroS)-n
1979010100 1979040100

NOAA-7 1981080100 1981120100

NOAA-8 1983050100 1983080100

NOAA-9 1985022500 1985060100

NOAA-6-2 1985101800 1986020100

NOAA-10 1986112600 1987030100

NOAA-11 1988110800 1989020100

NOAA-12 1991091600 1992010100

NOAA-14 1995010300 1995080100

NOAA-11-2, GOES-8,  
GOES-9

1997071500 1998010100

NOAA-15, GOES-10 1998091000 1999020100

AMSU-B NOAA-15 2000010600 2000040100

NOAA-16 2001012400 2001060100

GOES-12 2003040200 2003070100

GOES-11 2006062100 2006100100

Fig. s19. as in fig. s17, but for ssu channel 1, which 
peaks at ~ 15 hPa.

observation error inverse over the whole globe and 
the entire training period.

Fig. s20. as in fig. s17, but for hirs-3 channel 5, which 
peaks at ~ 500 hPa.
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is the operational GDAS total bias for these channels 
as a reference. Most of the channels (o - g) equilibrate 
within about 1 month, except for HIRS-3 NOAA-17 
channel 12, which took about 2.5 months. Therefore, 
the training length for all the historical satellites was 
chosen to be 3 months.

The next prerequisite to running the spinup 
experiments was to assemble a time series of active 
channels and sensors for all the historical satel-
lites, the SATINFO files, marked with periods of 
known outages and poor quality data. The starting 
point was a set of tables and scripts received, via 
the Joint Center for Satellite Data Assimilation 
(JCSDA) collaboration, from the Modern Era 
Retrospective-Analysis for Research and Applica-
tions (MERRA) reanalysis (see Bosilovich 2008). 
The tables and scripts were updated based upon 
the 40-yr European Centre for Medium-Range 
Weather Forecasts (ECMWF) Reanalysis (ERA-40) 
quality control list and the NCEP historical satel-
lite document (maintained by D. Keyser online at 
www.emc.ncep.noaa.gov/mmb/data_processing/
Satellite_historical_Documentation.htm).

Once a working set of SATINFO files were cre-
ated [and the historical set of SSU instruments 
were included in the CRTM, as noted in “Use of 
the SSU in the CFSR” of Saha et al. (2010)], a set of 
bias correction spinup experiments, listed in Table 
S2, was carried out by running the CFSR over the 
indicated 3-month periods when the satellite data 
first became available (see Fig. 4 of Saha et al. 2010). 
In two cases, NOAA-6 and -11 operated during 
two periods, so the bias correction spinup had to 
be done twice. Once each spinup experiment was 

Fig. s21. as in fig. s17, but for amsu-a channel 5, 
which peaks at ~ 500 hPa.

Fig. s22. as in fig. s17, but for atmospheric infrared 
sounder (airs) channel 215 (channel 92 in the 281 
channel subset), which peaks ~ 450 hPa.

Fig. s23. the cloud liquid water bias term for amsu-a 
NOAA-15 channel 3 varies with time during 2007042218–
2007052218. the red curve is initialized from zero and 
the blue curve represents the operational values used 
as a reference here.

complete, the postprocessing step was carried out 
on the (o - g) diagnostic files to create the initial 
SATANG files; it was then paired with the BIASCR 
f ile from the last cycle of the training period 
for use when the final CFSR assimilation began 
assimilating that particular instrument and sensor. 
Two features of this bias correction scheme should 
be noted. One is that the scan angle–dependent 
bias is the dominant part of the total bias, and the 
other is the predictor coefficients of the airmass 
bias usually responds to the atmospheric state very 
quickly, usually within 1 or 2 days.
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Fig. s24(a). the global total bias for hirs-3 NOAA-17 channels 2–5, which varies with time during 
2006110118–2007013018. the blue curve is the experiment values and the red curve is the operational 
values used as a reference.

the data access. To address a growing 
need for remote access to high-volume numeri-
cal weather prediction and global climate models 
and data, NOAA’s National Climatic Data Center 
(NCDC), along with NCEP and the Geophysical 
Fluid Dynamics Laboratory (GFDL), initiated the 
NOAA Operational Model Archive and Distribution 
System (NOMADS; Rutledge et al. 2006) project. The 
NOMADS framework was developed to facilitate 
climate model and observational data intercompari-
son capabilities as discussed in documents such as 
the work of the Intergovernmental Panel on Climate 
Change (Houghton et al. 2001), and advances a direct 
recommendation by the National Academies of Sci-

ence, Board on Atmospheric Sciences and Climate 
(BASC) to improve multimodel ensemble diagnostics 
capabilities (National Research Council 2007).

Of the 380-TB CFSR total output (estimated at 
the time of this writing), approximately 10 TB are 
considered to be the “tier 1” or “high-priority” data. 
These data were determined by several require-
ments workshops conducted by NCEP and at an 
NCDC-hosted Reanalysis Town Hall Workshop at 
the January 2008 Annual Meeting of the American 
Meteorological Society (AMS). At the AMS meeting, 
NCDC obtained feedback on user requirements for 
this massive dataset. An outcome of that workshop 
culminated in the generation of a user Web page, 
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soliciting additional user requirements. The NOAA 
Reanalysis Community Web Forum and can be 
accessed online (available at http://nomads.ncdc.
noaa.gov/noaareanalysis/cfsrr).

The primary NOAA access point for CFSR is 
NCDC NOMADS (online at http://nomads.ncdc.
noaa.gov/data.php?name=access#cfsr). NOMADS 
data access to CFSR is facilitated by file and variable-
type organization most requested by users based on 
previous reanalysis outputs. The Tier 1 data include 
a suite of variables aggregated in a long time series, 
and a suite of monthly mean variables. The monthly 
mean and time series data are available as separate 
files by variable type, month, and year for the period 
of record to facilitate user access. A separate dataset 
of monthly mean data have been aggregated for access 

as individual files of a specific type so users can make 
a single request for the entire period of record of in-
dividual variables (e.g., 31 years of 500-hPa heights). 
These “long time series” datasets will greatly reduce 
processing time on the NCDC NOMADS while also 
providing improved user access response times.

To facilitate user access, the National Center for 
Atmospheric Research (NCAR) has agreed to act 
as a mirror site to the NCDC’s NOMADS access 
point and is scheduled to provide access to CFSR. 
(The NCAR access point is http://dss.ucar.edu/pub/
cfsr.html). Given the massive volume of these data, 
users are cautioned that extremely high-volume 
data requests may be throttled at NCDC based on 
the size of the individual request and the number of 
concurrent users.

Fig. s24(b). as in fig. s24(a), but for hirs-3 NOAA-17 channels 6–9.
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Fig. s24(c). as in fig. s24(a), but for hirs-3 NOAA-17 channels 10–13.
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Fig. s24(d). as in fig. 24(a), except for hirs-3 NOAA-17 channels 14 and 15.

Fig. s24(e). as in fig. s24(a), but for amsu-a NOAA-15 channels 3, 5, 7, and 9.
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Fig. s25. the vertical structure of model levels as a zonal cross section across the rockies at 40°n. (left) 
nceP/ncar reanalysis global reanalysis 1 (r1; 28 sigma layers) and (right) cfsr (64 sigma–pressure hybrid 
layers). Plotted (top) as a linear function of pressure to emphasize resolution in the troposphere and (bottom) 
in log(pressure) to emphasize the stratosphere.
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Table Sa1. monthly means (0000, 0600, 1200, and 1800 utc, and daily 
averages analysis with 0–6-h forecast).

file grid description mb/month

FlXF t382 Surface, radiative fluxes, etc. 3,500

FlXl t62 105

pGBh 1/2° 3D pressure level data 11,200

pGBl 2.5° 480

oCnh 1/2° 3D ocean data 2,100

oCnF 1° 570

DiaBF 1° Diabatic heating, etc. 2,400

DiaBl 2.5° 525

ipVh 1/2° 3D isentropic level data 2,200

ipVl 2.5° 100

eGyh 1/2° energetics, u´v ,́ tKe, etc. 7,100

eGyl 2.5° 280

aPPendix: the data descriPtion 
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Table Sa2. hourly time series from flx files (32 parameters): low-resolution 
(t62 gaussian) and high-resolution (t382 gaussian).

file description
low/high resolution 

(mb month-1)

DlWSFC Downward lW at the surface 40/605 

DSWSFC Downward SW at the surface 26/360

GFluX Ground heat flux 7/168

iCeCon ice concentration 5/56

iCethK ice thickness 5/103

lhtFl latent heat flux 12/215

prate precipitation rate 12/208

preSSFC Surface pressure 18/295

pWat precipitable water 14/190

Q2m 2-m specific humidity 21/444

runoFF Ground runoff 9/159

ShtFl Sensible heat flux 12/208

SnohF Snow phase-change heat flux 3/77

Soilm1 Soil moisture level 1 8/230

Soilm2 Soil moisture level 2 8/230

Soilm3 Soil moisture level 3 8/230

Soilm4 Soil moisture level 4 8/230

Soilt1 Soil temperature level 1 11/284

SWe Snow-water equivalent 12/81

tmaX maximum 2-m air temperature 11/171

tmin minimum 2-m air temperature 11/171

tmp2m 2-m air temperature 24/473

tmphy1 temperature at hybrid level 1 26/470

tmpSFC Surface temperature 24/477

u10m U at 10 m 36/633

V10m V at 10 m (uV combined)

uFlX U stress 29/491

VFlX V stress (uV combined)

ulWSFC upward lW at the surface 10/153

ulWtoa upward lW at the top 12/187

uSWSFC upward SW at the surface 7/101

uSWtoa upward SW at the top 9/154
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Table Sa3. hourly time series from Pgb files (27 parameters): low-resolution 
(2.5°) and high resolution (0.5°).

file description
low/high resolution 

(mb month–1)

Chi200 Velocity potential at 200 hpa 7/73

Chi850 Velocity potential at 200 hpa 7/73

prmSl mean sea level pressure 18/230

pSi200 Streamfunction at 200 hpa 9/82

pSi850 Streamfunction at 850 hpa 9/88

Q500 Specific humidity at 500 hpa 11/202

Q700 Specific humidity at 700 hpa 8/150

Q850 Specific humidity at 850 hpa 8/157

Q925 Specific humidity at 925 hpa 9/153

t1000 temperature at 1000 hpa 5/85

t2 temperature at 2 hpa 5/51 

t200 temperature at 200 hpa 5/61

t50 temperature at 50 hpa 5/52

t500 temperature at 500 hpa 5/68

t700 temperature at 700 hpa 5/79

t850 temperature at 850 hpa 5/86

VVel500 Vertical velocity at 500 hpa 12/306

WnD200 U and V wind at 200 hpa 15/202

WnD500 U and V wind at 500 hpa 20/360

WnD700 U and V wind at 700 hpa 20/393

WnD850 U and V wind at 850 hpa 20/400

WnD1000 U and V wind at 1000 hpa 20/384

Z200 Geopotential at 200 hpa 13/161

Z500 Geopotential at 500 hpa 13/175

Z700 Geopotential at 700 hpa 16/200

Z850 Geopotential at 850 hpa 17/206

Z1000 Geopotential at 1000 hpa 18/221
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Table Sa5. hourly time series from iPv files (three parameters): low 
resolution (2.5°) and high resolution (0.5°).

file description
low/high resolution 

(mb month-1)

ipV450 potential vorticity at 450-K isentropic 11/140

ipV550 potential vorticity at 550-K isentropic 11/140

ipV650 potential vorticity at 650-K isentropic 11/140

Table Sa4. hourly time series from ocn files (13 parameters): low resolution 
(1°) and high resolution (0.5°).

file description
low/high resolution 

(mb month-1)

oCnDt20C Depth of 20°C isotherm 15/50

oCnheat ocean heat content 55/155

oCnmlD ocean mixed layer depth 27/95

oCnSal5
ocean salinity  
at depth of 5 m

23/75

oCnSal15
ocean salinity  

at depth of 15 m
23/75

oCnSlh Sea level height 34/118

oCnSSt
ocean potential temperature 

at depth of 5 m
34/118

oCnt15
ocean potential temperature 

at depth of 15 m
34/118

oCnu5
ocean zonal current  

at depth of 5 m
36/130

oCnV5
ocean meridional current  

at depth of 5 m
36/130

oCnu15
ocean zonal current  

at depth of 15 m
36/130

oCnV15
ocean meridional current  

at depth of 15 m
36/130

oCnVV55
ocean vertical velocity  

at depth of 55 m
72/212
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Table Sa6. six-hourly output archives.

type description output files Per file mb

FlXF
104 records, sfc, 
radiative flux vars

f00–f06, f09 30 

pGBh
628 records,  

pressure level vars
anl, f00–f06, f09 90

oCnh
222 records,  

ocean variables
f01–f06, f09 35

DiaBF
926 records,  

diabatic heating, etc.
f00–f06, f09 26

ipVh
130 records,  

isentropic level
anl, f00–f06, f09 17 

Table Sa7. initial conditions archive; low- and high-resolution approximate 
file size.

file description
low/high  

resolution (mb)

SiGanl 3D hybrid analysis (binary) 230/25

SiGF00 3D hybrid one time-step forecast (binary) 230/25

SiGF06 3D hybrid 6-h forecast (binary) 230/25 

SFCanl Surface analysis (binary) 120/13

SiGF00 Surface one time-step forecast (binary) 120/13

SiGF06 Surface 6-h forecast (binary) 120/13

oCnanl ocean analysis (binary)
1250 (high- 

resolution only)
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