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Abstract

Since its introduction in 1978, the Battjes and Janssen model has proven to be a popular framework for estimating the cross-

shore root-mean-square wave height Hrms transformation of random breaking waves in shallow water. Previous model tests

have shown that wave heights in the bar trough of single bar systems and in the inner troughs of multiple bar systems are

overpredicted by up to 60% when standard settings for the free model parameter c (a wave height-to-depth ratio) are used. In

this paper, a new functional form for c is derived empirically by an inverse modelling of c from a high-resolution (in the cross-

shore) 300-h Hrms data set collected at Duck, NC, USA. We find that, in contrast to the standard setting, c is not cross-shore

constant, but depends systematically on the product of the local wavenumber k and water depth h. Model verification with other

data at Duck, and data collected at Egmond and Terschelling (Netherlands), spanning a total of about 1600 h, shows that cross-

shore Hrms profiles modelled with the locally varying c are indeed in better agreement with measurements than model

predictions using the cross-shore constant c. In particular, model accuracy in inner bar troughs increases by up to 80%.

Additional verifications with data collected on planar laboratory beaches show the new functional form of c to be applicable to

non-barred beaches as well. Our optimum c cannot be compared directly to field and laboratory measurements of height-to-

depth ratios and we do not know of a physical mechanism why c should depend positively on kh.
D 2003 Elsevier Science B.V. All rights reserved.
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1. Introduction wave energy balance, transforming a single represen-
In 1978, Battjes and Janssen presented a nowadays

commonly applied model to estimate the cross-shore

transformation of random breaking waves in shallow

water. The model is a parametric model based on the
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tative wave height (the root-mean-square wave height,

Hrms) with a constant period (the peak period Tp) and

a representative wave angle (the peak or (energy-

weighted) mean direction h̄) through the surf zone.

The breaking-induced dissipation is computed as the

product of energy dissipation S in a single breaking

wave and the probability of occurrence of breaking Q,

where Battjes and Janssen (1978) described S on the

basis of a bore-type dissipation model and adopted a

clipped-Rayleigh probability density function (pdf) to

estimate Q. The only free model parameter, c, indi-
s reserved.



B.G. Ruessink et al. / Coastal Engineering 48 (2003) 139–149140
cates a breaker height-to-depth ratio. Using mainly

small-scale laboratory data, Battjes and Stive (1985)

determined that c, assumed to be cross-shore constant,

depends weakly on the deep-water wave steepness sd
as

c ¼ 0:5þ 0:4tanhð33sdÞ: ð1Þ

Although Hrms predictions using Eq. (1) (henceforth c
predicted with Eq. (1) will be denoted as cBS85) are
generally in good agreement with observations on

planar (i.e., constant slope) beaches, model–data

agreement for single-bar systems or for the innermost

bar in multiple bar systems is usually less fair (e.g.,

Rivero et al., 1994; Southgate, 1995; Ruessink et al.,

2001). Ruessink et al. (2001), for instance, found

systematic Hrms overpredictions of up to 60% in the

inner bar trough of the double-barred beach at Egmond

aan Zee (Netherlands), but far better model–data

agreement (without systematic overpredictions) in

the outer bar trough. We realize that predictions of

wave heights are generally good (even in multiple

barred situations) in comparison with predictions of Q,

radiation-stress related quantities (such as alongshore

currents and undertow), and sediment transport (and

thus morphological change). However, wave height

predictions are usually the first step in morphodynamic

process-based modelling, and errors in these predic-

tions feed in directly to most subsequent computations.

From this viewpoint, we feel that an improvement in

wave height predictions on barred beaches is war-

ranted.

Various attempts to improve Hrms predictions on

non-planar beaches have been presented in the liter-

ature. One such attempt is the replacement of the

clipped-Rayleigh distribution by a Rayleigh or Wei-

bull distribution (e.g., Gerritsen, 1980; Roelvink,

1993; Baldock et al., 1998), as natural wave height

distributions do not conform to a truncated distribu-

tion. However, the cross-shore evolution of Hrms in

the surf zone is generally found to be rather insensi-

tive to the choice of a particular distribution (Roel-

vink, 1993; Baldock et al., 1998). Only on steep

slopes (>1:10) Hrms predictions based on the Ray-

leigh distribution (using cBS85) may outperform those

based on the clipped-Rayleigh distribution (Baldock

et al., 1998). A physics-based attempt has been to

implement breaking-wave persistence in the Q for-

mulation (Southgate and Wallace, 1994). These
authors separated Q in a fraction of newly breaking

waves and a fraction of breaking waves that persisted

from seaward locations. The main purpose was to

improve predictions of Q rather than wave heights.

Another possible explanation for lower observed than

modelled wave heights landward of bars is that it is a

feature of the data analysis procedure. When surface

elevation data is analysed spectrally, it is usual to

truncate the analysed frequency range to exclude low

frequencies. However, it is well known that the wave

breaking process commonly involves transfer of

energy from primary to low frequencies resulting in

the generation of infragravity waves. This transfer of

energy is not normally included in surf zone models

(except when the main purpose is to model the

generation of infragravity waves), so the modelled

wave heights will tend to be larger than those

measured in the field. However, this transfer of

energy to low frequencies is a relatively small effect

and would generally not be large enough to explain

the observed discrepancies between measured and

modelled wave heights landward of bars. In addition,

this transfer of energy also occurs on planar beaches

for which cBS85 generally results in accurate Hrms

predictions.

In this paper, we propose an empirical improve-

ment to Battjes and Janssen (1978)-based cross-shore

wave height modelling by implementing a new func-

tional form for c (i.e., other than Eq. (1)). The inverse

modelling of the wave energy balance from detailed

Hrms observations across a subtidal bar at Duck, NC,

USA shows (Section 3) that c is not a cross-shore

constant but depends systematically on kh, where k is

the local wave number. Verification against data from

Egmond and Terschelling (Netherlands) subsequently

shows that inner-trough Hrms predictions indeed

improve and that outer-bar Hrms predications are

about the same as those based on cBS85 (Section 4).

Additional verifications against laboratory wave data

show the new empirical form for c to be applicable to

planar beaches as well (Section 5).
2. Model formulation

The applied model, a parametric model based on the

wave energy balance, is the Battjes and Janssen (1978)

wave transformation model in which, as proposed by
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Baldock et al. (1998), the clipped-Rayleigh distribution

is replaced by a Rayleigh distribution. For shore

parallel depth contours, the energy balance reads

d

dx

1

8
qgH2

rmscgcosh̄

� �
¼ �D; ð2Þ

where x is the cross-shore coordinate, positive onshore,

q is the water density, g is the gravitational acceleration
Fig. 1. Cross-shore distribution of (a) root-mean-square wave

height Hrms (measured, circles; cubic spline, solid line), and

inversely modelled (b) breaking-induced dissipation D, (c)

maximum wave height Hb, and (d) breaking parameter c, on

September 22, 1994, 06:00 EST. (e) Depth relative to mean sea

level on September 21, 1994 and instrument locations. The dotted

line in (b) is the threshold D = 15 N/ms below which c estimates

were not retained. The dotted line in (d) is cBS85. Distance is

relative to the offshore sensor in 8-m depth.

Fig. 2. Average (circles) and standard deviation (vertical bars) of c
versus kh based on all estimates with D>15 N/ms. The solid line is

the least squares linear fit, Eq. (5).
and cg is the group velocity evaluated at the represen-

tative wave period. Following Baldock et al. (1998), D

is

D ¼ a
4

1

Tp
qgexp � Hb

Hrms

� �2
" #

ðH2
b þ H2

rmsÞ; ð3Þ

in which a is a proportionality constant of order one and
Hb is the breaker height, given by Battjes and Janssen

(1978)

Hb ¼
0:88

k
tanh

c
0:88

kh
� �

: ð4Þ

Here, k is the wave number of the representative period,

h is the water depth ( = d + f, where d is depth and f is
(tidal) water level with respect to mean sea level). Note

that in the limit for deep water (kh!l), Eq. (4)

reduces to Hb = 0.88/k, implying steepness-limited

breaking, whereas in shallow (kh! 0), Eq. (4) reduces
Table 1

Offshore wave conditions for Hrms verification data sets

Site Hrms (m) Tp (s) h̄ (deg) N

Duck 0.29–2.19 4.5–7.0 � 30 to 50 270

Egmond 0.46–3.90 4.8–10.5 � 45 to 45 508

Terschelling 0.12–1.83 3.0–12.8 � 30 to 30 816

N: number of observations.



Fig. 3. Depth relative to mean sea level versus cross-shore distance and instrument locations at (a) Egmond on 19 October 1998 and (b)

Terschelling in April 1994. Distance is relative to the location of the offshore sensor.
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to Hb = ch, corresponding to depth-limited breaking.

Baldock et al. (1998) used cBS85 as standard setting for
c. The wave model is solved here on a fourth-order

Runge–Kutta scheme with adaptive step size control
Fig. 4. Measured (symbols) and modelled (lines) Hrms from offshore (D1

Time = 0 corresponds to October 3, 1994, 12:00 EST.
using the observed bathymetry, and offshore values of

Hrms, Tp, h̄ and f. Linear wave theory is used to

calculate cg and k, and Snell’s law is used to determine

h̄ (x).
) to onshore (D10) versus time at Duck. For locations see Fig. 1e.



B.G. Ruessink et al. / Coastal Engineering 48 (2003) 139–149 143
3. Calibration

The calibration of the wave model is approached

through an inverse modelling of Eqs. (2), (3) and (4) to

yield the cross-shore distribution of c. The basis of the
inverse modelling is a spectrally derived Hrms data set

collected during the Duck94 experiment at the U.S.

Army Corps of Engineers Field Research Facility

(FRF) (see, for example, Elgar et al., 1997; Gallagher

et al., 1998; Feddersen et al. 1998). The data was

obtained at up to 12 cross-shore positions, extending

from the shore line across a subtidal bar to 4.5-m depth

(Fig. 1). From the available data, an about 570-h

portion (September 20, 1994–October 14, 1994)

which spanned a wide range of conditions was selected,
Fig. 5. Measured (symbols) and modelled (lines) Hrms from offshore (E1)

Time = 0 corresponds to October 15, 1998, 09:00 MET.
including both high-energy sea waves and low-energy

swell, and for which depth profiles, surveyed with an

amphibious vehicle, were regularly available. The first

300-h part (September 20, 1994–October 3, 1994) is

used for calibration purposes; the remaining data is

used for verification of the calibrated wave model.

Offshore Hrms and Tp during the calibration part of

the Duck94 campaign, estimated in 8-m water depth

from a two-dimensional array of 15 bottom-mounted

pressure sensors (Long, 1996), ranged from 0.12 to

1.98 m and 4.1 to 9.8 s, respectively. All Hrms at Duck,

as well as all Hrms used later on in this paper, are based

on spectral analysis rather than wave counting analysis.

Through each cross-shore transect of Hrms, a cubic

spline was fitted to yield a smooth curve of Hrms
to onshore (E6) versus time at Egmond. For locations, see Fig. 3a.
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transformation at a 1-m grid (e.g., Fig. 1a). Spline

parts between the two most offshore (D1 and D2) and

onshore (D11 and D12) sensors were not retained as

the fitted Hrms transformations were often non-real-

istic. For each grid point, cg and h̄were subsequently

estimated using the offshore Tp, h̄ and f, resulting in

an estimate of the cross-shore evolution of the wave

energy flux, (1/8)qgcgHrms
2cosh̄. The cross-shore gra-

dient of the wave energy flux equals the dissipation

due to breaking D (Eq. (2), Fig. 1b). From D, the

cross-shore evolution of Hb (Eq. (3), Fig. 1c) and

subsequently, c (Eq. (4), Fig. 1d) were computed, for

which a non-linear fitting technique based on the

Gauss–Newton method was adopted. To avoid spu-
Fig. 6. Measured (symbols) and modelled (lines) Hrms from offshore (T1) to

Time = 0 corresponds to May 25, 1994, 09:00 MET.
rious results, c values based on D < 15 N/ms were

discarded from further analysis. In total the selected

calibration data resulted in about 5500 reliable c
estimates.

It is apparent from Fig. 1 that a cross-shore varying c
is needed to obtain accurate Hrms predictions. An

attempt was made to relate c to the local bed slope b
(Sallenger and Holman, 1985; Thornton and Guza,

1986), b/(kh) (Raubenheimer et al., 1996; Sénéchal et

al., 2001), b/(Hrms/L) (Van Rijn and Wijnberg, 1996),

and also to kh and Hrms/L separately, where L= 2p/k
and b was estimated from the observed depth profiles

as the difference in vertical elevation over a distance L.

The strongest correlation is the increase in c with
onshore (T4) versus time at Terschelling. For locations, see Fig. 3b.



Table 2

Root-mean-square wave height error statistics

r2 erms (m) m BSS

Duck

D1 0.98 0.05 1.02 0.05

D2 0.98 0.04 1.01 0.49

D3 0.97 0.04 1.01 0.54

D4 no data

D5 0.92 0.05 1.01 � 0.19

D6 0.94 0.04 1.03 0.61

D7 0.96 0.06 1.07 0.63

D8 0.94 0.05 1.06 0.63

D9 0.95 0.03 1.00 0.74

D10 0.96 0.04 1.04 0.72

D11 0.95 0.05 1.07 0.65

D12 0.87 0.04 1.01 0.68
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increasing kh (Fig. 2), with the least-squares linear fit

given by

c ¼ 0:76khþ 0:29; ð5Þ

(correlation coefficient r = 0.97 for the kh range of

c 0.25–0.75). Only a weak dependence of c on b, b/
(kh), and b/(Hrms/L) was observed (ArAV 0.21).

Henceforth, we will denote c estimated with Eq. (5)

as cvar. In shallow water, Eq. (5) corresponds to

cvarf h0.5.

At this point, it is illustrative to discuss on which

part of the cross-shore profile Hrms prediction will be

affected most by the implementation of cvar in Eq. (4).

In ‘deep’ water, cvar will be somewhat larger than

cBS85, resulting, however, in comparable Hrms predic-

tions. In some depths, cvar and cBS85 will be equal.

This depth, denoted hc, increases with increasing

offshore Hrms and Tp. In depths shallower than hc,

cvar will be less than cBS85 and, as a consequence,

Hrms decay with cross-shore distance will be larger.

When, in multiple bar systems, hc is found near the

inner bar, Hrms predictions on outer bars are largely

independent on whether cvar or cBS85 is used, but

across the inner trough Hrms based on cvar will be less
than Hrms based on cBS85. This change in the cross-

shore evolution of Hrms is qualitatively consistent

with the observations (Section 1) that Hrms predictions

in especially inner bar troughs need to be improved.
Egmond

E1 0.91 0.16 1.02 � 0.11

E2 0.92 0.09 0.98 � 0.03

E3 0.92 0.11 0.96 � 0.25

E4 0.93 0.12 0.95 � 0.01

E5 0.93 0.08 0.98 0.63

E6 0.92 0.07 1.03 0.77

Terschelling

T1 0.98 0.05 1.00 0.07

T2 0.95 0.08 1.05 0.01

T3 0.95 0.09 1.08 � 0.05

T4 0.92 0.06 0.98 0.03

T5 0.95 0.09 1.12 0.09

erms is the root-mean-square error between modelled and observed

Hrms, r
2 and m are the correlation coefficient squared and the slope

of the best-fit linear lines (forced through the origin) between

modelled and observed Hrms. BSS is Brier Skill Score.

A value of m>1 corresponds to model overprediction of observed

Hrms. Values at Duck exclude results for hours 40–160 during

which waves did not break across the instrument array (see Fig. 4).
4. Field verification

The wave model with cvar implemented in Eq. (4)

was verified against three extensive Hrms data sets,

collected at (1) the single-barred beach at Duck, (2)

the double-barred beach at Egmond, Netherlands, and

(3) the triple-barred beach at Terschelling, Nether-

lands. An overview of offshore wave conditions is

presented in Table 1. Cross-shore profiles with instru-

mented locations at Egmond and Terschelling are

shown in Fig. 3. Values of hc indicate that the effect

of cvar on Hrms predictions will be most pronounced

on and shoreward of the bar at Duck (hcf 2–5 m)

and on the inner bar and trough at Egmond (hcf 2–

10 m, but mostly < 5 m). In contrast, no effect on

Hrms predictions at Terschelling is anticipated (hc < 3
m). The error reduction by the implementation of cvar
is quantified with the Brier Skill Score BSS (Murphy

and Epstein, 1989)

BSS ¼ 1� MSEðHrms with cvar; observed HrmsÞ
MSEðHrms with cBS85; observed HrmsÞ

;

ð6Þ

where MSE is the mean-square error, in general terms

defined as MSE(x,y) = h(x� y)2i with the angle brack-

ets representing a time average. BSS is positive

(negative) when the model accuracy using cvar is



Fig. 7. Modelled (a)– (c) breaker parameter c and (d)– (f) root-mean-square wave height Hrms versus cross-shore distance at Duck. Solid

(dotted) lines are model results with cvar (cBS85). Dots in (d)– (f) are measured Hrms. Columns from left to right: low tide (t = 236 h), mid tide

(t = 234 h), high tide (t= 229 h). The bar crest is located at x= 630 m.
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greater (less) than the accuracy using cBS85. BSS

multiplied by 100 is a measure of percentage improve-

ment in accuracy. Details on data acquisition and

processing are given in Ruessink et al. (2001) for

Egmond and in Ruessink et al. (1998) and Houwman

(2000) for Terschelling.

The wave model with cvar yields accurate Hrms

predictions across the entire profile (Figs. 4–6) with
Fig. 8. Modelled (a)– (c) breaker parameter c and (d)– (f) root-mean-squa

(dotted) lines are model results with cvar (cBS85). Dots in (d)– (f) are meas

(t = 52 h), high tide (t = 56 h), see also Fig. 6 in Ruessink et al. (2001).

respectively.
skill r2z 0.87 at all sensors (Table 2). Observed and

predicted Hrms show the transition from Hrms that are

closely related to offshore Hrms to tidally modulated

Hrms at the shoreward sensors (Figs. 4–6). Root-

mean-square errors erms for individual sensors vary

from 0.03 to 0.16 m (Table 2), with differences

between the site being related to the different ener-

getic conditions. Average erms are 0.05, 0.10 and 0.07
re wave height Hrms versus cross-shore distance at Egmond. Solid

ured Hrms. Columns from left to right: low tide (t = 76 h), mid tide

The outer and inner bar crests are located at x= 4540 and 4800 m,
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m for Duck, Egmond and Terschelling, respectively.

Slopes m of best-fit linear lines (forced through the

origin) between observed and predicted Hrms are

close to 1 at all sensors (Table 2). BSS values imply

a 50–80% improvement in accuracy (Table 2) in the

bar trough at Duck (D7–D10) and inner bar-trough at

Egmond (E5–E6), where prediction errors using cBS85
were largest (Ruessink et al., 2001). As expected from

the aforementioned hc values, cvar and cBS85 result in
the same predictive skill (i.e., BSSc 0) at the outer

bar at Egmond (E1) and at all Terschelling sensors

(Table 2). We cannot, however, assign much signifi-

cance to the Duck results since data for these results

are from the same site as the data for the c calibra-

tion. Although different data sets from Duck were

used for calibration and verification, we would expect

a much stronger correlation between the two Duck

data sets than between one Duck data set and a data

set from another site. The evidence in favour of cvar
therefore comes mainly from the Egmond and Tersch-

elling data. Examples of the predicted cross-shore

distribution of c and Hrms at low, mid and high tide

are shown in Figs. 7 and 8 for Duck and Egmond,

respectively.
5. Discussion

In this paper, a new functional form for the break-

ing-wave parameter c in Battjes and Janssen (1978)-

type parametric wave transformations models was

derived empirically through an inverse modelling of
Table 3

Laboratory experiments and Hrms error statistics

No. Source Code Hrms (m) T

1 Battjes and Janssen (1978) BJ2 0.144 1

2 Battjes and Janssen (1978) BJ3 0.121 2

3 Battjes and Janssen (1978) BJ4 0.142 2

4 Thompson and Vincent (1984) – 0.044 2

5 Thompson and Vincent (1984) – 0.056 1

6 Stive (1985) MS10 0.142 2

7 Stive (1985) MS40 0.135 1

8 Baldock and Huntley (2002) J1033C 0.048 1

9 Baldock and Huntley (2002) J6033A 0.100 1

10 Baldock and Huntley (2002) J6033B 0.075 1

11 Baldock and Huntley (2002) J6033C 0.050 1

N= number of cross-shore measurement points, not including the offshore
a high-resolution (in the cross-shore) Hrms data set

collected across a subtidal bar at Duck, NC. This new

form, a local dependence of c on kh (Fig. 2, Eq. (5)),

results in Hrms predictions that are in better agreement

with measured Hrms than predictions based on the

commonly applied parameterization of Battjes and

Stive (1985). Particularly, the predicted stronger Hrms

decay across inner bars causes an up to 80% improve-

ment in model accuracy in inner bar troughs.

Although our work was motivated by the need to

improve Hrms predictions in the inner bar-trough zone,

we would obviously like to see that cvar does not

deteriorate Hrms predictions in cases for which cBS85
does show good predictive skill, most notably, on

planar beaches. To this end, the wave model was

additionally run for 11 small-scale, plane-sloping labo-

ratory tests (Table 3, note that Battjes and Stive (1985)

used tests 1, 2, 3, 6 and 7 to derive cBS85). As can be

deduced from Fig. 9 and from the error statistics

computed for each test using observed and predicted

Hrms at all measurement points (Table 3), cvar results in
about the same or slightly improved Hrms predictions

(in most cases, BSS>0), implying that cvar, although
derived from data collected on a barred beach, is also

applicable to planar beaches.

The trend in cvar variation with kh and the absence

of a b dependence of cvar contrasts with field

observations of the height-to-depth ratio (Rauben-

heimer et al., 1996; Sénéchal et al., 2001) and model

computations based on the one-dimensional depth-

averaged non-linear shallow water equations (Rau-

benheimer et al., 1996). These studies find a positive
p (s) N b r2 erms (m) m BSS

.84 6 1:20 0.99 0.0038 0.99 0.52

.48 8 1:20 0.99 0.0028 1.01 0.80

.16 8 1:20 0.99 0.0028 0.99 0.85

.50 9 1:30 0.98 0.0023 1.02 0.63

.25 9 1:30 0.94 0.0028 1.02 0.18

.93 22 1:40 0.57 0.0206 0.92 � 0.36

.58 24 1:40 0.97 0.0086 0.97 � 0.21

.00 35 1:10 0.99 0.0016 1.02 0.31

.67 35 1:10 0.97 0.0046 1.02 0.51

.67 35 1:10 0.94 0.0042 1.02 0.37

.67 35 1:10 0.70 0.0035 1.02 0.24

boundary.



Fig. 9. Modelled (solid line: cvar; dotted line: cBS85) and measured (symbols) Hrms versus cross-shore distance for the 11 planar-beach laboratory

cases listed in Table 3.
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linear dependence of c on b/(kh), although the slope

and intercept of the best-fit linear line differ consid-

erably between Raubenheimer et al. (1996) and

Sénéchal et al. (2001). It is stressed that, although

both parameters are referred to as c and are height-to-

depth ratios, they are not the same. In the Battjes and

Janssen (1978) model c is related to the maximum

wave height Hb and is prescribed empirically,

whereas in the field or in Raubenheimer et al.’s

model c is defined as Hrms/h based on physical

arguments. In addition, a constant a value was

applied in Eq. (3); as already suggested by Battjes

and Stive (1985), deviations from this constant value

are accounted for empirically in c. Thus, our cvar
cannot be compared directly to observed height-to-

depth ratios and is best interpreted as the optimum

setting of the free model parameter c. We do not

know of any physical mechanism why cvar should
have a positive dependence on local kh and should

lack a dependence on b.
6. Conclusions

Our inverse modelling results show that that the free

model parameter c in the Battjes and Janssen (1978)

wave model is a locally varying parameter that

increases linearly with the product of the local wave-

number and waterdepth kh (i.e., Eq. (5)). This contrasts

with the present-day implemented functional form of a

cross-shore constant c depending weakly on the off-

shore wave steepness (Battjes and Stive, 1985). Imple-

mentation of the locally varying c improves Hrms

predictions by up to 80%, particularly across inner

bar-troughs, where errors using the cross-shore con-

stant c are largest. The proposed new functional form of
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c also results in accurate Hrms predictions on planar

beaches.
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