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ABSTRACT

Modern operational methods of numerical weather prediction, such as “ensemble forecasting,” allow
assessments of state-dependent predictability to be made. This means that forecast-specific estimates of the
forecast standard errors are possible. Quantitative estimates of forecast uncertainty are often not commu-
nicated to the public as it is unclear what the value of this information will be to people who must make
weather-dependent decisions. Using laboratory-based methods developed by experimental economists to
study individual choice it is found that nonspecialists are able to make better decisions that increase their
expected reward while reducing their exposure to risk, when provided with information about the day-to-
day uncertainty associated with temperature forecasts. The experimental framework used herein may
provide a useful tool for evaluating the effectiveness with which weather forecasts can be communicated to

end users.

1. Introduction

Among the general public, weather forecasts are
probably the most visible and commonly used type of
scientific prediction. Since the 1990s, there has been a
substantial research effort in meteorology to estimate
the uncertainty associated with weather forecasts on a
day-to-day basis. “Ensemble forecasting,” in which
multiple simulations of the atmosphere are made to
reflect uncertainty, has become a standard tool of op-
erational weather forecasting. This type of forecast can
provide quantitative information about the impact of
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uncertainty in both the current state of the atmosphere
and the accuracy of the simulation models themselves
(Molteni et al. 1996; Houtekamer et al. 1996; Toth and
Kalnay 1997; Stensrud et al. 1999; Palmer 2000). The
potential value of this extra information to users has
been demonstrated in many contexts (AMS 2002;
Palmer 2002; Zhu et al. 2002). Despite this, most of the
forecasts disseminated by the mainstream media, in-
cluding those on the World Wide Web, provide little
information about uncertainty, with the exception of
probabilities of precipitation and a handful of other
weather phenomena. One reason for this is that it is not
clear whether the general public would be able to make
effective use of uncertainty information. Here we pro-
vide experimental evidence that nonspecialists can
make better decisions when provided with quantitative
information about forecast uncertainty.
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Claims that including uncertainty information in
weather forecasts enhances the value of the forecasts
are often based on normative or prescriptive decision-
making studies, where a critical assumption is that fore-
cast users will make optimal decisions (Richardson
2001; Mylne 2002). The question of how people actually
interpret and use forecast information has been ad-
dressed using surveys (Murphy and Winkler 1971; Mur-
phy et al. 1980; Wong and Yan 2002) and descriptive
case studies (Stewart 1997) that, while valuable, often
lack controls and repeatability.

To assess how people will actually use uncertainty
information, we adopted a laboratory approach devel-
oped by experimental economists that makes use of
financial incentives to motivate participants (Davis and
Holt 1992). Laboratory experiments using financial in-
centives have been used to investigate decision-making
problems in economics (e.g., Kagel and Roth 1995) as
well as psychology (e.g., Suleiman et al. 2004), business
(e.g., see the special issue of Interfaces, 2002, vol. 32, no.
5), and anthropology (e.g., Wedekind and Milinski
2000). Laboratory experiments have aided in the design
of institutions including the Federal Communications
Commission’s spectrum auctions and the American
Medical Association’s Resident Matching Program
(Roth 2002). While many of the problems studied in the
research cited above do not directly or exclusively in-
volve financial goals, financial incentives are used in the
laboratory to induce a preference structure so that we
might then study how the decision maker pursues his or
her preferences over the problem (as opposed to study-
ing what the preferences might be). Laboratory studies
often use college students as a first step in a research
program. If students solve the problem at hand well, it
increases confidence that the general population can do
so; at the very least, it shows that there are circum-
stances under which people can solve the problem. If
students do poorly, the data may provide insight into
the difficulty. Either way, the initial experiments pro-
vide the baseline for follow-up studies that either pur-
sue elaborations of the problem or check robustness
with regard to issues such as the population sampled
(e.g., Cooper et al. 1999).

Our approach provides a complement to, and a
bridge connecting, existing prescriptive and descriptive
research. The basic model of economic agents is that,
all other things being equal, they prefer more money to
less, and less risk to more (risk aversion) (Arrow 1971).
We therefore sought to test the hypothesis that people
can use information about forecast uncertainty to make
decisions that simultaneously increase their expected
rewards and reduce risk. Our approach was to confront
human decision makers with an idealized decision-
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TaBLE 1. The penalties (in tokens) that the participants in the
decision-making game had to pay for failing to salt the roads on
nights when the temperature fell below freezing.

Failure to salt on . .. Penalty (tokens)

Sunday night 7000
Monday night 8000
Tuesday night 9000
Wednesday night 10 000
Thursday night 6000
Friday night 4000
Saturday night 2000

making task. The task chosen was the simple “cost—
loss” problem, which has become somewhat of a classic
pedagogical example to explain and evaluate the ben-
efits of probabilistic weather forecasts (Richardson 2003).

2. Experimental design

The participants in the experiment were drawn from
the student population at The Pennsylvania State Uni-
versity (Penn State) in the summer of 2004. The stu-
dents had a median age of 22, with 65% being under-
graduates and 35% graduates. Two-thirds of the par-
ticipants were female. The students were studying a
broad range of subjects, with business (31%) and engi-
neering (27% ) accounting for over half the participants.
Fewer than 4% were meteorology majors.'

Participants performed a computer-based task at
Penn State’s Laboratory for Economic Management
and Auctions. The task was a game in which they had to
manage a road maintenance company responsible for
salting the roads. They were told that the company has
a contract with the City for which it is paid 30 000
tokens a month, and salting the roads on a given night
would cost the company 1000 tokens. Under the terms
of the contract, if the company fails to salt on a night
when the temperature falls below freezing, the City
charges them a penalty designed to reflect the demand
for road usage the following morning. These penalties
are shown in Table 1. The game was played for 30
rounds (corresponding to a 30-day month). In each
round, which represented a day—night cycle, the partici-
pants were presented with a forecast of the overnight
minimum temperature. They then decided whether to
salt the roads or not. After making their decisions, each
participant was informed what the actual temperature
was, and whether he or she had incurred any penalties
(no further feedback was given).

Participants played the game three consecutive

! More details of the subject pool, the full instructions they were
given, and the software used to conduct the experiments can be
found online (http://www.meteo.psu.edu/~roulston/wx_
experiment.html).
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FiG. 1. The forecasts and subsequent overnight low tempera-
tures used in the three games. The forecasts were generated using
a simple stochastic model, while the actual temperatures were
drawn from normal distributions with mean equal to the point
forecast and a standard deviation equal to the standard error that
was provided to participants in groups B and C. Participants in
group A were only provided with the point forecast and were told
that, in general, the average forecast error was about 2°F. Group
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times. For each game, they were given a new stake of 30
000 (earnings from the prior game were not carried
over; no additional feedback was given between
games). At the end of the session, their remaining to-
kens for a randomly selected game were converted to
U.S. dollars, at a rate of one dollar for every 1000 to-
kens. Sessions lasted less than 90 min.

The forecast information given depended on the
group a participant was assigned to. Forecasts given to
group A (17 participants) consisted only of a “point”
forecast. Group A participants were told that the error
on the forecasts would vary from day to day and on
average the error would be about 2°F (1°F = 0.55°C;
the United States uses Fahrenheit in most weather fore-
casts), and that there was a two-thirds chance of the
actual temperature falling within the average error, but
they were given no other information about forecast
errors. This average error was provided to group A on
the reasoning that most people are aware that tradi-
tional “point” temperature forecasts are not perfectly
accurate and have some experience of the magnitude of
the likely error. This experience, however, may depend
on where the participant comes from as there is geo-
graphical variation in the average accuracy of weather
forecasts. Explicitly providing group A with the aver-
age forecast error was an attempt to control for this
effect. Group B (19 participants) was provided with the
point forecast, and in addition these participants were
given the standard error and told that there would be a
two-thirds chance that the actual overnight low would
fall inside the range given by the point forecast *+ stan-
dard error. Group C (15 participants) was given the
point forecast, the standard error, and was also explic-
itly told the probability that the temperature would be
below freezing (32°F).

The forecasts, and the subsequent temperature real-
izations, were synthetically generated using a stochastic
model designed to reproduce realistic sequences of
forecasts and realizations. For each round the tempera-
ture realization was drawn from a normal distribution
with mean equal to the point forecast, and a standard
deviation equal to the error given to groups B and C.
The probabilistic forecasts were therefore “perfect” in
the sense that they were reliable, accurately reflecting
the uncertainty in the forecast. The standard errors for
each round were independent of each other. Figure 1
shows the forecasts and temperature realizations used

“—

B members were given the standard error in addition to the point
forecast, while those in group C were also explicitly told the prob
ability that the actual temperature would fall below freezing (32°F).
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in the three games. All three groups were exposed to
the same forecasts and realizations in the same order.
The only difference was the information content of the
forecasts.

Of course, real road managers must make more com-
plex decisions, dependent on more factors than wheth-
er it will freeze. The decision-making task we examine
is more straightforward, with a sharper focus on the
question of whether the participants were able to un-
derstand and productively utilize the forecast informa-
tion presented to them.

To gauge the quality of the decisions made during the
experiment, we calculate the expected profit and ex-
pected variance of profit for each decision maker, for
each game. Expected profit is a better gauge of quality
than realized profit in that the former better reflects the
value of a decision at the time it was taken—the real-
ized profit is but one possible consequence and is se-
lected by chance. That said, different decisions run dif-
ferent risks and a risk-averse decision maker will be
concerned with this too. We measure the amount of risk
taken at the time of the decision by the expected vari-
ance of the decision. The variance of profit is used
widely as a measure of risk (e.g., in finance applica-
tions). Moreover, under certain technical conditions, all
who are risk averse should prefer a gamble with lower
expected variance to one with higher expected vari-
ance, so long as the expected payoff of the former is at
least as high as the latter (e.g., Rothschild and Stiglitz
1970).

Expected profit is maximized by salting the road
whenever pL. > C, that is, whenever the expected loss
associated with not salting exceeds the cost of salting.
To pursue such a strategy the participant would have to
have an estimate of the value of p. In discussions of
binary cost-loss scenarios found in the meteorological
literature it is generally assumed that, given a value of
p, forecast users would adopt this loss-minimizing strat-
egy. (Observe also that, by varying the value of L, as
our experiment does, we are better able to separate
those following the optimal rule from those following a
simpler rule, as for instance salting when the forecast
minus the standard error is below 32°F.)

In a round in which a participant decides to salt, their
expected loss is the cost of salting, C = 1000 tokens.
The expected variance of this loss is zero. If they de-
cided not to salt, and the probability of freezing is p,
then their expected loss is pL, where L is the value of
that night’s penalty. The expected variance of the loss is
given by

Variance of Loss = p(L — pL)* + (1 — p)(0 — pL)*

= L’p(1 - p). (1)
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This variance is a measure of the risk that the partici-
pant exposed themselves to by choosing not to salt.

3. Results and discussion

Figure 2 displays the results for all the participants,
for all three games. Table 2 summarizes mean expected
profits and risk exposures, and mean realized profits.
Inspection of Table 2 indicates that participants in
groups B and C made decisions which both increased
their expected profit, and reduced the expected vari-
ance of these profits, relative to participants in group A.
At the same time, there appears to be little improve-
ment from the additional information provided to
group C relative to group B.

Statistical analysis bears the observations from Table
2 out: Regression analysis taking an individual total
expected earnings as the dependent variable and an
indicator variable for standard error forecast informa-
tion (hence for groups B and C) as the independent
variable yields a positive coefficient that is strongly sta-
tistically significant (two-tailed p value) for game 1 (p
< 0.001, R* = 0.45), game 2 (p = 0.025, R* = 0.10), and
all games (p < 0.001, R* = 0.26) and that is weakly
statistically significant for game 3 (p = 0.076, R* =
0.06). Similarly, regressing individual expected variance
on an indicator variable for standard error forecast in-
formation yields a negative coefficient that is strongly
statistically significant for game 1 (p < 0.001, R* =
0.46), game 2 (p < 0.001, R* = 0.35), and all games (p
= 0.002, R* = 0.18) but not statistically significant for
game 3 (p = 0.179, R* = 0.04). In no case, for either
expected profit or variance, does an added indicator
variable for probability information (hence group C)
produce a coefficient that is statistically significant at
any standard level.?

In sum, groups B and C’s ability to both boost their
expected reward, while simultaneously decreasing their
exposure to risk, indicates that participants who were

2 The reported regressions are based on 51 observations (one
per participant). The results are identical to those obtained for a
general linear model Analysis of Variance (ANOVA) with nested
factors. Pairwise ¢ tests do not exploit the combined information
about standard error forecast information in groups B and C but
nevertheless tell a similar story: Comparing mean expected re-
wards (two-tailed tests assuming unequal variance) in group A to
either group B and C shows improvement with information for
game 1 and all games at the 5% level, at the 10% level for game
2, and not significant at standard levels for game 3 or for any
comparisons between B and C. The same statements holds for
pairwise ¢ tests on mean expected variances save now game 2
comparisons of A with either B or C are significant at the 5%
level.
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Fi1G. 2. The total expected profits and the total expected vari-
ance of the profit (risk exposure) calculated for the decisions of
each participant in each game. Group A only received the point
forecast, group B was also given the standard error, and group C
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provided with information about forecast uncertainty
were able to make decisions that increased their utility.
There is, however, little evidence that giving the prob-
ability of freezing, in addition to the standard error of
the forecast, improves decisions.

The reduction in the differentiation between groups
in game 3 is partly a consequence of the forecasts with
which the participants were presented. A larger pro-
portion of forecasts that are well above or below freez-
ing means that there are fewer rounds in which partici-
pants who are actively using uncertainty information
will act differently from those who either do not have
such information, or who are not making use of it. For
example, a participant adopting the optimal strategy of
salting whenever the probability of freezing exceeds the
cost-loss ratio and another participant who merely salts
whenever the point forecast falls within 2°F of freezing
would make different decisions in 6 of the 30 rounds in
the first game, 2 rounds in the second game, and 3
rounds in the final game. The fact that there are more
occasions in the first game when participants with dif-
ferent information can be expected to act differently
explains the greater statistical significance of the differ-
entiation between groups in this game. The differences
in group differentiation in the different games, how-
ever, may also be partly attributed to a learning effect
as the experiment progressed. The impact of learning
from experience (from repeated exposure to the deci-
sion problem) could be estimated by running the three
games in a different order, although this was not done
in this experiment. It is also possible that participant
fatigue played a role, although such was not evident to
the experiment’s monitors.

Since group C was provided with the standard error
and the probability of it freezing, it was not possible to
ascertain the benefit of providing the probability alone,
without the standard error. In a practical application,
however, it would generally be easier to provide the
standard error, since this is a property of the forecast,
than the probability of some application-specific crite-
rion occurring, since the relevant application would be
user dependent. The question of the value of the prob-
ability of it freezing alone to decision makers could be

“—

had the forecast, the error, and were explicitly told the probability
that it would freeze. Points have been slightly displaced where
they lie directly on top of other points for clarity. For reference
the results that would be obtained by a “profit maximizer” have
been included. A profit maximizer would opt to salt whenever the
probability of freezing exceeded the “cost—loss” ratio (cost of salt-
ing—penalty for not salting).
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TABLE 2. A summary of the mean expected profits, the mean expected variances of these profits, and the mean realized profits for
each group, in each of the three games. Group A was given only given a point forecast, group B was also given the standard error, while
group C was given the point forecast, the standard error, and the probability of freezing.

Mean expected profit (000s of tokens) (with std dev)

Group Participants Game 1 Game 2 Game 3 All games
A 17 14.33 (1.35) 19.75 (1.41) 8.46 (2.46) 14.18 (4.98)
B 19 16.55 (1.63) 20.60 (1.20) 9.61 (2.04) 15.59 (4.86)
C 15 17.26 (1.04) 20.61 (1.13) 9.63 (2.03) 15.84 (4.86)

Mean expected variance of profit (millions of tokens) (with std dev)

Group Participants Game 1 Game 2 Game 3 All games
A 17 52.38 (21.75) 39.93 (10.75) 47.02 (26.50) 46.44 (20.97)
B 19 35.39 (17.00) 25.02 (11.12) 35.61 (24.44) 32.01 (18.69)
C 15 32.45 (12.78) 27.16 (9.72) 41.65 (24.38) 33.76 (17.55)

Mean realized profit (000s of tokens) (with std dev)

Group Participants Game 1 Game 2 Game 3 All games
A 17 17.71 (2.31) 23.18 (1.29) 5.53 (2.94) 1453 (7.78)
B 19 18.47 (2.09) 22.05 (1.93) 5.89 (4.03) 14.53 (7.53)
C 15 19.93 (1.75) 22.33 (1.80) 3.67 (2.82) 14.69 (8.65)

tested by a similar experiment in which one group only
receives this information.

4. Summary

We have presented a laboratory study that illustrates
how methods of experimental economics may be used
to objectively assess forecast communication effective-
ness.

The results of our study indicate that, when making
decisions in the face of uncertainty, people provided
with information about uncertainty improved their de-
cision making relative to people who lacked this infor-
mation: they increased their expected profits while de-
creasing their risk exposure. In the context of the de-
cision-making task used in this experiment, providing
the standard error yielded most of the improvement in
decision making. Stating the probability most relevant
to the task—the probability of freezing—in addition to
the standard error produced did not yield a statistically
significant improvement over providing the standard
error alone. The study illustrates that techniques devel-
oped by economists to study individual choice in the
laboratory may provide a useful framework for objec-
tively evaluating the effectiveness with which weather
forecasts are communicated to users. Such evaluation is
crucial as the socioeconomic value of a skillful weather
forecast can be diminished by ineffective communica-
tion to decision makers.

While this illustrative study used students, larger
samples of actual forecast users could be used to help in
the design of forecast formats. The decision-making

task could also be designed to test users’ understanding
of more complex forecasts, such as spatially and tem-
porally distributed information. Laboratory experi-
ments could also compare the value users place on the
uncertainty information (by charging them for it) and
the theoretical value of the information.
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