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Abstract

Computer simulations of wave and current fields in the southern North Sea were made with a coupled-models system to study
the influence of wave–current interactions on the bottom-shear stress in coastal waters. A third-generation wave-spectral model is
coupled with a tide-surge model, which provides current and water level information to take into account wave–current
interactions, to calculate the bottom stress. Two different expressions for bottom friction are used; one derived from the JONSWAP
experiment, and a second given by Christoffersen and Jonsson that takes into account wave–current interaction at the bottom. The
coupled-models system is applied to four nested grids to achieve fine spatial resolution near the Belgium coast. Two events of
moderate to high waves are analyzed. Those two events are associated with different wind regimes; SW winds for the first period
and NW for the second. The calculations of bottom-shear stress when taking into account wave–current interactions are compared
with reference runs where only waves are considered to calculate the energy dissipation at the bottom. Small differences in the
bottom-shear stress results are observed mainly related to the water-level variation caused by tides, when coupled and uncoupled
runs using the JONSWAP expression were compared. However, when wave–current interactions are taken into account using the
expression of Christoffersen and Jonsson, the calculated maximum bottom stress is usually doubled for coupled-model runs
compared to the reference runs. The results clearly show that the formulation of the bottom-friction dissipation that accounts for the
effect of wave–current interaction has quite a significant effect on the determination of the bottom-shear stress.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction

When waves enter shallow waters their interactions
with other processes are intensified (e.g. tides and surge).

Such interactions modify the environment and hence the
wave properties. The response of waves to the inter-
action with an inhomogeneous current field has been
described by Jonsson (1990). In the complex conditions
of coastal waters, waves are involved in interactions with
wind, bottom processes, and ambient currents, whose
dynamics are dominated by wave-bottom boundary-layer
processes. Such interactions enhance turbulence within
the bottom boundary layer, increasing energy dissipation
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of waves and tides. Understanding the wave–current bot-
tom-interaction processes is of great relevance to deter-
mine coupling strength and quantify bottom-shear stresses,
which would allow us to compute energy loss by waves
and tides. A proper evaluation of sediment transport would
eventually follow.

In coastal environments, the superposition of flows as-
sociated with waves and currents results in the overlapping
of bottom boundary layers of different scales, i.e. a wave
bottom-boundary layer embedded in the current bottom-
boundary layer. High turbulence intensity within the thin
wave bottom-boundary layer causes the current to expe-
rience a higher bottom resistance in the presence of waves,
in comparison to when waves are absent. Conversely, the
wave bottom-boundary-layer flow will also be affected by
the presence of currents.

A number of models to describe bottom-friction dissi-
pation have been proposed. They can be classified into
time-invariant eddy-viscosity models and mixing-length
models (Malarkey and Davies, 1998). The most represen-
tative of the time-invariant eddy-viscosity models are those
proposed by Grant andMadsen (1979) [henceforth GM79]
and Christoffersen and Jonsson (1985) [henceforth CJ85].
They are based on a specific form for the eddy viscosity.

Although a modified version has been put forward by
Madsen (1994), the CJ85 formulation is rather easy to
handle through analytical solutions, facilitating its im-
plementation in numerical models. Another model that
does not consider the wave–current-interaction processes
but is used routinely in wave spectral models to calculate
the loss of energy by bottom friction is the JONSWAP
model (Hasselmann et al., 1973).

According to Davies and Lawrence (1995), the use of
GM79 has an impact on the three-dimensional circulation
of the Irish Sea. Using a coupled wave-tide-surge model,
Choi et al. (2003) showed that bottom velocity and the
effective bottom-drag coefficient caused by the combina-
tion of waves and currents were higher than uncoupled
cases. Working with a three-dimensional wave–current-
coupledmodeling system,Xie et al. (2003) concluded that
storm surge prediction improved significantlywhenwave-
induced surface stress and wave-induced bottom stress
were taken into account. Some attempts have been made
to quantify the wave, tide, and surge interaction in the
North Sea by means of numerical simulations. Such stud-
ies deal with the effect of tide and surge on waves. Ac-
cording to Tolman (1990), tides in the North Sea offer an
unsteady and heterogeneous medium for the propagation
of waves. Currents are strong enough to favor wave–
current interactions. The utility of 2D hydrodynamic mo-
dels to determine the circulation in platform seas is ade-
quate because the circulation is essentially 2D. This is true

for the southern North Sea. The hydrodynamic character-
istics of the southern North Sea and the presence of sandy
sediments in the region allow the formation of sand banks
in the study area off the Belgian Coast.

The coupled system used in our work has been des-
cribed by Ozer et al. (2000). It consists of two numerical
models; amodified version of the third-generation spectral-
wave model WAM Cycle 4 (Komen et al., 1994, hence-
forth WAMC4) adapted for its implementation in coastal
waters (Monbaliu et al., 2000, henceforthWAM-PRO), and
a tide-surge model (Van den Eynde et al., 1995, henceforth
TS). This coupled system has been used by Osuna and
Monbaliu (2004) to study the impact of the interaction
between waves, tides, and surges without considering the
coupling effect on the bottom-boundary layer.

We refer to coupling as the one-way transfer of in-
formation from the TS model to the WAM-PRO model.
The CJ85 formulation has already been included in the
WAM-PRO model but it has been suggested that this
still requires some testing (Ozer et al., 2000).

Our main objective was to assess the wave–current-
interaction effect on the computation of bottom-shear
stresses in coastal areas. The assessment is done using
model–model result comparisons. A previous performance
of the model is evaluated using integrated wave character-
istics (significant wave height and mean period) using
measurements and model results at two stations off the
Belgian coast.

A brief description of themodels used (WAM-PRO,TS,
and CJ85) in the coupled system is presented in Section 2.
The numerical experiments made and the meteorological
and oceanographic conditions during the period of sim-
ulation are described in Section 3. In Section 4 the com-
parison between numerical experiments and a discussion of
the results are presented. The conclusions are given in
Section 5.

2. The models TS, WAM-PRO, and CJ85

The system that controls the models and the transfer of
information between them has been developed and
disseminated in the framework of the MAST III PROM-
ISE Project (Prandle, 2000).

2.1. The TS model

The TS model is a revised version of an existing oper-
ational model used to forecast storm surges in the North
Sea. It was developed by the Management Unit of Mathe-
matical Models of the North Sea [MUMM] (Van den
Eynde et al., 1995). It is a conventional, vertically inte-
grated, two-dimensional shallow-water equations model,
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where the variables are depth-averaged current velocity,
and elevation of the free surface relative to the mean sea
level. Themodel solves the governing equations in Polar or
Cartesian coordinates, which allows its implementation
overwide geographical areas. The details of themodel have
been described by Osuna and Monbaliu (2004).

2.2. The WAM-PRO model

The WAM-PRO is a phase-average wave model,
therefore it only delivers information about the energy
density (or action density) for a discrete number of
frequencies (or wave numbers) traveling in a discrete
number of directions (the relative phase of these com-
ponents is unknown). The evolution of the wave spec-
trum is described by the spectral-energy-balance equation
(Komen et al., 1994). The governing equation includes
advection in geographic and spectral (direction and fre-
quency) space, refraction caused by depth and current
(steady depth and current field only), the source terms
associated with the wind input, the dissipation caused by
white-capping, and the transfer of energy among compo-
nents caused by nonlinear interactions. For the evaluation
of the energy decay in shallow water, different bottom-
friction formulations were added to the code. It can be set
up for any local or global grid. The standard WAMC4
formulations for the source terms were used in this work,
except for bottom-friction dissipation, where the CJ85 for-
mulation was used (JONSWAP is the standard formulation
to calculate bottom-friction dissipation in the WAMC4
model).

The source term for wave-energy dissipation because
of bottom friction is

Sbf x; hð Þ ¼ �Cf

g
x2

sinh2kh
F x; hð Þ: ð1Þ

where Cf is a dissipation coefficient, g is the gravity
acceleration, F(ω, θ) is the energy-density spectrum in
frequency-direction space, k is the modulus of the wave
number vector k, ω is the relative frequency, θ is the
direction of k and h is the water depth.

According to Padilla-Hernández and Monbaliu (2001)
the different formulations for the bottom friction dissipation
differ mainly in the expression given to the dissipation
coefficient Cf. For JONSWAP model it is assumed to be
constant and given by

Cf ¼ C
g

ð2Þ

where Γ=0.038 m2 s−3.

2.3. The CJ85 formulation

The CJ85 model describes the velocity field and its
associated bottom-shear stress in a combinedwave–current
motion by means of two two-layer eddy-viscosity models
(Model I and Model II). The two models comprise the so-
called current bottom-boundary layer (CBBL) and the
wave bottom-boundary layer (WBBL). Models I and II
have the same eddy viscosity in the CBBL, although they
differ in the WBBL. Model I is valid for small values of
u⁎fm/(kbωa) (≤3.47) (“large roughness”), where u⁎fm is the
maximum friction velocity, ωa is the absolute angular
frequency and kb is the bottom roughness length. Model II
deals with large values of u⁎fm/(kbωa) (≥3.47) (“small
roughness”). A brief description is presented in Appendix
A and the reader is referred to CJ85 for further details for
Models I and II. The current is assumed steady and the bed
locally horizontal. Lateral shear stresses in vertical sections,
theCoriolis force and tidal forces are neglected. The current
and wave friction factors ( fc and fw) are defined as a
function of depth-averaged current speedU, the amplitude
of the wave-shear stress τwbm and the horizontal-wave
orbital velocity (periodic component) at the bottom uwbm.
The maximum (total) bed shear-stress τbm is found to be

sbm ¼ swbmm ¼ 1
2
mfwqwu

2
wbm ð3Þ

where

mu
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ r2 þ 2rjcos d� að Þj

p
ð4Þ

and

ru
scb
swbm

¼ fc
fw

U
uwbm

� �2

ð5Þ

Here α and δ are wave and current directions and σ is
the ratio between the current (τcb) and thewave shear-stress.

The current friction-factor fc is defined as for pure
current motion (in the absence of waves), while the
wave friction-factor fw is thus defined for pure wave
motion (in the absence of currents). In a combined
wave–current motion, fc and fw become dependent on
each other. The interactions between waves and currents
are taken into account through the parameter m, which
indicates the strength of the interactions. For pure wave
motion m=1, and in the presence of currents mN1.

3. The numerical experiments

The coupled system was used for the North Sea
region through a series of (four level) successively
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nested grids (Coarse, Local2, Local1, and Fine grids).
The geographic coverage for each of the grids used and
the most relevant grid characteristics are given in
Table 1. The set up is similar to the one used by
Osuna and Monbaliu (2004).

During the nesting procedure, the boundary conditions
for the (relatively finer) inner grids were generated by the
correspondent relatively coarser grid runs from the un-
coupled system. For the wave model, the JONSWAP
formulation for bottom-friction dissipation was used. The
outputs from the finest grid are the results we used for the
intercomparisons made in this study. For the TSmodel, the
nesting process consisted of the transfer of the elevation of
free surface (η) values stored from a coarser grid at points
matching the open boundary points of the finer grid. The η

values of the rest of the finer grid boundary points are then
interpolated with a polynomial method. The data were
stored at every coarse time-step and used for the nested grid
with no time interpolation.

Hydrodynamic variables and the wave field were re-
corded at the two stationsWesthinder (WHI) at 51°23′04″N
and 02°26′40″E at 13.2 m depth and Bol Van Heist
(BVH) at 51°22′45″N and 03°12′29″E at 11.9m depth. A
detailed bathymetry of the finest grid and the location of
the stations are shown in Fig. 1.

Meteorological data (horizontal components of wind
velocity at 10 m and atmospheric pressure) to force the
models were provided by MUMM and the United
Kingdom Meteorological Office (UKMO). Wind data
were supplied at 6-hour intervals on a 1.25° latitude–

Fig. 1. Bathymetry of the fine grid and location for stations Westhinder (WHI) and Bol Van Heinst (BVH). Depths are in meters.

Table 1
Types, geographic coverage, resolution, and time step (wave advection and source terms) for the various grids used in this work

Grid Area Res. (lat× lon) Advection Source

Coarse 47°50′N–71°10′N, 12°15′W–12°15′E 1/3°×1/2° WAM: 10 min, TS: 1 min 10 min
Local1 48°30′N–55°30′N, 02°45′W–09°15′E 1/15°×1/10° WAM: 2 min, TS: 1 min 10 min
Local2 49°14′N–52°38′N, 00°03′E–04°45′E 1/45°×1/30° WAM: 1 min, TS: 1 min 10 min
Fine 50°59′N–51°30′N, 02°27′E–03°53′E 1/135°×1/90° WAM: 30 s, TS: 15 s 5 min

Bathymetry fields used are the same as those included in the coupled system from Osuna and Monbaliu (2004).
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longitude resolution grid at 0000 GMT and 1200 GMT
from analysis and at 0600 GMT and 1800 GMT from
forecasting. Model results from 5 to 20 October 1997
were analyzed. During our study period, two events are
highlighted and referred to for detailed analysis, which
events were characterized by rather strong winds (speeds
up to 15 m/s) and different directions. Event 1) was
between days 7 and 11, southwesterly winds increasing
from 5 m/s to 15 m/s were dominant and event 2) fol-
lowing a rapid shift in wind direction, a sustained north-
westerly wind during days 12 to 16 with speeds between
10 m/s and 15 m/s was measured. Wind characteristics
for the simulation period collected at WHI station are
shown in Fig. 2.

Four numerical experiments were made. The Experi-
ments I and III were made with no transfer of informa-
tion between the TS andWAM-PRO models (uncoupled
runs). The JONSWAP formulation for bottom-friction
dissipation calculation was used in Experiment I (ref-

erence run) and the CJ85 formulation was used in Ex-
periment III. The experiments II and IV were made with
the transfer of information from the TS model to the
WAM-PRO (one-way coupling). The transferred infor-
mation was the elevation of the free surface (η) and the
current field (u, v). The formulations used to calculate
the bottom-friction dissipation were the JONSWAP for
experiment II and CJ85 for experiment IV (see Table 2).

To use the CJ85 formulation, it is necessary to define a
value for the roughness-length parameter (kb). Accord-
ing to Luo and Monbaliu (1994), when using the flow
condition in the southern North Sea a typical value is
kb=0.02 m. Because the shear stress calculated by the
model system, when using the CJ85 formulation, is in the
form of a stress matrix (as a function of frequency and
direction), convenient integral parameters were defined
to allow comparisons of results when the JONSWAP
formulation was used (the JONSWAP formulation
provides a single value at each grid point and time-step).

Fig. 2. Wind conditions during the period of simulation. Wind data from the U. K. Met. Office and extracted from data base for WHI station location
(51°23′04″N 02°26′40″E).
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The shear stress associated with the spectral peak-
wave component in this work was equal to the maximum
shear stress (τmax). The mean shear stress (Ps ) was cal-
culated by

Ps ¼
Z l

0

Z 2p

0
s r; hð Þw r; hð Þdrdh ð6Þ

where

w r; hð Þ ¼ s r; hð ÞRl
0

R 2p
0 s r; hð Þdrdh

ð7Þ

4. Results

The comparisons between the numerical-experiment
results are presented in this section. A brief description
of the numerical experiment and reference codes are
given in Table 2. Because the main objective of this
work was to determine the effect of including the wave–
current-interaction process on the bottom stress, no at-
tempt was made to calibrate the models to reproduce the
observed fields more precisely.

4.1. Experiments I and II

The time-series of measurements and model results
(Experiments I and II) are shown in Fig. 3 for the WHI
and BVH stations. Two events with moderate to high
waves can be observed. During the first event (from 7 to
11 October), the significant wave height (Hs) was up to
3.2 m and during the second (from 12 to 15 October) Hs

was 3.8 m maximum. These two events are associated
with different wind regimes, a southwesterly wind for the
first period and a northwesterly wind for the second.

Both experiments underestimate Hs, although the
differences between the measured and model results are
smaller for low-wave conditions. According to Mon-
baliu et al. (1997), Cardone and Resio (1998), and Ozer
et al. (2000), the WAMC4 (the basis for WAM-PRO)

model tends to underestimate Hs and Tm02, especially
during stormy periods. In Fig. 3 it is evident from the Hs

time-series that underestimation decreases toward the
coast. AtWHI the bias forHs (see definition in Appendix
A) is −0.23 m and −0.21 m for Experiments I and II,
whereas at BVH the bias is −0.12 m and −0.11 m for
Experiments I and II. The time-series of Tm02 show a
similar trend of underestimation, mainly observed during
stormy events, which tends to decrease toward the coast
(bias=−0.27 s at WHI and −0.07 s at BVH for Ex-
periment II). Cardone and Resio (1998) suggested that
the propagation scheme implemented in the WAMC4
model would produce an underestimation of swell ener-
gy. For the conditions of the Belgian coast, this would
lead to a relatively more pronounced underestimation of
Hs and Tm02 during northerly winds, because there will
be a longer propagation time to reach station BVH than
for the southerly winds, which show a better agreement
for observed and simulated Hs fields. It is also evident
from Fig. 3 that a better qualitative agreement between
measured Tm02 and Experiment II is found, in particular
for oscillations associated with the tidal influence (in-
cluding similar phase).

The time-series of the difference of Hs (ΔHs) and
Tm02 (ΔTm02) (Experiment II minus Experiment I) are
shown in Fig. 4. The impact of coupling is clear, with
ΔHs and ΔTm02 of the order of ±0.18 m and ±1.0 s.
During stormy periods Hs differences increase at station
WHI, especially during southwesterly winds. At station
BVH (shallower region), increased differences in Hs are
easily observed during storm events when high waves
are present. It is readily apparent from both time-series
(ΔHs and ΔTm02) that oscillations are associated with
the variation of sea level caused by semidiurnal tides
(Osuna and Monbaliu, 2004).

According to linear-wave theory, variations in Tm02
depend on current velocity and the intrinsic frequency of
the wave field. During Experiment II (coupled system),
variations of sea level (η) and the velocity field (u and v)
were transferred from the TS model to the WAM-PRO
model, which explains the variations shown in Fig. 4.

The bottom-shear stress estimated from Experiments I
and II at stationsWHI andBVHare shown in Fig. 5 (panels
a and c). The maximum values for shear stress are of the
order of ±3N/m2. The effect of coupling theTS andWAM-
PRO models is observed as slight variations all during the
simulation period, whereas the oscillations associated with
tidal variations are rather more apparent, even during peri-
ods of relatively low waves (15 to 19 October).

The bottom-shear-stress difference between Experi-
ments I and II was of the order of ±0.4 N/m2, at the most
(Fig. 5, b and d). Larger differences are associated

Table 2
Details and reference code of the numerical experiments made

Experiment code Description Bottom friction coefficient
formulation

I Uncoupled JONSWAP (reference)
II Coupled JONSWAP
III Uncoupled CJ85
IV Coupled CJ85

Uncoupled system refers to experimental runs with no exchange of
information between the wave model WAM-PRO and the hydrody-
namic (currents) model TS. Coupled system refers to experimental
runs where TS model transfers η, u and v to WAM-PRO.
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with higher waves during storm periods (7 to 11 and 12
to 15 October), especially at station WHI where the
significant wave height is higher than that at station
BVH.

4.2. Experiments I and III

To look in detail into the effect of the two different
formulations to calculate the dissipation coefficient (Cf) on
the bottom-friction-source function (Sbf) and on the bottom-
shear stress (τ), a comparison is made between results from
Experiments I and III. Both experiments were made as
uncoupled systems (no information about η, u or v was
transferred from the TS model to the WAM-PRO model).

Because the two experiments (I and III) are
uncoupled, no effect from tidal oscillations are expected
nor observed in wave parameters.

The bottom-shear stress (τ) time-series calculated from
Experiments I and III (mean and maximum) at stations
WHI and BVH are shown in Fig. 6. At station WHI
(Experiment III) τmax was generally greater than that
calculated fromExperiment I, whereas at stationBVH this
was not true. Differences in τmax between Experiments I
and III at WHI are greater during southwesterly winds (7
to 11 October) compared to northwesterly winds (13 to 15
October). During periods of low waves (5 to 8 and 16 to
20October) the bottom-shear stress values were similar in
both experiments.

Fig. 3. Time-series for a) Hs and b) Tm02 at station WHI and for station BVH (c and d) from measurements (blue line), and from Experiment I (black
line) and Experiment II (red line).
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Even during conditions of relatively high waves (9 to
12October, for instance) at station BVH (shallow region),
the bottom-shear stress determined from Experiment I
was greater than τmax from Experiment III.

During southwesterly winds (9 to 12 October) τmax is
greater at station WHI than that simulated at station BVH
and is caused by higher waves generated from the larger
fetch associated with station WHI. For the northwesterly
winds however, the active fetch would be similar for both
stations. However, waves were higher at stationWHI than
those at station BVHbecause the latter station is shallower
and the bottom effect causing energy dissipation is larger.

The mean shear stress (Ps ) from Experiment III is
always lower than the bottom-shear stress estimated
from Experiment I. This represents some evidence for

uncertainty in using the mean value (Ps ) for sediment-
transport estimations for instance.

Focusing on the spatial distribution of the bottom-
shear stress, the difference of the results between Ex-
periment III (τmax) and Experiment I (τ) was determined
(Δτ=τmax - τ). Three specific times associated with the
presence of large waves for each of the southwesterly
and northwesterly wind events were selected; 9 October
at 0900, 1200, and 1800 (southwesterly winds) and 13
October at 1500, 1800, and 2100 (northwesterly winds).
The corresponding evolution of the wave field during
these periods obtained from Experiment IV is shown in
Fig. 7. The significant wave height is color-coded and
the arrows represent the mean wave direction. The wind
is considered uniform for the whole Fine grid, wind

Fig. 4. Time-series for differences of Hs and Tm02 from Experiment I relative to experiment II (Exp. II–Exp. I) at stations WHI (a and b) and BVH
(c and d).
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speed is given in m/s, and the blue arrow shows the wind
direction. The evolution for the bottom-shear-stress dif-
ference fields (Δτ) is shown as a sequence in Fig. 8, for the
same dates and times as for the previous figure (left panels
for 9 October and right panels for 13 October). Positive
values show regions where τmax (Experiment III) was
greater than τ computed from Experiment I.

For southwesterly winds (left panels in Fig. 8), positive
values are generally observed away from the coast for the
three selected timeswhereas negative values aremeasured
near the coast. The effect of sand bars is readily apparent
for these results where positive values are shown in the
western portion of the area of interest. Positive values
cover less area in the last time frame at 1800 when

decreasingwave height is observed, showing only a slight
influence of the more prominent sand bars, still in the
southwestern portion.

Right panels in Fig. 8 represent (Δτ) results from
northwesterly wind conditions (13 October at 1500, 1800,
and 2100). Wave-height fields showed (Fig. 7) higher
energy from the first (1500) to the last (2100) time frames.
As wave height increased, the bottom-shear stress from
Experiment III also increased showing wider areas in
panels with positive values for (Δτ), especially for the
upper half portion. It becomes apparent that the sand
banks in the northeastern portion of the area do influence
the bottom-shear stress, especially when high waves
approach from the north.

Fig. 5. Time-series for τ at a) station WHI and c) station BVH from Experiment I (red line) and Experiment II (blue line). Bottom-shear-stress
differences between Experiments II and Experiment I for b) station WHI and d) station BVH.
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4.3. Experiments I and IV

A comparison is made between results from Ex-
periment IV and the reference experiment (Experiment
I). In a plot showing the difference between Hs obtained
from Experiment IV and that obtained from Experiment
I (not shown), small oscillations associated with sea
level variations are observed, caused by the transfer of η
information from TS to WAM-PRO. The effect of cou-
pling in experiment IV is also observed in the Tm02 time-
series for both stations. Oscillations related to the effect
of the semidiurnal-tide component through the Doppler
shift are noticeable.

In Experiment IV, the bottom-shear stress is calculat-
ed by taking into account the wave–current interactions.
Important differences become readily apparent when
compared to results from those experiments where no
consideration of this interaction is given.

In Fig. 9 the maximum bottom-shear stress (τmax) and
mean bottom-shear stress (Ps ) obtained from Experiment
IV are shown as along with the bottom-shear stress (τ)
from Experiment I at stations BVH and WHI. For low-
wave conditions (5 to 7 and 15 to 17 October), the
maximum and mean bottom-shear stresses are similar,
including the presence of oscillations caused by var-
iations in currents and sea level. Larger differences are
observed during storm periods.

In particular, at station WHI values for τ from Ex-
periment I (blue line in Fig. 9) are almost always lower

than τmax obtained from Experiment IV, especially dur-
ing storm periods (7 to 11 and 13 to 15 October).

During low wave conditions at the BVH station, the
bottom-shear stress obtained from Experiment IV (both
mean and maximum) shows a strong influence of the
tidal effect, where maximum values are as high as those
in high-wave conditions. For instance, the maximum
values obtained from Experiment IV during the first part
of the simulation period (5 to 7 October) are of the order
of 3 Nm−2 whereas the bottom-shear stress from Ex-
periment I is only about 0.2 Nm−2. A similar influence
from tidal conditions is observed for other low-wave
periods (15 to 17 October).

The bottom-shear-stress values at station BVH are
lower than those at station WHI during storm periods.
During low-wave conditions the situation is reversed
with higher values for the bottom-shear stress measured
at station BVH. It is generally observed that waves are
lower at the shallower station BVH then at WHI. Fur-
thermore, primary and secondary maxima for bottom-
shear stress are alternatively obtained during low-wave
conditions at station BVH, though not at station WHI.

To compare the bottom-shear stress obtained from
experiment IV (τmax) to the reference run (τ calculated
from Experiment I), the difference field (Δτ) is deter-
mined and shown color-coded in Fig. 10, along with the
current field obtained from the TS model (black arrows).
The tidal elevation and phase are given in the inset of
each panel for reference. In a similar fashion as in Fig. 8,

Fig. 6. Time-series of τmax (red line),
Ps (black line), and τ (blue line) from Experiment III and Experiment I at stations WHI (upper panel) and BVH

(lower panel), during October 1997.
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Δτ is shown for southwesterly winds in the left panels
and for northwesterly winds in the right panels. The
spatial distribution of Δτ is given for the specific times
already selected (Fig. 8) for uncoupled run comparisons.
Reference for significant wave height and mean wave-
direction fields can also be obtained from Fig. 7 (results
from Experiment IV).

From 9 October at 0900 to 1200 the significant wave
height was decreasing though the mean wave direction
remained similar. Near lowwater and low tide the current
speed changed considerably (from moderate to slow). At

1800, although the significant wave height was still
decreasing (that was the lowest of the three times shown
here), the current field intensified with a northeast
direction. Important changes in the bottom-shear-stress
fields are readily apparent from the current-field
influence, as shown in Fig. 10 (bottom left panel).
Whereas the areas with positive values for Δτ are only
depicted around sand banks and submerged sand bars for
the first two times shown (0900 and 1200), results for
(τmax) in experiment IV were higher than those from the
reference run (τ calculated from Experiment I) at 1800

Fig. 7. Wave-height fields (Hs color coded and given in meters) and mean wave direction (black arrows) for the study area and representative wind
conditions (m/s) taken at WHI station (blue arrows) for typical southwesterly (left panels) and north-westerly winds (right panels). Times selected for
southwesterly winds are 0900, 1200, and 1800 on 9 October and for northwesterly wind conditions are 1500, 1800, and 2100 on 13 October.
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for almost the whole study area. However, the effect of
the underwater sand bars was barely observed.

Relatively high waves and low to moderate currents at
low tide cause enhancement of τmax compared to τ,
particularly at sand banks and underwater sand bars. These
features can be clearly identified fromΔτmaps at 0900 and
1200.

For northwesterly winds, on 13 October, significant
wave height increased from 1500 to 2100 (highest),
whereas the current field was from weak to moderate also
at 1500 and 2100 hours, and rather strong between those
times.

Low waves and weak currents still cause a high Δτ
around sand banks and underwater sand bars (13 October

Fig. 8. Bottom-shear-stress differences (Δτ) between Experiment III and Experiment I for typical southwesterly (left panels) and northwesterly wind
conditions (right panels). Selected dates and times are the same as for Fig. 7.
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at 1500) and are depicted as positive values. Stronger
currents and higher waves will show as a positive Δτ
almost over the whole study area (13 October at 1800),
with the particular condition that the tidal elevation was
low. In contrast (low currents), three hours later the un-
derwater sand bars did not cause high values ofΔτ even if
thiswere the time of the highest waves of these three times
because the water level was high. Furthermore, large pos-
itive values of Δτ were only observed at the sand bank
regions and the upper part of the coastal area under study,
where the waves first arrived as they approached from the
north.

The combination ofmoderate to highwaves and strong
currents on 13 October at 1800 causes an important en-
hancement of τmax (calculated from Experiment IV) com-
pared to the bottom-shear stress from the reference run
(Experiment I). Low tidal elevation is expected to increase
the wave effect at the bottom compared to the next time
when even higher waves did not show significantly high
positive values for Δτ, mainly because of the higher tide.

4.4. Experiments III and IV

In this section, results from Experiment III (uncou-
pled runs) are compared to those from Experiment IV
(coupled runs). Both experiments used the CJ85 formu-
lation to compute the loss of energy by bottom friction.
The difference between the time-series (not shown) of

Hs at stations WHI are of the order 0.05 m and at station
BVH are of the order 0.15 m. The effect of coupling is
rather more pronounced for Hs at the BVH station. Os-
cillations caused by the semidiurnal tide are evident from
the Tm02 time-series at both stations. The maximum shear
stress (τmax) computed from Experiments III and IV at
both stations (WHI and BVH) are shown in Fig. 11. In
general the shear stress computed during Experiment IV
was greater than that calculated in Experiment III. Dif-
ferences are greater at the BVH station, even in low-wave
conditions (days 5 to 7 and 15 to 17). It is apparent that
during these periods, shear stress is controlled mainly by
the tidal current. During stormy periods shear stress is
mainly caused by wave orbital-velocities, as can be de-
duced, because differences between shear stress comput-
ed by Experiments III and IV are small and do not show
oscillations caused by the tide (days 8 to 11 at station
WHI). During decreasing wave height at station WHI the
shear stress differences are more pronounced (days 5 to 7
and 15 to 17), thus it is clear that shear stress is strongly
influenced by tidal oscillation.

Fig. 11 shows that at station WHI bottom-shear stress
differences are larger during a northwesterly wind; at
BVH the opposite occurs. This is caused by the dis-
tribution of wave heights predicted by the uncoupled
and coupled systems.

The bottom-shear stress difference fields (Δτ) between
Experiments IVand III for three selected times on 9 and 13

Fig. 9. Time series of τmax (red line), Ps (black line), and τ (blue line) for Experiment IV and Experiment I at stations WHI (upper panel) and BVH
(lower panel) during October 1997.
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October are shown in Fig. 12. Tides and currents are also
included (left panels for southwesterly winds and right
panels for northwesterly winds).

We recall that the wave height decreased whereas the
meanwave direction remained rather constant on 9October
from0900 to 1800 (southwesterlywind) as shown in Fig. 7.
There it can be seen that the wind speed gradually
decreased. The difference field for bottom-shear stress
between Experiments IV and III at 0900 is rather small,
nearly zero for most of the study area (see top left panel in
Fig. 12).

There are slightly positive Δτ values over the sand
banks (northeast portion of the study area) associatedwith
the current field effect (enhancing) on the estimation of
bottom-shear stress for Experiment IV through the wave–
current interaction.

At 1200 positive values for Δτ are more pronounced
at the southwest underwater sand bars. The current field
is in the opposite direction to the waves and some neg-
ative Δτ values are depicted over the sand banks (north-
east portion of the study zone). Because of the low tide,
this could lead us to suggest an important role of the

Fig. 10. Bottom-shear-stress differences (Δτ) between Experiment IVand Experiment I for typical southwesterly (left panels) and northwesterly wind
(right panels). Selected dates and times are the same as for Fig. 7.
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water depth on the intensification of bottom stress. At
1800 the current field is intense and positive Δτ values
are more pronounced though the current field shows the
same direction as the waves. Enhancement of wave–
current interaction is expected, according to Eq. (3),
because the m parameter (Eq. (4)) indicates the inter-
action strength depends on the relative direction between
waves and currents. Even if the waves are relatively low
(compared with conditions at 0900 and 1200), Δτ is
generally larger.

The difference in the bottom-shear stress (Δτ) for a
northwesterly wind is shown in the right panels of
Fig. 12. The wind speed increased from just over 10 m/s
to 13 m/s from 1500 to 2100 on 13 October. Wave
height also increased during that time.

The greatest bottom-shear stress fromExperiment IV is
obtained when moderate to high waves and strong cur-
rents are moving in the same direction (13 October at
1800), not only over the sand banks (northeastern portion
of the study area) and the underwater sand bars (south-
western region), but also almost over the whole area of
interest where positiveΔτ values are observed. Earlier (at
1500), the current direction was perpendicular to the wave
direction of propagation and some positive Δτ values
were measured mainly over the sand bank and underwater
sand bars, where the strongest currents are. At 2100 the
water level is high and the current speed rathermoderate in
almost the same direction of the waves. Nevertheless, the

bottom-stress differences Δτ were close to zero except
over the sand banks.

5. Conclusions

An evaluation of the effect of considering wave–
current interaction on the bottom-shear stress calcula-
tions has been made through numerical modeling using a
system with the capability of coupling waves and cur-
rents. The coupled system included a tide surge model
(TS) transferring information of the sea surface elevation
and currents to a wave model (WAM-PRO).

Four numerical experiments were run and their re-
sults were compared. Two of the experiments used the
uncoupled version of the system (with no exchange of
information between the models) with different formu-
lations to calculate the dissipation coefficient in the ex-
pression to compute the wave energy dissipation caused by
bottom friction. One of the formulations used (CJ85) does
consider the interactions between waves and currents.

The effect of coupling the hydrodynamic and the wave
models is clearly observed in the time series for Hs and
Tm02, even for the simplest cases when the JONSWAP
formulation was used to calculate the bottom-friction
dissipation as in Experiments I and II. Oscillations in Hs,
Tm02, and τ results can easily be associated with tidal
influence. Furthermore, the time-series of the difference
ofHs and τ showgreater differences between Experiments

Fig. 11. Time-series of τmax at stations WHI (upper panel) and BVH (lower panel) during October 1997 for Experiment III (red line) and Experiment
IV (black line).
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II and I for the high-wave periods, although the tidal
influence was detected over the whole simulation period.
When the coupling system was used the only influence
from the current field was through advection in the wave
model, whereas the bottom-dissipation calculation was
affected by the depth variations caused by tidal elevation.
The bottom-shear-stress difference between Experiments
I and II was of the order of 0.5 Nm−2 at most. Larger
differences were associated with higher waves during
storm periods (7 to 11 and 12 to 5 October), especially at

station WHI for the significant wave heights are slightly
higher than those at station BVH.

When the uncoupled system was used (Experiments I
and III), differences between model results were more
pronounced at the shallower station BVH, mainly caused
by the energy dissipation and bottom friction. The
bottom-shear stress calculated by the CJ85 formulation
showed in general greater values than the results using
JONSWAPscheme. For southwesterlywinds, the bottom-
shear-stress enhancement was observed using CJ85 over

Fig. 12. Bottom-shear-stress differences (Δτ) between Experiment IV and Experiment III for typical southwesterly (left panels) and northwesterly
winds conditions (right panels). Selected dates and times are the same as for Fig. 7.
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the underwater sand bar area, whereas for northwesterly
winds a similar enhancement was observed over the
shallow areas at the northeast portion of the simulated
area. The results clearly show that the formulation of the
bottom-friction dissipation that accounts for the effect of
wave–current interaction has a significant effect on the
determination of the bottom-shear stress.

When using the CJ85 formulation, enhanced bottom-
shear stress was obtained if the coupled system was used
(comparing the results from Experiments III and IV),
particularly when the current field showed the same
direction as the waves (Seemiddle right panel in Fig. 12).
The enhancement was only moderate over the sand
banks and underwater sand bars for other current field
directions. It is therefore evident that the wave height
plays a partial role on the bottom-shear-stress estima-
tions. A similar enhancement over the whole area was
also found for moderate to low waves under southwest-
erly wind conditions (See bottom left panel in Fig. 12).
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Appendix A. Mean absolute error (mae) or bias
definition and a brief description of the CJ85 model

mae ¼
X

m� oð Þ
h i

=N ¼ Pm � Po ðA:1Þ

where Po and Pm represent the mean values of the
observations (o) and predictions (m). ∑ indicates
summation over the elements of the vector in question.

A1 CJ85 model (brief description)

The equation describing horizontal equilibrium in the
CJ85 model is

Au

At
þ u �jð Þuþ w

Au

Az
þ 1
qw

jp ¼ A

Az
s
qw

� �
ðA:2Þ

Here u is the total horizontal particle velocity, t is time,
z is the vertical Cartesian coordinate measured upwards

from the bed, w is the vertical particle-wave velocity,
▽(=∂/∂x, ∂/∂y) is the horizontal gradient operator, x and
y are horizontal Cartesian coordinates, ρw is the water
density, p is the total pressure, and τ is the total shear
stress in a horizontal section. The quantity p and the hor-
izontal velocity u consist of a steady (current) part and
oscillating (wave) part, i.e.

p ¼ pc þ pw ; u ¼ uc þ uw ðA:3Þ

The subscripts c and w indicate the components
caused by the current and the wave. Using the eddy
viscosity concept, the shear stress is expressed as the
vector sum of wave and current stress

s ¼ sc þ sw ; sb ¼ scb þ swb ðA:4Þ

where the subscript b indicates a quantity at the bed.
From the Eq. (A.2) the governing equations for the

current and wave motion are derived. For the current
motion the equation is

qwec
Auc
Az

¼ sc 1� z=hð Þ ðA:5Þ

where ec is the eddy viscosity in the current-boundary
layer and h is the water depth. For the wave motion
within the wave-boundary layer the governing equation
is

A

At
uw � uwbð Þ ¼ A

Az
sw
qw

� �
¼ A

Az
ew

Auw

Az

� �
ðA:6Þ

where ew is the eddy viscosity and uwb is the horizontal-
wave orbital-velocity at the top of the wave-boundary
layer.

The solutions of the Eqs. (A.5), (A.6) provided
expressions for the current ( fc) and wave ( fw) friction
factors for combined current-wave motion, these are
determined from

ffiffiffiffi
2
fc

s
¼ 1

j
ln
30h
ekN

þ 1
j
ln
kA
kb

ðA:7Þ

where κ is the von Kármán constant (=0.40) and kA is
the apparent roughness, which is larger than the bottom
roughness kb because of the effect of the waves.

m

4:07
ffiffiffiffiffiffiffiffi
mfw

p þ log 1

4:07
ffiffiffiffiffiffiffiffi
mfw

p ¼ �0:1164þ log abmxr

kbxa

� �
ðA:8Þ

where m is the ratio of the total bed-shear stress to the
wave component of the shear stress, abm is the wave
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orbital semiexcursion, ωa is the absolute wave angular-
frequency, and ωr is the relative wave angular-frequency.
Wave and current friction factors are iteratively solved to
convergence, then the maximum bed stress is given by

sbm ¼ 1
2
fwqwu

2
wbmm ðA:9Þ

where uwbm is the periodic component of the horizontal
velocity at the bottom.
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