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Numerical Study on the Along-Track
Interferometric Radar Imaging Mechanism
of Oceanic Surface Currents

Roland Romeiser and Donald R. Thompson

Abstract—The phase information in along-track interferometric  locity of the scatterers. The variance of the velocity distribution
synthetic aperture radar (along-track INSAR, ATI) images is a determines the bandwidth of the Doppler spectrum.
measure of the Doppler shift of the backscattered signal and thus Aside from statistical fluctuations, along-track interfero-

of the line-of-sight velocity of the scatterers. It can be exploited for . .
oceanic surface current measurements from aircraft or spacecraft. metric synthetic aperture radar (along-track INSAR, ATI)

However, as already discussed in previous publications, the mean Systems can directly detect the Doppler offset associated with
Doppler frequency of the radar backscatter from the ocean is not each pixel of a synthetic aperture radar (SAR) image. This is
exclusively determined by the mean surface current, butitincludes achieved by interferometric combination of two complex SAR
contributions associated with surface wave motion. In this paper, images of the same scene which are acquired with a short time

we present an efficient new model for the simulation of Doppler .
spectra and ATI signatures. The model is based on Bragg scat- lag 7 by two antennas separated along the flight track [1}. If

tering theory in a composite surface model approach. We show is short Compared to the decorrelation time of the backscattered
that resulting Doppler spectra are consistent with predictions of field, the expectation value of the phase difference between
an established model based on fundamental electrodynamic ex-corresponding pixels in the two images is determined by the
pressions, while computation times are reduced by more than one Doppler offset of the signal mapped into those pixels. The

order of magnitude. This can be a key advantage with regard to . . - . .

operational applications of ATl. Based on model calculations for AT teghnlque IS promising for. quasisynoptic measuremgnt.s
two simple current fields and various wind conditions and radar  Of spatial surface current variations on scales of meters within
configurations, we study theoretical possibilities and limitations of areas of many square kilometers, including the orbital currents
oceanic current measurements by ATIl. We find that best results of |0ng ocean waves that are resolved by the radar. In conven-
can be expected from ATI systems operated at high microwave fre- tjona) radar intensity images, such features become visible only

quencies like 10 GHz (X band), high incidence angles like 60low . . . .
platform altitude/speed ratios, and vertical (VV) polarization. The via hydrodynamic modulation of the surface roughness and filt

ATI time lag should be chosen long enough to obtain measurable Modulation of the local incidence angle.
phase differences, but much shorter than the decorrelation time of ~ However, the Doppler offset, and thus the ATl image phase, is

the backscattered field. not simply proportional to the component of the mean surface
Index TermS_Dopp|er Spectra’ interferometry, ocean currents, current parallel to the radar IOOk direction. It inCIUdeS Contri'
remote sensing, synthetic aperture radar (SAR). butions associated with the phase velocity of the short “Bragg”

waves that give rise to resonant Bragg scattering [2], [3] and,
via higher-order effects, with the orbital motions of all ocean
waves which are long compared to the Bragg scattering facets
HE FREQUENCY of a radar signal which is backscatand which modulate the backscattered signal in amplitude and
tered by a moving target experiences a Doppler shifiequency. Although comparisons of simultaneously acquired
proportional to the target's line-of-sight velocity. The Doppleradar andn situ data have shown relatively good agreement in
spectrum of the radar return from the ocean surface, as dete@ages where no strong current gradients were present [4], other
by coherent microwave radars, reflects the distribution etudies where ATI-derived current variations over oceanic in-
the line-of-sight velocity of the scatterers, weighted by theternal waves were compared wiih situ measurements have
contributions to the backscattered power. The first moment fefund significant discrepancies [5]. Also a clear dependence of
the Doppler spectrum, the mean Doppler frequency or Dopplstiserved Doppler offsets on the polarization of the radar, which
offset, corresponds to a power-weighted mean line-of-sight vg-well known from Doppler scatterometer measurements, indi-
cates that nonzero-mean subresolution scale effects exist which
must not be neglected when converting Doppler offsets or ATI
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of the analyses of the ATl imaging mechanism and for extensi®e Doppler Spectra

numerical analyzes including the simulation of a number of ATl e \ariations of the Doppler frequency of a backscattered
images, it would be desirable to have a simplified model whicRjcyowave signal along sinusoidal ocean waves are linear in the
reduces the calculation of Doppler spectra and ATl phase diffelrtace elevation (or surface slope) variations. Assuming that
ences to an evaluation of a few key expressions. For the Sifylls 14y lating wave components are independent of each other,
lation of SAR intensity images, this has been achieved with the, poppler frequency resulting from the interaction with a facet

development of composite surface models based on the simpléne ocean surface at positioand timet can thus be written
equations of Bragg scattering theory [7], [8]. We show in thig, terms of a linear modulation transfer function (MTF)
paper that a composite surface model approach can also be used

for ATI simulations. ) 2 —i(kx—wt) j2
In the following section, we present the theory of the pro-fDi(Xv t) = fps —i—Re{// D(k)k((k)e d-k

posed model. In Section Il we show by comparison with the (2)
fundamental model described in [6] that both models predisthere
comparable Doppler spectra, while theoretical computationD (complex) Doppler MTF;
times can be reduced by more than one order of magnitude surface elevation;
by using the proposed composite surface model. Finally, we denotes its Fourier transform;
discuss theoretical possibilities and limitations of oceanic ¢ imaginary unit;
current measurements by ATl in Section IV and summarize ourk = |k| andw wavenumber and angular frequency of the
findings in Section V. ocean waves that modulate the Doppler fre-
guency.
II. THEORY OF THEMODEL Furthermore,fps and fp4+ denote the Doppler frequencies

resulting from the scattering at Bragg waves propagating to-
ward and away from the radar, respectively. The two quantities
differ only in the zeroth-order Doppler frequenciﬁgol and

fo=—kev, /7 1) fg?_ which represent the contributions associated with the
phase velocities of the two Bragg wave components and with

wherek,. is the magnitude of the electromagnetic wave vectar possible mean surface current. In the absence of a mean

andv,. the line-of-sight (radial) component of the target velocitycurrent, f,()ol will be positive andf,()ojr will be negative with

In our convention, a positive value of, thus a negative Doppler the same absolute value. As shown in [10], an exact analytical

frequency, corresponds to a target which is receding from tbrpression for the Doppler MTF is

radar.

~ Since the backscattering of microwaves at the ocean surface D(K) = ke w(k) <_k_, sin 6 + i cos 9> 3)

is, for moderate incidence angles, dominated by resonant Bragg Tk

scattering [2], [3] (see also Section |I-B), some Doppler Sh'\];tvheree is the incidence angle of the radar with respect to nadir

will always result from the phase speed of the short Bragg WavERd k. is the component of the ocean wavenumber vector par-

at the ocean surface which are in resonance with the eIeCtgﬂ_el to the radar look direction (range direction). The phase of

magnetic waves. If no surface currents and longer waves wel . , - ) .
. : k) is defined such that it is zero at a wave’s crest and posi-
present, the Doppler spectrum would consist of two lines corre-

. i~ . tive in the direction determined by the wavenumber vector (i.e.,
sponding to the (positive and negative) speed of the Bragg Wéﬁqﬁ% ropagation direction of the wave)
components traveling toward and away from the radar, and { propag :

€
intensities of the two lines would be proportional to the square

In general, the Doppler frequengy, of the radar backscatter
from a moving target is given by

As discussed in [8], the normalized radar backscattering cross

; . o section (NRCS) of the sea surface including variations up to

amplitudes (waveheight spectral densities) of the Bragg wave )
¢ ond order in the surface slopes parallel and normal to the

components. In the presence of a mean surface current, boﬁ S i

: . " P radar look direction can be written as

lines would experience an additional frequency shift in the same

direction. In general, another contribution can result from g%g( £)

speed component of the antenna platform in range direction, but ‘

we will assume in the following that this contribution is known = o + Re {// (k)i xmwt) ko}

and can be removed from the data before further processing.

In case of a real ocean surface, the two lines of the ideal- + Re {// // N\(k k/)e—i((k-l—k’)x—(w-l—w’)t) peI ko’}
ized Doppler spectrum will be broadened due to the presence of o

orbital motions of ocean waves that are longer than the Bragg AV PRTZ T AN VP
waves. A simple model for this effect was presented by Plant +Re {// // o (I, Ky (Rt W &k A }
and Keller [9]. However, their theory does not account for the (4)

fact that correlated variations of the line-of-sight velocity and

the radar backscattering cross section of ocean surface faedteres denotes the local NRCS with respectto a horizontal ref-
can result in an additional mean Doppler shift. In the followinggrence plane ane® its zeroth-order value for a nontilted facet
we shall develop expressions for the Doppler spectrum whighthe reference plane according to Bragg scattering theory [2],
include these contributions. [3]. Again, A denotes a Fourier transform of the variations-of
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which are linear in the surface slopes parallel and normal to theln addition to{ /1), we can calculate

radar look direction, and the symbalg andAv denote Fourier 2 = ) 2
. . . . . . 2 <fD:taZt> 1 (0) —ia

transforms of oscillating and nonoscillating contributionsto (fp+)o = T (od) =50 ( i + Re{Dk(oe })

of second order in the surface slopes. Explicit expressions for * Re { M ko i 4 Mon k2e2emi2a) g

these Fourier transforms can be obtained from a Taylor expan- -(1+ Re {MyikGoe™ + Moxk™(Ge™}) da

sion of the basic expressions of Bragg scattering theory. Each el- — (f(O) )2 + f(O) Re {D*M;.}
ement of the sum in (4) can furthermore be subdivided into two fi lDi . .
parts associated with the two Bragg wave components, which k(3¢ + 3D DRG0 + O ((5) (8)

will again be denoted by subscripts + andvhere necessary. where the contributions of fourth order in the wave’s amplitude
The linearity of the Doppler frequencigig+ in the surface ¢, will not be used in the following for consistency reasons.
slope and the general assumption that all components of Neglecting contributions beyond second order once more, we
ocean wave spectrum which modulate the NRCS are indepeBtain from (7) and (8) an expression for the variances of the
dent of each other result in the fact that Doppler frequency vativo parts of the “elementary” Doppler spectrum associated with
ations along a given sinusoidal wave component will be corrg-sinusoidal wave of amplitudg
lated only with NRCS variations along the same wave compo- 2 2 1 k2
nent. Accordingly, the effect of the ocean wave spectrum on the {Fble = {fox)s = 3D"DE G- ©)
mean Doppler spectrum can be decomposed into contributid¥ate that this expression is independent of NRCS variations, so
of single sinusoidal wave components. Let us consider for a nffat both parts of the Doppler spectrum have exactly the same
ment a scenario of an isolated sinusoidal wave of finite (corfariance (or bandwidth) in this approximation.

plex) amplitudeo, wavenumbek, and angular frequenay. Switching back to the scenario of a complete ocean wave
According to (2), the Dopp|er frequency variations a|0ng th@ectrum, we can now take advantage-of the fact that, aCCOI‘dIng
wave are given as to (2) and (4), the total Doppler variations as well as the cor-

related NRCS variations can be written as integrals of the con-
fox(x, t) = ,(joi +Re {D(k)k(oe_"’(kx_“)} . (5) tributions of single wave components. According to the central
limit theorem, the distributions of the two total Doppler frequen-
Accounting for the fact that, according to (4), the NRCS variies f 1, as sums of large numbers of independent contributions
ations along the wave can be approximated by sinusoidal oséflust be Gaussian distributions. Furthermore, the mean value
lations of frequencies and wavenumbersk and2w, 2k, we  and the variance of a quantity which is a sum of many indepen-
can write dent small contributions are equal to the sums of the mean values
ik —c and of the variances of the individual contributions. Replacing
ox(x, 1) = (o) (1 + Re {Mli(k)kcoe (ot finite amplitudes in (7) and (9) by differential amplitudes and
+M2:t(k)k2<ge—i2(kx—wt)}) (6) integrating over the wave spectrum, we obtain thus for the pa-
rameters of the total Doppler spectrum

where (o4 ), are the expectation values (mean valuesy.of (0 N 9 o
andM,4 andM, are linear MTF’s describing the relation be- {(fpt)e = fpx + Re //D (k) My(k)E™ 0 (k) d°k
tween first- and second-order slope and NRCS oscillations (for (10)
a discussion of the meaning 81, ., see Section 1I-B). Again, and

the symbol=+ indicates that there may be differences between_ 2 _ , (2 _ 2 :/ D* (KD E2 U (k) d2k
the NRCS contributions and the MTF’s associated with the two' °% — (p)o = {fo2)s (k) Dl)E (k)

Bragg wave components. . . (11)
The Doppler spectrum can be considered as distributijffiere¥ denotes the Wavehe|ghtAspectrAum defined by
of Doppler frequencies associated with standardized small U(k)s(k — k') = 2(C*(K)¢(K).) (12)

elements of backscattered power. In case of the single SiNUE,.thermore denotes the Dirac delta distribution, and we
smdal_vx;a\(/je w;c:ﬁta;\?vfogthe first moments of tr][e dlSthbUtIOI’l?Se,YQ as symbol for a variance. The integrations in (10) and
associated with the two bragg wave components (11) run over all directions and over wavenumbers up to 1/6 of
Afprox) 1 2 © i the Bragg wavgnumber, as discussed in the paper [8] on NRCS
(fp£)e = Ton) ")) ( D + Re{Dk(oc }) model calculations.
i % Using the mean values and variances given by (10) and (11)
f2et 2,2 12c¢
(14 Re {MyahGoe™" + Mpak"Goe™"}) da and normalizing the two components of the Doppler spectrum
= ,(joi + iRe{D*M4} E2CE o (7) suchthattheirintegrals yield the expectation values of the corre-

) sponding NRCS components according to (4), we finally obtain
where we have substituted = kx — wt. Furthermore, the {5 the Doppler spectrum

subscripto of (fp+), indicates that this expectation value

characterizes the mean value of a property of normalized S(fp) :ﬂe(f”_“””"w”a

elements of the NRCS (i.e., an NRCS-weighted mean value), 2W’Y,23+

while the expectation value symbel--) without subscript (o_) b o
characterizes results of conventional averaging in space and + =Ll {Fp-)e) /Yo (13)

time without weighting. \/ 27D
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B. NRCS Mean Values and Variations slopes of the modulating waves. The definition given by (6) sug-

Expressions for the expectation valugs.) of the NRCS gests that these MTF's should be given by

contributions associated with the two Bragg wave components Mo (k) = — ¢ 1 o4 (16)
are given in [8] and do not need to be derived again in this work. =T {ox) af ¢=0
However, we would like to give a brief overview of the terms of

the NRCS and the meaning of the MTR#,. in (10) and their where we us&. (k) as symbol for the Fourier transforms of
implementation in our numerical model linear variations of the sums of zeroth- and ensemble-averaged

Understanding the NRCS of a facet of the ocean surfacesaescond'omIer tgrms of the NRCS with the Ioca! slope of a par-
gcglar modulating wave of wavenumbgkr That is, M. de-

radar backscattering cross section normalized with respect t; ! o >
9 P élbes not only the first-order variations®f , but it includes

horizontal standard area at nominal sea level, we can combt?ﬁ ffact of variati h d-order t hich
the expressions given in [3] and in [8] to obtain ¢ effect of variations of second-order terms which are corre-

lated with the slope of a modulating wave. Analytical exact ex-
o =w(H, (, sp, 5n)T(fe, 0, sp, sn) (W(kg) +¥(=ks))  pressions forf;+ would be quite complex. A numerical com-
putation is feasible but time-consuming; a possible approach is
Where the funCtiOI"w accounts fOI‘ Val‘iatiOI’IS Of the geometri(described in [12] However’ Since we expect on|y minor correc-
cross section of the facet as seen from the radar with facet eleygns but enormous computational efforts from an inclusion of

tion ¢ and slopes,, ands,, in the directions parallel and normaljinear second-order term variations/iti ., we use the approx-
to the radar look direction, respectivell, is the vertical dis- jmation

tance between the radar antenna drd 0, and7" is a propor- i 1 05 i 1 96

. . . . + O+

tionality factor derived from fundamental electrodynamic ex- Mi+(k) = D il FTRo s (7)
pressions. Explicit expressions férand forw can be found in (7) - ac (=0 ox 9 lezo

[3] and [8], respectively. Furthermorkg in (14) is the Bragg i-€., we neglect contributions of second-order terms of the
wavenumber, and.. andé are the radar frequency and nominaNRCS to both the mean value and the variations along the
incidence angle. In this context we would like to mention thanodulating wave. The remaining analytical expressions for
the validity of expression (14) and thus the validity of the erM1+ account for the following effects:

tire proposed model in its present form is limited to moderate 1) Variations of the local incidence angle along waves that
incidence angle8 between, say, 3Gand 60. At incidence an- are long compared to the Bragg scattering facets modulate
gles outside this range, contributions from additional scattering  the factorI’ and the Bragg wavenumber vectgy in (14).
mechanisms, such as specular reflection at very steep incidence The part ofdf; 4+ that describes this effectis usually called

angles, must be taken into account. the tilt MTF [13].
As shown in [8], an expectation value of the NRCS can be cal- 2) In addition to this, variations of facet slope and elevation
culated by using the decompositionudft) according to (4), re- enter into the weighting functiow, resulting in another

placing Fourier transforms of first- and second-order variations ~ “geometric” contribution to the MTF [12], which is some-
of o by corresponding elements of a Taylor expansion, and av- times called the range MTF.
eraging in space and time. Only nonoscillating contributions of 3) Another contribution, which is responsible for differ-
zeroth and second order in the surface slope, i.e., the first and ences betweed/;_ and M, is the “hydrodynamic”
the last term in (4), survive this procedure, yielding an expres-  MTF, M,.... It describes the variations of the Bragg wave
sion of the form intensities along longer waves due to hydrodynamic
interaction, i.e., the variations of(kp) and ¥( ;kg)
(o) =D + (c@) (15) with s, ands,,. An analytical expression for the hydrody-
namic MTF was derived by Alpers and Hasselmann [14];
wheres (9 is an unperturbed zeroth-order term as obtained from  a slightly modified version can be found in [8]. Since
(14) for vanishing slopes, ands,, and elevatiorg, and({o®) both versions were misprinted, we would like to take this
represents a sum of second-order terms which depend on the opportunity to clarify that the correct form should read
mean square surface slopes parallel and normal to the radar look & o
direction. All terms are proportional to the waveheight spectral M+ = — | cos 2A®4 | —— — ./
(=200 (s s, )
k=k3i>
(horizontal transmit/vertical receive, HV, or vice versa, VH), the Q%+ i
factor in (14) vanishes for an untilted Bragg scattering facet, where

density of the Bragg waves. At horizontal transmit/receive (HH)
so that(c(?) is the lowest-order contribution and thus the only A® direction of the modulating wave with respect to the

and vertical transmit/receive (VV) polarization of the radar, the ] 1 o
relative contribution of(c(?} increases with wind speed and +cos Ay sin A‘I’i@ 90
radar frequency and is clearly larger at HH than at VV. At HH, .
(o®) can be even larger thad® [11]. At cross polarization T F i

(18)

contribution to the NRCS at HV or VH in the proposed model. Bragg wave;
According to (10), the Doppler offsetyp+) depend onthe ratio between group velocity and phase velocity of the
two linear MTF's M; 1 which describe zero-mean oscillations Bragg wave;

of the expectation value of the NRCS which are linear in the €2 angular frequency of the modulating wave;
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] relaxation rate of the Bragg wave, which depends dntegrated over all wavenumbers up to the cutoff wavenumber,

wavenumber, wave direction, and wind speed. which is 1/6kg in the proposed model [8]. This corresponds
The two-dimensional (2-D) version a¥f;,4, which is to averaging of all statistically varying and nonstationary con-
used in [8], can be written as follows: tributions. For the simulation of radar signatures of ocean sur-

M}, = |cos ®|Re Mj,+ + cos ®Im Mj4 face waves, on the other hand, the Doppler integrations must

. ) ) cover only subresolution-scale waves, while surface slopes, el-
My = [sin ®|Re My +sin @ lm My (19)  evations, and orbital velocities of longer waves must be treated
where @ is the direction of the modulating wave withdeterministically. Furthermore, artifacts resulting from nonsyn-
respect to the radar look direction and superscfipisdn  optic imaging at finite platform speeds, like apparent changes
denote components of the 2-D hydrodynamic MTF whicbf wavenumbers and wave directions in radar images [18], must
are associated with wave slopes parallel and normal to the taken into account. In the present paper however, only radar

radar look direction. signatures of quasistationary surface current variations will be
We end up with the following expression fé{; 4 : discussed.
B A B . The processing of received raw data from a SAR system will
i 1  Jo i {1 oW ) . ) . . .
Mig(k, ©)= — e =5 \wo a2l first result in a complex (amplitude) image (for an illustration
Cle=o 0 9Clzmo of the SAR processing technique, see [19]). The phase obtained
1 9T for a pixel of a complex image does normally not provide useful
+ T, 3_C ) information, since it results from interference of many small
¢=0 contributions to the backscattered signal with different phases
1 9 okp and has thus a random distribution. However, the evolution of
TS AL = + M+ the phase of the backscattered signal with respect to a reference
\Ij(kB:I:) ok k=+k 8C o . . L o .. . .
B ¢=0 signal will be deterministic within a finite decorrelation time

(20) interval. Both the phase change and the decorrelation time are

wherew, andZ} are unperturbed zeroth-order quantitiesietermined by the Doppler spectrum. As shown in [5], the ex-
One could argue that this expression has a singularityRgctation value of the phase change within a timerléggequal
cross polarization, wher&, = 0, but in fact alsa7’/d¢ to_tht_a ph:_:lse of the autocorr_ela_tion of the backscattered field for
will be 0 in that case, and one can show th&t vanishes. this time interval R »(7), which is related to the Doppler spec-
Accordingly, the proposed model can be used very wélim by

for calculations for HH, VV, and HV/VH polarization. 1 /

oo

Rp(r)= 5 | ¥ Selfp)dfn - (22)

C. SAR/ATI Intensity and Phase Images whereSp(fp) denotes the Doppler spectrum associated with an

Synthetic aperture radar (SAR) images are generally distor@gfual pixel of the SAR image—in contrast$¢fp) as given
by an azimuthal displacement effect resulting from a misiky (13), which is the Doppler spectrum of a model grid cell with
terpretation of the phase history of the radar backscatter frdf€ local wave spectrunir before accounting for azimuthal dis-
moving targets [15]-[17]. ATl phase images are also affect@dpcement effects. Pixel-related Doppler spectra can be com-
by this distortion. One can easily show that the apparent logiited from grid-point related ones by mapping power elements
tion of a moving target in a SAR image is displaced from thiom all cells of a model grid into pixels according to (21) and

actual location in azimuth direction by the amount keeping their frequency information.
R R If 1/7 is large compared to the bandwidth of the Doppler

Az = —ylr = Vk_fD (21) spectrum, the phase &p(7) can be approximated by

whereR is the distance between radar antenna and target, and arg — 2r7 /Oo
V is the velocity component of the SAR platform in azimuth g (Bp(r) (o) J—oo fpSrifo)dfp (3)
(z) direction. The azimuthal shift is directed such that target®., by an expression which is proportional to the first moment
moving toward the radar are displaced in flight direction anof the Doppler spectrum (except for an ambiguity of multiples
targets receding from the radar are displaced against the fligi2z which must be removed by phase unwrapping techniques
direction. in practical applications). I1/r is comparable to or smaller

A SAR image of the ocean surface can be simulated by cothan the Dopplerbandwidth, on the other hand, the magnitude
puting the Doppler spectrum for each cell of a surface grid and R(7) becomes very small, indicating that the backscattered
mapping elements of the backscattered power to image pixéddd decorrelates within the time lagsuch thateg(Rp(7)) is
according to (21), using the distribution of Doppler frequerpractically meaningless. In our numerical model, magnitude and
cies given by the Doppler spectrum. The mean Doppler frphase ofRp(7) are computed exactly, i.e., approximation (23)
guency and the bandwidth obtained for a grid cell correspoishot used. In the context of this work we use it only to illustrate
to a mean azimuthal displacement and blurring, respectivellge meaning of phase differences between SAR images.
of the pixel intensity in the simulated image. Where only radar Despite the fact that each pixel in a SAR image is composed
signatures of stationary features are considered, the contribficontributions to the backscattered signal with a well-defined
tions of surface waves to Doppler offsets and bandwidths jainase history and that the Doppler shift information is converted
(10) and (11) and tdo) as given explicitly in [8] must be into an azimuthal displacement and virtually lost during data
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processing, phase changes according to (22) or (23) canbe di 030 pF————T—— T
tected if the received signal is sampled and processed a secor—,:
time after a short time lag within the decorrelation time in- &, .25
terval. The along-track interferometric SAR technique is based ¢

on this principle, using two receiving antennas which are sepa: % 0.20
rated by some distance in flight direction. Accordingly, an ATI £
system can measure Doppler offsets, which represent, as dis g
cussed in Section II-A, a power-weighted mean value of the % 0.15
Doppler frequencies resulting from the line-of-sight velocities é-

of the scatterers. To simulate ATI phase images, we construc § 1
the Doppler spectrum associated with each single pixel of a SAF §
image as described above, and we compute the correspondir 2
phase ofRp (7). g 0.05

=]

Zz

S(

IIIIIIIII|IIII|IIII|IIII|IIII
IIlI|IIIIllllllllllllllllllll

—
[=

[ll. M ODEL VALIDATION Doppler Frequency fp [Hz]

As already mentioned, the scattering model described in [6] @)
is known from previous studies to explain measured Doppler 00 777
spectra and ATI signatures quite well [4]-[6], [20] (note that <]
the model validation in [6] was based drand K, band databy &£ 0.25
A
]
v

U9 = 6 m/s

Plant and Keller which were later published in [9]). This model
is based explicitly on Maxwell's equations. For the computa- =
tion of a Doppler spectrum, the field autocorrelation function of
a moving ocean surface is computed, and the Doppler spectrur E
g 0.15
(3]

0.20

S(fp

is obtained as the Fourier transform of this function. Depending
on parameters like radar frequency and wind speed, as many ¢ &
100 time steps, i.e., 100 integrations of the backscattered field
can be required for the computation of a full Doppler spectrum
[nevertheless, a few time steps are usually sufficient for the es A
timation of the mean Doppler frequency alone, which allows to g 0.05
estimate an ATI phase difference according to (23)]. 2

In contrast to this, the model proposed in this work does not  0.00 = L L
require explicit time-dependent calculations. All parameters of 0 5
the Doppler spectrum, including modulus and phase of the auto- Doppler Frequency fp [Hz]
correlation function of the field for a given ATl time lag, can be (b)
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integrated within one loop of numerical code. The computation  9-30 p——————
u10=12m/s

efforts are comparable to those required for one single time ste|<
in the fundamental model. Accordingly, a reduction of compu- &£ 0.25
tation times by a factor of up to 100 can be expected. On the §
other hand, it is not obvious that both models can be considere: ,la 0.20
equivalent in the sense that they produce the same results. &
In order to validate the proposed model, we have computec
Doppler spectra for some scenarios with both models, consid
ering the fundamental model as reference. While calculations
with the proposed model are usually done with the parame-
terization of the wave spectrum proposed in [8], the Bjerkaas- &
Riedel spectrum [21] was consistently used in both models for 2
this comparison. Nevertheless, one should be aware of the fac E 0.05
that the proposed model in its present form does not accoun < =
for specular reflection while, on the other hand, hydrodynamic ~ 0.00 '—————1—
modulation of the Bragg waves by longer waves is not included -10 -5
in the fundamental model. Small deviations between the predic- Doppler F(Squency o (Hz]
tions of the two models should thus be expected. Fig. 1. Simulated normalized Doppler spectra as obtained from the
Fig. 1 shows simulated Doppler spectra fbrband (1.0 proposed composite surface model (solid lines) and from the fundamental
GHZ), vV polarization, an incidence angle of 3 radar mode;l d_escribe(_j in [6] (dashed lines) fér band (1.0 GHZ),_verticaI (_VV)
look direction of 75 with respect to the downwind direc- polarization, an |_n(:|de_nce_angle of 3@nd aradar look d!rectlon of ?&vlth .
respect to the wind direction, and for the wind speeds: (a) 3 m/s; (b) 6 m/s;
tion, and wind speeds of 3, 6, and 12 m/s. There is rad (c) 12 m/s.

0.15

ppler Spectrum S(
@
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mean surface current in these examples. In order to elinV polarization, and for radar look directions down thexis
nate the effect of different absolute NRCS levels in the twand down the; axis.
models and at the different wind speeds, all spectra have
been normalized such that their integrals yield 1. The figure
shows that both models predict Doppler spectra of simil&. Dependence of ATl Signatures on Radar Frequency,
shapes and with comparable bandwidths and Doppler offsé®slarization, and Incidence Angle
In particular, both models show two separate peaks for the
two Bragg wave components in the 3 m/s case, which areas discussed in Section II, the phase difference measured by
broadened with increasing wind speed until a quasi-Gaussi@ATI system is, for sufficiently short time lagsind except for
spectrum is obtained in the 12 m/s case. Similar agreem@ntambiguity of multiples of & proportional to the first moment
is also found for other radar parameters, which indicates thsftthe Doppler spectrum [see (23)]. Postponing SAR artifacts
the dominant mechanisms that are responsible for the shap@ decorrelation and ambiguity problems to a later stage of the
of Doppler spectra at moderate incidence angles are wgiscussion, we will first of all discuss “Doppler velocities,” i.e.,
preserved in the proposed model despite all simplificationgerizontal velocities whose line-of-sight projection is the radial
As expected, clear differences between both models are fObU’(lﬂbcity corresponding to the mean Doppler frequencies at the
in the required computation times. It is difficult to quantify theyriginal model grid points. The Doppler velocities are apparent
advantage of the proposed model in this discipline on the bagisrent components which would be obtained as statistical mean
of actual CPU times, since both models are implemented galues from ATI measurements in the absence of artifacts of the
completely different platforms. Furthermore, the fundamentglar imaging technique.
model has not been optimized at all for computation time ef- Figs. 2-4 show examples of simulated Doppler velocity
ficiency. However, as discussed above, the proposed Doppgjnatures for the convergent current (Figs. 2 and 3) and for
model should be about 10-100 times faster than the fundamelﬁﬁ@I shear current (F|g 4) On|y results for VvV p0|arizati0n are
model, since it does not require time-dependent integrations. §hbwn, since the simulated velocity signatures for HH exhibit
a 450 MHz Pentium-Il computer, the computation of a set of 2Gfery similar behavior, except for somewhat larger absolute
x 200 pixel ATl images (intensity, phase, and autocorrelatiophase differences and more pronounced distortions of the
with the proposed model (using existing spatially varying wavgignatures which result from larger relative contributions of
spectra) takes only about 3 min, which is much more convenigghger waves. Together with the fact that the NRCS of the
for practical applications than computation times of the fundacean surface and thus the achievable signal-to-noise ratio is
mental model on the order of some hours to days (on a compgearly larger at VV than at HH, the finding that the relation
rable platform). Short computation times are particularly usefgketween Doppler velocities and actual surface currents should
where ATI simulations need to be carried out several times k@ more linear at VVV than at HH suggests that VV polarization
optimize an estimated current field iteratively until simulateg clearly favorable for current measurements.
and measured ATI signatures agree. Each pair of plots in Figs. 2—4 shows thendy components
of the actual surface current as bold lines and the Doppler veloc-
ities for the two corresponding radar look directions as narrow
IV. POSSIBILITIES AND LIMITATIONS OF ATlI CURRENT lines, USing different line Styles for different wind directions.
MEASUREMENTS Ideally, one would like to have as little offset between the actual
and ATl-derived velocity components and, even more impor-
To assess theoretical possibilities and limitations of curretaint, as little differences in the shapes of their spatial variations
measurements by ATI, we have generated two simple test cas-possible. Furthermore, the ATI signatures should depend as
rent fields and computed the corresponding modulation of thtle as possible on wind speed and direction, since these pa-
surface wave spectrum according to weak hydrodynamic inteameters are often not well known.
action theory, using the method described in [11]. The two cur-Figs. 2 and 3 show that the mapping of surface currents into
rent fields are characterized by: 1) a current igirection which Doppler velocities is much more linear at high incidence an-
changes linearly from 0.8 to 1.0 m/s within 50 m, stays constagies like 60 than at the relatively steep incidence angle ¢t 30
for 300 m, and returns to a value of 0.8 m/s within another 50 Trhis can be explained by the fact that the relative contribution
and 2) a current iy direction which changes linearly from 0.00of vertical wave motions decreases with increasing incidence
to 0.2 m/s within 50 m in: direction. The first current field and angle, while the contribution from the line-of-sight component
a divergence followed by a convergence, with a mean curreaftthe horizontal current increases. The intensity of wave mo-
on the order of 1 m/s, resembles a tidal current modulated tigns, i.e., the wave intensity, varies with the current gradient
an underwater sandwave; the second one with a spatially limther than with the current itself. Furthermore, a pronounced
ited current shear resembles an oceanic front. Spatially varyiweyiation of the mean Doppler velocity with the wind direction
wave spectra were computed for wind speeds of 5 and 10 n¥$ound. This effect results from the different intensities of the
and for wind directions toward°qzx direction), 45, 90° (y di- two Bragg wave components traveling toward and away from
rection), 135, and 180. To investigate the dependence of ATthe radar at different wind directions. At the incidence angle of
signatures on radar frequency, incidence angle, and polarizati6@, it is generally smaller ak' band than af. band. The range
Doppler spectra were then computed foband (1.0 GHz) and of Doppler velocity variations with the wind direction increases
X band (10.0 GHz), incidence angles of 30 and,6fH and with the wind speed, but the increase is very smalKaband
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Fig. 2. Simulated Doppler velocity signatures of a simple divergent/convergent current feature (bold lines). foaadh (1.0 GHz) radar at VV polarization
looking down ther axis (left part of plots) and looking down theaxis (right part), and for different wind directions as indicated by numbers ("toward" directions)
and line styles; incidence angles and wind speeds are: {&Jr205 m/s; (b) 3Dand 10 m/s; (c) 6Dand 5 m/s; and (d) 60and 10 m/s.

and 60. The linearity between actual currents and Doppler véhat the spatial intensity variations of the tWwoband Bragg
locities at this incidence angle is better at a wind speed of 10 mfave components in the shear current scenario are quite dif-
than at 5 m/s. ferent, which results in pronounced variations of the height of

While a clear superiority of high or low radar frequenciethe two Gaussian parts of the Doppler spectrum with respect to
in terms of linearity of the imaging mechanism is not obviousach other and corresponding variations of the mean Doppler
from the results for the divergence/convergence scenario, Figrdguency. In contrast, the ratio between the intensities of the
shows thatX band appears to be better suited in case of thwo X band Bragg wave components, as shown in Fig. 5(b),
shear current. Fig. 4(a) shows model resultdférand, VV po- is almost constant. In general the hydrodynamic modulation of
larization, anincidence angle of 4@nd a wind speed of 10 m/s;Bragg waves decreases with decreasing wavelength (i.e., with
Fig. 4(c) shows corresponding band results. In the latter casejncreasing radar frequency), because short waves have larger re-
the imaging mechanism is more linear. Again, also the variatitexation rates. The intensity change of receding Bragg waves
of the mean Doppler velocity with the wind direction is smallein Fig. 5(b) results from a change of the effective wind vector
at X band. For comparison, Fig. 4(b) shows resultsXoband rather than from hydrodynamic modulation. Nonlinearities in
and the incidence angle of 3@vhich are clearly distorted, like simulatedX band signatures result mainly from intensity vari-
in the convergence/divergence cases of Figs. 2 and 3. In geneatifns of longer waves and the corresponding spatially varying
the dependencies of the simulated Doppler velocity signatutggdrodynamic modulation of th& band Bragg waves by the
of divergent, convergent, and shear currents on the considel@wjer waves.
radar parameters and environmental parameters are very similar,
thus we shoy\{ only these three examples of shegr current resits, 1otion-Induced Distortion

Nonlinearities inL. and X band Doppler velocity signatures
result from intensity variations of surface waves due to hydrody- As discussed in Section II-C, ATl images are distorted by
namic modulation, but the modulation mechanisms at low amadmotion-induced displacement in azimuth direction of targets
high radar frequencies are different in detail. Fig. 5(a) showsth a velocity componentin range direction. According to (21),
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Fig. 3. Same as Fig. 2, but féf band (10.0 GHz).

the displacement is proportional to the ratio of the distance t&lack and white circles show corresponding results foRgli
tween radar antenna and target and the platform veldgjty;, ratio of 160 s; a value corresponding to a spaceborne radar at a
and to the Doppler offset resulting from the target’s velocity. Eseight of 800 km and a speed of about 7 km/s, looking at the
pecially signatures of shear currents as shown in Fig. 4 cand®a surface at an incidence angle of abo(t(43ypical upper
distorted significantly in ATl phase images, since the velocitymit of existing and future spaceborne wide-swath SAR’s like
in range direction and thus the azimuthal displacement of t&adarsat SAR and Envisat SAR).

gets changes along the azimuth direction. In order to get an imWhile the simulated airborne ATI velocity signatures look
pression of the magnitude of this effect, we have calculated tliikee smoothed versions of the Doppler velocity signature which
actual phase signatures of the shear current for the conditidrasically preserve the shape and location of the surface cur-
which appear to be optimum conditions for ATI measurementgnt feature, nonlinearities in the spaceborne ATI results are
i.e., for X band, VV polarization, and an incidence angle ofo strong that two areas of pronounced current shear show up
60°. Fig. 6 shows simulated ATI velocities (i.e., velocities obinstead of the original single area. The blurring of the signa-
tained from ATI phase signatures) for a wind of 5 m/s. The boldres results from the mapping of elements of backscattered
solid line shows the actual current, the thin solid line shows tip@wer from each grid cell into different pixels according to the
Doppler velocity as obtained without considering SAR effectshape of the Doppler spectrum, and the azimuthal offset results
The Doppler velocity signature would be directly detected Hyom nonzero-mean radial velocities. The “plateau” in the sig-
an ATl system withR/V close to 0, i.e., with a very low flight natures forR/V = 160 s results from the fact that power ele-
altitude and high speed. Black and white triangles show ATI vaients from each grid cell are mapped into an azimuthal area
locities obtained with a®/V ratio of 60 s, corresponding to awhich is wide compared to the current shear feature, and the
typical small aircraft flying at an altitude of 3000 m and a speadapping takes place in such a way that the ATI phase in the
of 100 m/s, where black triangles correspond to a flight direwicinity of the feature is dominated by the mean value of phases
tion to the right and white ones to a flight direction to the lefon both sides rather than by the rapidly changing local Doppler
(with a look direction into the positivgdirection in both cases). velocity. This is a good example of the possible complexity of
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Fig. 6. Given current iry direction and simulated Doppler velocity and ATI
velocity signatures of the shear current of Fig. 4 for a wind of 5 m/s blowing
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60°, alook direction down the axis, and an ATI time lag of 5 ms. ATl velocities
are shown fot? / V" ratios 60 and 160 s and for flight directions to the right and
to the left as indicated by arrows.

C. How to Choose the ATI Time Lag

Not only classical radar parameters like the radar frequency,
polarization, and incidence angle, but also the timedge-

Fig. 4. Simulated Doppler velocity signatures of a simple shear current featmeen the acquisition of the two complex SAR images need§ to
(current iny direction varying inz direction), presented in the same way as th@e properly chosen for successful ATI measurements. The time

signatures in Figs. 2 and 3: (d),band, VV polarization, incidence angle

(b) X band, VV, 30; (c) X band, VV, 60. Wind speed is 10 m/s.

=%0 |ag is determined by the distandebetween the two receiving

antennas, the platform velocity, and the ATl mode: If both
antennas are used for transmitting and receiving of separate sig-

the SAR/ATI imaging mechanism. At least in cases with largeals, the time lag ig/V, while it is d/2V if both antennas are
R/V ratios, phase images cannot easily be inverted into surfaced as receiving antennas for a signal originating from one of
current fields without accounting for nonlinearities.

the antennas [22].
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Fig. 7. Theoretical autocorrelation of the backscattered field as function of ATl time lag and for different wind speeds; radar look dire&tifiitie4®dwnwind
direction; incidence angle is 60(a) L band VV and (b)X band, VV.

As mentioned in Section II-C, the time lag needs to be shartents should preferably be done at wind speeds below, say, 10
compared to the decorrelation time of the backscattered fiefd/s in order to avoid very fast decorrelation of the backscattered
which is determined by the Doppler bandwidth. Calculated afield.
tocorrelation functions fof. andX band, VV, a look direction ~ On the other hand, the time lag should be sufficiently long
45° off the downwind direction, and an incidence angle of 6Go allow for a clear modulation of the ATI phase differences by
are shown in Fig. 7. Assuming that the autocorrelation shoulte expected surface current variations. From (23) and (1) one
not be smaller than about 0.5 and that typical wind speeds durinigtains for the conversion factor that relates ATl phases to ATI
ATl measurements may be 10 m/s or less, the figure suggesttocities
that the time lag should not exceed about 50 ms hand and Avart c 1 [msl}

5 ms atX band. Ap ~ 720f.sin 67 | deg (24)

The decorrelation times obtained from our calculations ajghere is the speed of light and. is the nominal radar fre-
somewhat shorter than measured values from the SAXON-FRlency (transmit frequency). Fig. 8 shows the conversion factor
experiment as reported in [23] (8-10 msAtband for a foot- 45 function ofr for L and X band and incidence angles of°30
print size of 40 m). This might give rise to the impressionang 6. At ¥ band, 66, and a time lag of 5 ms, a velocity/phase
that the model is not realistic. However, the difference can vefycior of about 0.01 mé/deg is obtained, which results in phase
likely be explained as a result of averaging over different fookmpiguities at velocity intervals of 3.6 m/s. At a time lag of
print sizes (about 2.5 through 40°rm the experiment, infinite 1 mg "3 phase difference of dorresponds to a velocity interval
in the model calculations), differences in the wave spectra &apout 0.05 m/s, and ambiguities occur only every 18 mis. In
countered at the test site and used in the model, differences;iiy of the fact that modern ATI systems can resolve phase dif-
radar look directions with respect to the wind direction, and difgrences of less tharf 1J. Moreira, personal communication]
ferences in definitions and calculation methods. The decreaggy that an accuracy of measured currents of 0.05 m/s should
of decorrelation times with increasing footprint size is depictqgsua”y be sufficient, we conclude that the choice of the ATI

nicely by [23, Fig. 14], which indicateX” band decorrelation {jme |ag is not very critical as far as velocity resolution and am-
times of about 12—15 ms at about 2.5 end about 8-10 ms at biguity problems are concerned.

40 n?. It can be explained by the fact that the motions of scat-
terers within in a small footprint are better correlated due to the
absence of nondeterministic long wave motions. In our model
this corresponds to an integration over waves that are shortem this paper, we have presented an advanced composite
than a given footprint size. One would obtain reduced Dopplsurface scattering model which is capable of simulating
bandwidths and thus increased decorrelation times. The time gppler spectra of microwave backcatter from the ocean
recommendations given above appear to be reasonable forsaliface. The model is based on the simple expressions of Bragg
radar look directions with respect to the wind directigncal-  scattering theory and requires significantly less computation
culated decorrelation times tend to be about 30% longer fotime than more fundamental models which are based explicitly
crosswind looking radar than for upwind or downwind look dien Maxwell’'s equations. We have shown that Doppler spectra
rections; and for a wide range of incidence anglgsiecorre- obtained from the proposed model agree well with predictions
lation times tend to decrease slightly with the incidence anglef. the well-established fundamental model described in [6].
Aside from such findings, Fig. 7 suggests that ATl measuriYe conclude from the good agreement that both models can be

V. SUMMARY AND CONCLUSION
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Fig. 8. ATI velocity/phase difference conversion factor as function of timerlagd for incidence angles of 3@nd 60: (a) L band and (b)Y band.

used equivalently for practical applications, where a reductitime relationship between time lag, autocorrelation of the field,
of computation times by more than an order of magnitude isaad velocity resolution.
clear advantage of the proposed model. If both ATl antennas are used for transmitting and receiving

Doppler models are required for the interpretation of alonga a dual-baseline setup, one can choose the antenna separation
track interferometric synthetic aperture radar (ATI) data whicsuch that the short baseline/time lag ensures accurate phase and
include information on surface currents. To investigate thewelocity measurements and the long time lag is long enough
retical possibilities and limitations of current measurements by determine the decay of the autocorrelation of the field, so
ATl and to determine favorable parameters of ATl systems, wieat decorrelation time images can be generated according to
have simulated Doppler and AT velocity signatures for a variegymethod described in [22].
of scenarios. It has been found that ATI-derived current fields Finally, the wind direction at a test site should be known in
can differ significantly from actual current fields if inadequaterder to correct ATI velocities for the mean contribution associ-
parameter values are chosen, which is in qualitative agreematgd with the orbital motions of ocean waves and with the phase
with experimental results. According to our model results, theslocities of the two Bragg wave components. It is not diffi-
most important parameters which determine the linearity of tigalt to estimate this correction, but if the wind direction is not
imaging mechanism are the incidence angle and the ratio beell known, this may result in an offset of all measured cur-
tween flight altitude and platform velocity. rent components by as much as 0.5 m/s{aband and an in-

For best linearity, a high incidence angle like°&hould cidence angle of 60 the proposed best parameters for current
be chosen, and the ratio between flight altitude and platformeasurements. However, some basic information on the wind
velocity should be as small as possible. Furthermore, high radactor should usually be available, and in many cases it can even
frequency bands likeX band (10 GHz) appear to be bettebe derived from signatures of features like wind streaks, wind
suited for current measurements, although this is not as obvigenerated waves, or surface films in a radar image itself [24].
as the advantages of high incidence angles and smglV™ Despite our finding that large incidence angles and high radar
ratios. The dependence of simulated ATI velocity signaturé®quencies should be better suited for current measurements,
on the radar polarization is small, but VV polarization igurrentfields have already been extracted successfully from ATI
favorable in view of larger radar backscattering cross sectiodata atl band and incidence angles as small & &9 described
of the ocean surface and thus more backscattered power ama [d]. This is consistent with our theory; an absence of obvious
better signal-to-noise ratio. High wind speeds result in betteonlinearities in the case discussed in [4] can be attributed to
linearity between the shape of actual current variations atite fact that the current gradients in the test area were relatively
Doppler velocity variations, but low wind speeds corresporgiall and did not change very rapidly in space. In the vicinity
to longer decorrelation times of the backscattered field awfl small current gradients, the surface wave spectrum experi-
thus less statistical fluctuations of measured phase differenoasces only a weak hydrodynamic modulation. The relevance of
Ideal wind speeds for current measurements by ATI shoubdir recommendation of a high incidence angle and a high radar
be between about 5 and 10 m/s. The ATI time lag should frequency increases with the strength of the current gradients to
chosen such that it is significantly shorter than the decorrelatiba imaged, with wind speed, and with the spatial resolution of
time of the field but that the accuracy of measured phase aihé radar and the required accuracy.
velocity variations is sufficient. We have presented diagrams oflf the right parameters are chosen, along-track SAR interfer-
model results and simple analytical calculations which shoemetry should be well suited for oceanic current measurements.
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After two overflights in perpendicular directions and a calcula-[16] W. R. Alpers and C. L. Rufenach, “The effect of orbital motions on syn-
tion of corrections with a theoretical model like the one pro-  thetic aperture radar imagery of ocean wavéSEE Trans. Antennas

posed in this work, it should be possible to determine current;
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