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Abstract 21 

 The Nearshore Canyon Experiment (NCEX) was a coastal research project with field 22 

operations Sept. 16 through Dec. 15, 2003, located at and near La Jolla, California. The Naval 23 

Research Laboratory created a wave forecasting system in support of the field program. The 24 

outer nest of this prediction system encompassed the Southern California Bight (approximately 25 

4° longitude by 3° latitude). This forecasting system is described in this paper, with analysis of 26 

results via comparison to the extensive buoy network in the region. There are a number of 27 

potential errors, two of which are 1) poor resolution of islands in the Bight (which have a strong 28 

impact on nearshore wave climate) and 2) the use of the stationary assumption for computations. 29 

These two problems have straightforward solutions, but the solutions are computationally 30 

expensive, so an operational user must carefully consider their cost. The authors study the impact 31 

of these two types of error (relative to other errors) using several hindcasts performed after the 32 

completion of NCEX. It is found that the stationary assumption leads to a moderate increase in 33 

root-mean-square error, while the coarse resolution of islands does not incur an appreciable 34 

penalty with respect to error metrics applied. Idealized numerical simulations are presented to 35 

illustrate the effect of the stationary assumption.  36 

Keywords: Wave modeling; wave forecasting; wave nowcasting; Southern California Bight 37 

1. Introduction  38 

 Wave forecasting systems are run routinely by the operational Navy for a number of 39 

coastal areas around the world. The operational Navy (specifically the Naval Oceanographic 40 

Office, NAVO), typically uses WAM (“WAve Model”, WAMDI group, 1988; Günther et al. 41 

1992; Komen et al. 1994) to model sub-regional scale domains (e.g. the size of the domain 42 
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depicted in Figure 1a) and the SWAN model ("Simulating WAves Nearshore"; Booij et al. 1999) 43 

for a nearshore region such as the one depicted in Figure 1c. [These grids will be introduced in 44 

detail later in this paper.] 45 

 This paper deals with the application of the SWAN model at both sub-regional and 46 

nearshore scale, for the area of the Southern California Bight during the duration of the 47 

Nearshore Canyon Experiment (NCEX), near La Jolla California. In this environment, the key 48 

challenge is to accurately represent the propagation/blocking of swell energy through/by the 49 

islands of the Bight as they approach the NCEX area.  50 

 There has been previous work related to wave modeling in the Southern California Bight. 51 

The reader is referred to O’Reilly and Guza (1998) and references therein. Also, as of February 52 

2005, there are active relevant websites run by the Coastal Data Information Program (CDIP). 53 

 Though the title of this article is “minimizing errors”, it is not about a tuning exercise. 54 

Rather, it is about describing and discussing some key aspects (and problems) of wave modeling 55 

system design. There are a number of questions that a wave modeler is faced with for which 56 

there are no ready answers. Usually, the modeler makes decisions on these questions with a mix 57 

of experience and guesswork. Two of these questions are:  58 

1) Where should one make the hand-off from a nonstationary model to a (generally less 59 

expensive) stationary model? 60 

2) What geographic resolution is necessary for the outer nests? Is it better to spend CPU 61 

cycles on something other than high geographic resolution? 62 

These two questions are essentially considerations of whether to apply two computational 63 

“shortcuts”. The objectives of this study are to 64 

•  Evaluate these two computational shortcuts. 65 
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•  Evaluate the feasibility of operational application of the SWAN model for a region the 66 

size of the Southern California Bight. 67 

•  Identify and discuss special considerations for modeling waves in this (and similar) 68 

regions. 69 

 This paper is organized as follows: Section 2 briefly describes the SWAN model and 70 

these two computational shortcuts. Section 3 describes the Nearshore Canyon Experiment 71 

(NCEX) and a realtime wave modeling system designed to support that experiment. Section 4 72 

describes idealized cases designed to study one of the two computational shortcuts (the 73 

stationary assumption). [A similar study was made of the other computational shortcut, but it is 74 

not presented in this paper.] Section 5 presents hindcasts for the Southern California Bight, 75 

similar to the realtime wave modeling system, designed to study the two shortcuts. Discussion is 76 

given in Section 6, and Conclusions in Section 7. 77 

2. Description of Model and Computational “Shortcuts” 78 

 For this investigation, we used a beta version of SWAN ("Simulating WAves Nearshore"; 79 

Booij et al. 1999) which can be considered intermediate between the official versions 40.20 80 

(released in June 2003) and 40.31 (released in February 2004).  SWAN is a third generation 81 

wave action model designed to overcome traditional difficulties of applying wave action models 82 

such as WAM in coastal regions. It uses typical formulations for wave growth by wind, wave 83 

dissipation by whitecapping, and four wave nonlinear interactions ("quadruplets" or "quads"). It 84 

also includes physical processes associated with intermediate-depth and shallow water (e.g. 85 

bottom friction, depth-limited breaking). 86 
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The governing equation of SWAN and other third generation wave action models is the 87 

action balance equation. In Cartesian coordinates, this is:  88 
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where σ is the relative (intrinsic) frequency (the wave frequency measured from a frame of 90 

reference moving with a current, if a current exists), N is wave action density, equal to energy 91 

density divided by relative frequency (N=E/σ), θ is wave direction, Cg is the wave action 92 

propagation speed in (x, y, σ, θ ) space, and S is the total of source/sink terms expressed as wave 93 

energy density. In deep water, the right hand side of (1) is dominated by three terms, 94 

S≈Sin+Snl+Sds (input by wind, four wave nonlinear interactions, and dissipation, respectively). 95 

Source term formulations used in wave models are by no means universal, but the default 96 

formulations used in SWAN are a fair representation of the mainstream. 97 

 Boundary conditions for the outer nest SWAN models used herein are taken from 98 

nowcasts/forecasts from operational implementations of the WAVEWATCH-III model (Tolman 99 

1991, Tolman 2002a). [We use the word “operational” to indicate “realtime and not 100 

experimental”.] Like SWAN, WAVEWATCH-III (henceforth denoted “WW3”) is governed by 101 

the action balance equation. WW3 tends to be more efficient at global scales (due to resolution), 102 

whereas SWAN holds the advantage at smaller scales (e.g. grid spacing less than 5 km). Both 103 

SWAN and WW3 can be solved in either Cartesian or spherical coordinates and both are finite 104 

difference models. Because of their similarities, they complement each other nicely. [WAM, a 105 

predecessor of both SWAN and WW3, is another third generation model; it is not used in this 106 

study.] 107 
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2.1 The Stationary Assumption 108 

 In nonstationary applications of conditionally stable models, the time step must be small 109 

enough that a packet of wave energy does not travel a distance of more than one grid cell (or 110 

some fraction thereof) during any given time step. With the unconditionally stable nonstationary 111 

scheme of SWAN this requirement is removed, but accuracy of the scheme falls off considerably 112 

when the wave energy travels much more than 2-4 grid cells per time step (see Rogers et al. 113 

2002). With high geographic resolution (say higher than 1/30° or 3km), this might correspond to 114 

a time step of 5 minutes, or 144 time steps for each 12 hour increment in a forecast, which can be 115 

computationally oppressive. Fortunately, SWAN can optionally compute using the assumption of 116 

stationarity. Computed in this manner, there are no time steps, though some iterating is required: 117 

5-10 iterations per 12 hour increment in the forecast would be typical, resulting in time saving of 118 

a factor 15-30 in this example.  119 

 However, the stationary assumption implies instantaneous wave propagation across the 120 

domain, as well as instantaneous wave generation by wind. While obviously inaccurate for a 121 

global model, these restrictions are not unreasonable for a smaller domain. This is particularly 122 

true if the cross-domain wave propagation occurs at a faster rate than the change in offshore 123 

forcing at the domain’s boundary. Furthermore, for these smaller areas, wave growth internal to 124 

the domain is fetch-limited, so the stationary model can represent wave growth faithfully. 125 

 Since the stationary assumption implies an assumption of infinite duration, one might 126 

expect that local windsea in a stationary model will always be more energetic than that in a 127 

nonstationary model. However, this is not the case: the nonstationary model is affected by prior 128 

wind speeds, which may be higher than the present wind speed.  129 
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2.2 Coarse Geographic Resolution 130 

 The primary benefit of increased geographic resolution in the Southern California Bight 131 

is to better represent the blocking of wave energy by islands in the Bight. This blocking has a 132 

dominant impact on the wave climate at most of the coasts inside the Bight. The word 133 

“blocking” here implies that an island is completely blocking wave energy from some direction. 134 

Blocking is not the only problem associated with geographic resolution, of course: the 135 

submerged part of an island will scatter, focus, defocus, dissipate, and shoal energy. In the 136 

regional scale domains, these effects are expected to be secondary to blocking.  137 

3. Real-time Southern California Bight modeling system 138 

 The Nearshore Canyon Experiment (NCEX) was a coastal research project with field 139 

operations Sept. 16 through Dec. 15, 2003, located at and near La Jolla, California. A variety of 140 

instruments were deployed by scientists from several institutions to monitor the coast from 141 

water, land, and air. Quoting a University of California, San Diego press release, “NCEX is 142 

designed to determine the effects of submarine canyons and other complex seafloor formations 143 

on waves and currents. Understanding such processes is important to answer scientific questions 144 

and to address public safety issues such as rip currents.” The Naval Research Laboratory (NRL) 145 

created a wave forecasting system for this region. There were several motivations:  146 

1) Supporting the NCEX field program: to assist in planning of instrument deployment and 147 

anticipate the arrival of scientifically interesting wave conditions. This motivation is 148 

diminished somewhat by existing systems for forecasting waves in the Bight, but the 149 

NRL system is the first full application of third generation wave models to realtime 150 
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forecasting of combined wind sea (generation, dissipation, propagation) and swell 151 

(dissipation, propagation) in the Bight. 152 

2) To get “hands on” knowledge and experience with modeling waves in realtime in a 153 

challenging environment (the primary challenge being associated with the sheltering 154 

effect of islands in the Bight). This experience is valuable for future wave modeling 155 

exercises by the operational Navy. 156 

3) The quantity of wave data in this region is probably the highest concentration anywhere 157 

in the U.S. This is of great benefit to validation and for determining sources of model 158 

errors. 159 

3.1 System Description 160 

 We created several competing wave nowcast/forecast systems for the NCEX experiment. 161 

The earliest system started producing forecasts on 26 September 2003. All systems stopped 162 

producing forecasts on or before 15 December. Since we compare different modeling methods in 163 

other sections using hindcasts, we will present only one of the competing wave nowcast/forecast 164 

systems here. Within this system, there are three SWAN grids. The second (denoted “SC2”) is 165 

nested within the first (denoted “SC1”) and the third (denoted “SC3”) is nested within the 166 

second, SC2. The SC3 grid corresponds to the vicinity of the NCEX experiment. The three grids 167 

are shown in Figs 1a-c. All were solved in a spherical coordinate system. Table 1 lists some 168 

details of the modeling system. [In this table, the 5-digit output locations are NDBC buoys 169 

locations; the three-digit output locations are locations of CDIP instruments (all buoys, except 170 

for 073). Some CDIP locations are referred to by three-letter identifiers, which are given in 171 

parentheses here.] 172 
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 Boundary forcing for the outer SWAN grid was taken from the NCEP (National Centers 173 

for Environmental Prediction) ENP (Eastern North Pacific) WW3 implementation (see 174 

http://polar.ncep.noaa.gov/waves/implementations.html ). Realtime spectral output from that 175 

WW3 model was available from the ftp site of NCEP at two locations near the boundary of SC1, 176 

corresponding to the locations of NDBC buoys 46063 and 46047. WW3 spectra for the location 177 

of 46063 were applied to the north and west boundary of SC1; WW3 spectra for the location of 178 

46047 were applied to the south boundary of SC1. These spectra were given in files which 179 

included recent hindcasts, the analysis period, and forecasts out to seven days at three hour 180 

intervals. 181 

 Wind forcing for the SWAN models were taken from fields provided by NCEP 182 

corresponding to the computational grid of the WW3 ENP model. These winds are from the 183 

NCEP Global Forecast System (GFS). As with the ENP spectra, the wind fields included 184 

forecasts out to seven days at three hour intervals. Global winds were used rather than those from 185 

a regional model (such as COAMPS, Hodur 1997, Hodur et al. 2002) because of the longer 186 

forecast period. 187 

 The default bottom friction formulation of SWAN was used, though it is not expected to 188 

play a significant role in the Southern California Bight due to the relatively narrow continental 189 

shelf. For the three deepwater source terms, S≈Sin+Snl+Sds , default formulations were used, 190 

except for the dissipation term, where the integer used for the weighting of relative wavenumber 191 

was increased by 1.0 (from Rogers et al. 2003 and Janssen et al. 1989) (this is to correct a 192 

tendency to underpredict the mean wave period of wind sea). In all three grids, 36 directional 193 

bins are used (∆θ=10°), and 35 frequencies are used, with logarithmic spacing from 0.05 to 1.00 194 
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Hz. [ To use a lowest frequency of 0.05 Hz may lead to problems when modeling the Pacific 195 

basin, so this was changed to 0.0418 for the hindcasts (Section 5).] 196 

 Due to the integration in four dimensions with computation of four-wave interactions and 197 

an implicit propagation scheme, SWAN can be computationally demanding. Each seven day 198 

forecast computation for the SC1 grid would have taken an estimated 28 hours in serial mode on 199 

the workstation used for the SC2 and SC3 computations, clearly infeasible for a realtime system. 200 

Therefore, the SC1 simulations were computed on a parallel computing platform, utilizing the 201 

OpenMP modifications of the code made by Campbell et al. (2002). Each seven day SC1 202 

forecast typically required 100 minutes of computation time on that platform. To our knowledge, 203 

this represents the first usage of the OpenMP capabilities of SWAN for realtime forecasting, and 204 

is a strong demonstration of the expanded utility of the SWAN model for such purposes. 205 

 Fields of wave height and peak direction were output for graphical display on a web site. 206 

Wave spectra were saved at locations where NDBC and CDIP instruments were deployed. The 207 

system was launched every 12 hours. Individual SC2 and SC3 simulations produced output at 24 208 

hour intervals—which is a fairly coarse interval—due to computation time constraints. Since the 209 

system ran every 12 hours, there was SC2 and SC3 output at staggered 12 hour intervals: still a 210 

coarse interval, but better than 24 hours. In the case of the SC1 model, the output interval has 211 

only a very slight effect on computation time (usage of disk space is the greater constraint), so a 212 

three hour output interval was used. The SC1 model used a 5 minute time step for computations. 213 

All three SWAN models produced output out to seven days. 214 

 For the SC1 and SC2 grids, a 6″ bathymetry provided by Dr. W.C. O’Reilly (Scripps 215 

Institution of Oceanography, “SIO”) was used. For the SC3 grids, bathymetry provided on the 216 
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SIO NCEX website was used. The latter bathymetry data set was developed specifically for the 217 

NCEX experiment. 218 

3.2 Results 219 

 For realtime comparison, CDIP data at the three SC3 instrument locations were 220 

downloaded during every modeling cycle and plotted along with time series of wave height, peak 221 

period, and mean direction from the SC3 model at those locations. An example time series plot 222 

similar to the ones displayed on the web page is shown in Fig. 2. Plots of fields of wave height 223 

and direction for each of the three grids for various forecast times were also shown on the 224 

webpage, but are not reproduced here. 225 

 Calculations of error—with NDBC and CDIP data as ground truth—are given in Table 2. 226 

[All dates are in 2003.] The bias and root-mean-square error “RMSE” are calculated over the 227 

time interval shown, which varies due to inconsistent archiving of model output and data 228 

outages. The error metrics are calculated for the analyses of each realtime SWAN simulation 229 

(error metrics for the forecasts are not reported here, due to limitations on space). In the table, we 230 

organize the instruments locations into three groups, in order to better detect any correlation of 231 

error and location. The three groups are a) locations relatively unsheltered from swells from the 232 

open ocean, b) locations along the northern shoreline of the Bight, and c) locations that fall 233 

within the SC2 and SC3 grids. We give averages for each grouping and also an average of all 234 

locations. The “average bias” is the average of the magnitude of bias.  In the averaging, each 235 

location is weighted equally even though the duration of time intervals for comparisons are 236 

different in many cases. When comparing model output to data, we pass the data through a three-237 

hour running-average type filter. 238 
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 To put these numbers in context, the magnitude of bias of analyses of global wave 239 

models (at any given location) tend to be 0.15 m or lower and RMS errors tend to be 0.4-0.6 m 240 

(e.g. Tolman 2002b). For energetic, but enclosed areas (e.g. the Great Lakes), 0.18 m RMS error 241 

and negligible bias is possible in blindfold hindcasts. 242 

 One probable cause for error is the uncertainty in the bathymetry, particularly over the 243 

canyon and particularly for northwesterly waves. The bathymetric database used is comprised of 244 

data ranging from National Ocean Survey (NOS) data, to more recent ship surveys over the 245 

canyon, to nearshore surveys from airborne lidar from the US Geological Survey (USGS) 246 

measurement system. Each has different coverage and quality. Kaihatu and O’Reilly (2002) 247 

performed some sensitivity studies for model runs over various bathymetric databases and 248 

demonstrated significant sensitivity of the nearshore waveheights on the details of the canyon 249 

bathymetry. Additionally, Long et al. (2004) showed that modeled nearshore wave and 250 

circulation fields were strongly dependent on the details of the canyon, particularly the 251 

crenellations of the depth contours. The biases seen in Table 2 are generally lower than the above 252 

estimates, however, and may indicate that the wave model is less sensitive to bathymetry errors 253 

than wind forcing errors, at least over the shelf.  254 

4. Idealized Case: Impact of the stationary assumption 255 

 In this section, we present idealized cases. The strategy is to create simplified model 256 

scenarios so that we can—without excessive runtimes—test the effect of the stationary 257 

assumption. Using these test, this source of error is isolated from other sources of error. Also, by 258 

including a test case for another environment (the Gulf of Maine during a similar time period), 259 

insight is gained regarding how the error might vary with climate. 260 
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 Actual buoy data are used in the design of these idealized cases. In canonical tests which 261 

follow, the results are sensitive to the time scale of variation of input. The boundary-forced case 262 

is sensitive to the group velocity of energy parcels. The wind-forced case is sensitive to the 263 

magnitude of the wind. Thus, we want the input to be as realistic as possible. This is the primary 264 

motivation for using buoy data for forcing. 265 

4.1. Idealized tests 266 

Simplified long-duration simulations using stationary computations are conducted to study 267 

the impact of the stationary assumption. Wave height root mean square (RMS) error is calculated 268 

over the entire model domain, using simulations with nonstationary computations for “ground 269 

truth”. For forcing, we use actual buoy data. Thus with these tests, we get an estimate of the 270 

typical levels of error under realistic forcing conditions. The time period of the NCEX 271 

experiment is used. To get an idea of the impact of local wave climate, we conduct tests using 272 

the climate for the Gulf of Maine as well as the Southern California Bight. Characteristics 273 

common to all idealized simulations regarding effect of stationary assumption are: 274 

1) One dimensional simulations 275 

2) Domain size=300km 276 

3) ∆x=0.6 km 277 

4) Directional resolution=10° 278 

5) 33 frequencies in logarithmic distribution 279 

6) Deep water 280 

7) Whitecapping identical to that used in other simulations in this study 281 

8) Wave height output over the entire model domain, every three hours, from 1800 UTC 14 282 

October 2003 to through 2100 UTC 15 December 2003. 283 
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 284 

Characteristics common to all the idealized simulations with stationary computation: 285 

1) 15 iterations per computation 286 

2) One computation every three hours simulated. 287 

 288 

Characteristics common to all the idealized simulations with nonstationary computation: 289 

1) Initialized at state of rest at 1800 UTC 13 October 2003. 290 

2) ∆t= 2.5 minutes 291 

4.2. Idealized wind-forced test 292 

Characteristics common to all the wind-forced idealized simulations: 293 

1) These simulations used winds taken from buoy data (converted to 10 m). The scalar buoy 294 

wind speed is used for the along-axis wind speed, Ux. The cross-axis wind speed (Uy) is 295 

set to zero. The sign of Ux is preserved, so wind direction here is binary (westerly or 296 

easterly) 297 

2) Homogeneous winds are used.  298 

3) No boundary forcing is used. 299 

 In this canonical wind forced case, we are treating the region in question (the Southern 300 

California Bight or the Gulf of Maine) as a rectangular lake of arbitrary north-south dimension, 301 

and east-west dimension comparable to that of the actual region. All energy is generated 302 

internally, as opposed to the actual situation where local winds add energy to waves coming in 303 

through the boundaries. The wind-forced idealized simulations with nonstationary computation 304 

included linear wave growth physics, so that simulations could start from rest.   305 



     Sub-regional wave modeling (NCEX) 

Rogers et al. Page 15 of 48 3/30/2005 3:50 PM 

 For the Southern California Bight idealized wind-forced test, 46047 buoy data is used. In 306 

this canonical case, west-to-east airflow is predominant. For the Gulf of Maine idealized wind-307 

forced test, 44005 buoy data is used.  308 

4.3. Idealized boundary-forced test 309 

Characteristics common to all the boundary-forced idealized simulations: 310 

1) No wind forcing is used. 311 

2) Nonlinear interactions are disabled. 312 

3) A JONSWAP spectrum with peak enhancement factor of 3.3 (see Holthuijsen et al. 2003) 313 

is used for boundary forcing along the open-ocean side of grid. 314 

 315 

In the stationary results, the only cause of x-wise variation (not shown) is dissipation; whereas 316 

the nonstationary model results (properly) also vary due to time-history of the boundary forcing.  317 

 Note that if all energy is traveling the same speed c, and if 
t

H x

∂
∂ =0  is constant, then the 318 

wave height error E at any point x is
c
x

t
H

E x

∂
∂

= =0 . 319 

Southern California Bight Case 320 

Boundary forcing is based on measurements with CDIP buoy 71 (the “Harvest” buoy) during the 321 

time period 0000 UTC 1 October 2003 – 0000 UTC 1 January 2004. During the (infrequent) 322 

gaps in data from this buoy, spectra are taken from CDIP buoy 67 (the “San Nicholas Island” 323 

buoy). The spectra used here are described at a three hour interval, determined by three hour 324 

moving average of data provided by CDIP, which are described at a 0.5 hour interval. These 3-325 

hour interval combined wave spectra are denoted in this paper as “CDIP/071/067”. [We use 326 
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CDIP data rather than NDBC data here due to directional information in the CDIP data.]. Time 327 

series of wave height, peak period, and directional spreading are calculated from these spectra. 328 

However, the mean direction is always “from west”. Wave conditions are passed to the SWAN 329 

model in this parameterized form. 330 

Gulf of Maine Case 331 

Time series of wave height, peak period are taken from data for NDBC buoy 44005. However, 332 

the mean direction is always “from east” and directional spreading (see Holthuijsen et al. 2003) 333 

is always 47.7° (taken from the mean of the Southern California Bight case).  334 

4.4. RESULTS 335 

Results are shown in Figures 3a-d. In these four figures, there are four curves and each is 336 

presented twice: Figures 3a,b contrast the different forcing set (boundary forcing vs. wind-337 

forcing); Figure 3c,d contract the different climates (Southern California Bight vs. Gulf of 338 

Maine). 339 

 In the wind-forced canonical cases, if one inspects individual cases where the wind shifts 340 

directions, the stationary model is especially inaccurate because it responds too quickly to the 341 

shift, creating new energy and destroying old. Additionally, the wind speeds reach greater 342 

extremes over shorter time intervals in the Gulf of Maine case than in the Southern California 343 

Bight case; this variability would not be represented particularly well in the stationary runs. 344 

 In boundary-forced canonical case, error is worse in Gulf of Maine case. This may be 345 

simply due to larger wave heights (all else being equal, RMS error will tend to be greater in more 346 

energetic wave climates).This may also be affected by the travel speed of wave energy (the Gulf 347 
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of Maine tends to experience shorter waves, Figure 4, which will tend to be less well represented 348 

by the assumption of instantaneous propagation).  349 

5. Hindcasts 350 

Here we build on what was learned in the idealized simulations using long term hindcasts 351 

comparable to the realtime system. With the hindcast mode, we have a few advantages over the 352 

realtime mode: 353 

1) In hindcast mode, computation time is not a major constraint on model design. 354 

2) The realtime system was subject to problems with forcing arriving late and having to use 355 

forecast winds as analyses. 356 

3) In hindcast mode, we can test/estimate the accuracy of various forcing methods 357 

(including forcing with observations, which wouldn’t be possible in a forecast system) 358 

and choose one. 359 

4) In hindcast mode, we can pay more careful attention to numerical issues, etc. 360 

5) Some settings (such as the garden sprinkler effect correction [Booij and Holthuijsen 361 

1987]) were changed midway during the lifetime of the realtime system. With the 362 

hindcast system, settings are uniform for the duration, leading to more meaningful 363 

comparisons. 364 

5.1 Hindcast descriptions 365 

The hindcasts are designed to investigate the practical effect of two computational 366 

“shortcuts”: 367 

1) Use of stationary computations for the SC1 region 368 

2) Use of coarse geographic resolution for the SC1 region 369 
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(These are the two “shortcuts” described in Section 2.) 370 

Forcing 371 

For forcing on the west boundary, we use the CDIP/071/067 spectral time series 372 

described in Section 4.3. For forcing on the south boundary, we use analyses for the NCEP ENP 373 

WW3 implementation corresponding to location 46047 (this is identical to what we used for 374 

forcing the realtime system at this boundary). For wind forcing, we use the NCEP GFS winds 375 

(identical to wind forcing of the realtime system). 376 

Model settings 377 

We perform the hindcast with the outer grid SC1 at two different resolutions and two 378 

different computation methods (stationary and nonstationary), so there are four hindcast 379 

simulations, denoted as 380 

•  “STAT LR” , with the SC1 grid calculated with stationary computations, at relatively low 381 

resolution  382 

•  “STAT HR” , with the SC1 grid calculated with stationary computations, at relatively 383 

high resolution  384 

•  “NONS LR” , with the SC1 grid calculated with nonstationary (time-stepping) 385 

computations, at relatively low resolution  386 

•  “NONS HR” , with the SC1 grid calculated with nonstationary (time-stepping) 387 

computations, at relatively high resolution  388 

For these four separate hindcasts, only the operation of the outer SWAN nest (SC1) is 389 

different. So, the resolution of the “SC2” nest for the “STAT LR” hindcast is the same as the 390 
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resolution used for the “SC2” nest for the “STAT HR” hindcast. Similarly, all “SC2” and “SC3” 391 

nests are calculated using stationary computations. Specific settings are as follows: 392 

•  In all cases 36 directional bins (∆θ=10°), and 34 frequencies are used, with logarithmic 393 

spacing from 0.0418 to 1.00 Hz. (note that the lower frequency is changed from the 394 

realtime system). 395 

•  In all cases, the dissipation settings are identical to those used for the realtime system. 396 

•  In the “low resolution” SC1 simulations, ∆x=∆y= °20
1  . This is identical to the 397 

geographic resolution of a NAVO WAM implementation for the Southern California 398 

Bight. 399 

•  In the “high resolution” SC1 simulation, ∆x=∆y=1′. 400 

•  In the SC2 nests, ∆x=0.3′ (longitude) and ∆y=0.4′ (latitude).  401 

•  In the SC3 nests, ∆x=1.5″ (longitude) and ∆y=2.25″(latitude). (Unchanged from the 402 

realtime system.) 403 

•  For all stationary computations (which includes all SC2 and SC3 computations), 404 

computation at every time interval used a low energy wave condition as the first guess. 405 

This leads to slower convergence (increased computation time), but allows us to 406 

reproduce computations for specific time periods precisely (useful for detailed 407 

investigations) and prevents problems with “drift” in solution that may occur when large 408 

numbers of stationary computations are performed in sequence, with each using the prior 409 

computation as the first guess (see Section 6, Discussion). 410 

•  For all stationary computations, default numerical settings are used. 411 
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•  For nonstationary computations (SC1 only), the default second order propagation scheme 412 

is used, with a “garden sprinkler correction wave age” of 2.0 hours (see Holthuijsen et al. 413 

2003). 414 

•  Time step sizes for the nonstationary (SC1) cases: “NONS HR”: a time step of 2.5 415 

minutes is used; “NONS LR”: a time step of 6.0 minutes is used. 416 

•  Wind forcing, wind sea growth, and four-wave nonlinear interactions are not included in 417 

the SC3 computations. 418 

5.2 Hindcast results 419 

Table 3 lists the time period used for error statistic calculations for the hindcast simulations. 420 

Tables 4-6 summarize the results from the hindcast simulations. The geographic grouping and 421 

averaging is the same as described in Section 3. Figure 5 shows the geographical distribution of 422 

error of the NONS HR case. From these results, we can make the following observations: 423 

1) For the hindcasts, bias tends to be negative at the open locations and positive at the SC2/3 424 

locations. One might speculate that some problem with the SWAN implementation is 425 

allowing too much energy through the islands, reaching the NCEX area. (This 426 

speculation turns out to be incorrect, see below.) 427 

2) The bias patterns observed in the hindcast system are generally quite different from those 428 

observed in the realtime system. For example, at the offshore locations, the realtime 429 

model has a positive bias and the hindcast models have negative bias; this is directly 430 

attributable to differences in bias in wave forcing at the west boundary. 431 

3) For the open locations, RMS error is much lower in the hindcast (NONS HR) simulation 432 

than in the realtime system. This probably reflects a benefit from using measured buoy 433 

spectra for forcing on the west boundary. 434 
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4) For the “north shore” and “SC2/3” locations, results from the hindcast (NONS HR) are 435 

more energetic than results from the realtime systems. Since bias tends to be positive at 436 

these locations, this means that bias is worse in the hindcasts than in the blindfold 437 

realtime system, which is not expected.  438 

5) Bias characteristics indicate that the nonstationary computation cases generally are more 439 

energetic than the stationary computation cases. Such a consistent decrease in energy 440 

reaching the nearshore areas is not an expected side effect of the stationary assumption. 441 

Differences in numerics (e.g. diffusion) may be the cause, but the variability in the 442 

offshore wave climate would make bias associated with numerics less likely.  443 

6) Use of nonstationary computations significantly improved RMS error. This is expected, 444 

since arrival times will be more accurately predicted without the “stationary computation 445 

shortcut”, and duration-limited windsea generation may be more accurate. 446 

7) Use of higher resolution in the outer grid (SC1) does not have a significant effect on 447 

RMSE. Thus, from these statistics, one would judge that use of high geographic 448 

resolution is a poor use of computational resources. 449 

 450 

From careful study of specific cases, we can make the following additional conclusions: 451 

1) As mentioned in (1) above, bias patterns suggest a scenario in which swell forcing of the 452 

SWAN models is too low and the amount of swell energy getting through islands is too 453 

high. This is an oversimplification however. In fact, there exists at least one case during 454 

the hindcast where too much energy is getting through because swell from southwest is 455 

overpredicted (compensated at the Open Areas by an underprediction of swell from the 456 

northwest). To put this another way: the geography of the Bight is such that energy from 457 
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the southwest will tend to reach the NCEX (SC3) area, whereas energy from the 458 

northwest tends to be blocked more before reaching this area. If a model uses forcing 459 

which overpredicts swells from the southwest and underpredicts swells from the 460 

northwest, then the total energy at the boundary may be well predicted (due to balancing 461 

of errors), while the total energy that the NCEX area will be overpredicted. This is 462 

demonstrated in Figure 6. Here, the upper panel shows a time series of total wave height 463 

in the boundary forcing (input to SC1); based on this, the forcing appears fairly accurate. 464 

The center panel shows the same time series, except only the low frequency energy from 465 

the southwest is included in the integration to calculate wave height; in this comparison, 466 

the forcing is too high. The lower panel shows the wave height prediction near the NCEX 467 

location (output from SC3); this shows a clear overprediction, which is at least partially 468 

attributable to the overprediction in the forcing (center panel). 469 

2) Use of higher resolution in the outer grid SC1 (for the purpose of better representing 470 

sheltering by islands) increases the energy level at the SC2/3 locations. This makes the 471 

(positive) bias at SC2/3 locations worse. This is not expected. It is probably due to the 472 

following: when a neighboring grid cell is a land cell, this tends to block energy traveling 473 

parallel to the coast; with a coarser grid, there are fewer wet grid points across a 474 

constriction, so blocking by neighboring land points is increased. 475 

3) By inspection of time series, we can confirm that the lower RMS error with nonstationary 476 

computations (see (6) above) is due to better predictions of arrival/departure times of 477 

swell events. An example of this is shown in Figure 7 (a time series from the SC3 grid, 478 

near the NCEX area). 479 
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6. Discussion 480 

Output interval 481 

SC2 and SC3 grids were run on workstation in serial mode, with a very large time 482 

interval between computations (24 hour intervals between stationary computations, 12 hour 483 

effective output interval due to staggering). Of course, this interval could have been more 484 

frequent, had we run these nests using OpenMP, with more processors. The large interval has no 485 

effect on error metrics, but when output is plotted as a time series, it would cause the SWAN 486 

output to appear excessively smooth relative to that from a model with higher temporal 487 

resolution. 488 

Blending model and buoy spectra for southern boundary forcing 489 

For the southern boundary of the hindcast region, non-directional buoy data (46047) were 490 

available, but not directional buoy data. A strategy of blending model and buoy spectra for 491 

boundary forcing was tested. This worked as follows: 1) at each time interval and at frequency in 492 

the model (WW3 ENP), a normalized directional spectrum D(θ) was calculated (this function 493 

integrates to unity), 2) Non-directional buoy data E(f) within one hour of the time interval were 494 

time-averaged, 3) The spectra were interpolated across frequencies to put them on similar 495 

frequency grids (38 frequencies, linearly spaced from 0.03 to 0.4 Hz), and 4) The dimensional 496 

forcing spectrum was calculated as S(f,θ)= D(θ)E(f). However, this approach was prone to a 497 

specific problem: if a frequency band is energetic in the buoy measurement (say strong swell 498 

from northwest), but not energetic in the WW3 spectra (for instance, if the latter contains weak 499 

swell from northwest and weak swell from southwest), the result of combination is a spectrum 500 

with fairly strong swell from northwest and southwest. The swell from southwest results in 501 
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overprediction of energy at the sheltered, coastal locations. For practical purposes, this approach 502 

is less accurate than using unmodified WW3 spectra for forcing (as was done for the southern 503 

boundary in the hindcasts presented above). We still feel that this method (blended boundary 504 

forcing) holds promise, but we strongly recommend quality control procedures to ensure that the 505 

blending is only performed at times at which the measured E(f) is similar to the modeled (WW3) 506 

E(f): at other times, the methodology should default to simple modeled (WW3) two-dimensional 507 

spectra. 508 

Sensitivity to directional characteristics of boundary forcing 509 

Based on specific studies of the hindcast results, it is apparent that the directional 510 

characteristics of boundary forcing play a dominant role in the predictions of energy levels at the 511 

NCEX area. Unfortunately, the spectra used for forcing on the southern boundary have the usual 512 

limitations of a global wave model, and the spectra used for forcing on the western boundary are 513 

subject to the limitations of what a buoy measures (a truncated Fourier series describing the 514 

directional spectrum) and the Maximum Likelihood Method. Problems with wave direction are 515 

likely to produce random errors in predictions at the NCEX site, whereas problems with 516 

consistent overprediction of directional spreading or smoothness of peaks could conceivably lead 517 

to bias at the NCEX area (too much or too little energy propagating past the islands). The ability 518 

of MLM to correctly reproduce multiple swells arriving from different directions at the same 519 

frequency is suspect. Also, finite directional resolution will tend to make accurate propagation 520 

through narrow channels difficult for a model. 521 

Underconvergence 522 

While performing stationary, hindcast simulations, with forcing identical to the forcing of 523 

the stationary realtime system (not presented here), it was found that positive bias occurs which 524 
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did not occur with the realtime system. By default, SWAN stationary computations use the prior 525 

stationary computation as a “first guess” for the iterative solution procedure. With many 526 

stationary computations in sequence (as with the hindcasts), there is a subtle increase in energy. 527 

This tendency was overridden in the hindcasts presented by initializing each stationary 528 

computation with a low energy condition as the “first guess”, as mentioned above in Section 5. 529 

The problem with under-convergence was confirmed by running two hindcasts, identical except 530 

for method of initializing computations (at each time interval): dramatic difference in bias 531 

occurs. Note that we have not proven that hindcast results are fully converged; it is entirely 532 

possible that our method of initialization leads to energy levels that are artificially slightly low. 533 

The reader is referred to Zijlema and Westhuysen (2004) for further reading. 534 

Dissipation 535 

At specific times during the hindcasts (e.g. 25 November, 2003), there is significant local 536 

wind sea generated inside, and just west of, the SC1 grid. Energy from this wind sea is well 537 

predicted outside the islands of the Bight, but is overpredicted at the NCEX region. 538 

Unfortunately, it is very difficult to determine whether this overprediction is due to a) not enough 539 

energy being blocked by bathymetry/topography or b) not enough dissipation of these relatively 540 

short waves as they propagate from west to east across the grid (i.e. deficiency in the Sds term of 541 

SWAN). 542 

More comprehensive metrics 543 

It is obviously desirable to evaluate model performance based on metrics other than total 544 

energy (wave height). In fact, for both the post-NCEX realtime system validation and the 545 

hindcast validations, peak period and mean wave direction is also included. However, due to the 546 

very large quantity of measurement locations and the duration of the time series, it was not 547 
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possible to perform more than cursory inspection of these comparisons. Specific energy bands 548 

(e.g. energy lower than 0.08 Hz) were validated, but only for specific time/locations to 549 

investigate trends in total wave height error. Validation of directional spreading for long time 550 

series is possible, but is difficult to reduce to average quantities. Directional spreading is not very 551 

meaningful in cases where distinct wave components from multiple directions are (either by a 552 

human or by a buoy) integrated together (a probable occurrence with the wave climate of this 553 

region).  554 

Other forcing sets 555 

There was some interest in using operational Navy products to force the hindcasts (rather 556 

than NCEP products). The regional (“EPAC” or “East Pacific”) wind and wave products were 557 

assembled for this purpose. The NCEP (“GFS”) and FNMOC wind products (“COAMPS”) were 558 

compared directly to winds measured at buoy 46047. This comparison suggested a possible 559 

slight advantage with the NCEP wind product, though the metrics for the two products were too 560 

close to be conclusive: one product reproduced some wind events better; the other reproduced 561 

other events better. NCEP GFS had lower RMS error; COAMPS had lower bias (COAMPS bias 562 

was positive; GFS bias negative). Preliminary hindcasts (in stationary computation mode) were 563 

performed for the outer SWAN grid (SC1) with various forcing combinations (FNMOC waves 564 

with NCEP winds, FNMOC waves with FNMOC winds, etc.) and comparisons were made to 565 

measurements at the “open locations”. FNMOC boundary forcing had the advantage of being 566 

non-uniform along the boundaries (described at 1° resolution). However, the comparisons to data 567 

indicated a moderate advantage to using the NCEP forcing. This is the primary reason why 568 

NCEP forcing is used for the hindcasts presented in this paper (except at the western boundary, 569 

where buoy spectra were used). However, these preliminary hindcasts were subject to problems 570 
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that were addressed in the hindcasts presented here (such as the underconvergence issue: the 571 

preliminary hindcasts were not hotstarted [re-initialized with low sea state ]prior to each 572 

computation). Thus, these simulations would need to be repeated to confirm an actual advantage 573 

to the NCEP forcing. 574 

Refraction computations at coarse resolution 575 

SWAN has known problems calculating refraction in cases where waves turn a large 576 

amount (e.g 50°) when propagating from one grid cell to another. In the Southern California 577 

Bight case, this is especially noticeable in the lee of the shoals east of 46047, where aphysical 578 

increase in wave height is predicted by SWAN. The refraction issue was confirmed to be the 579 

culprit: the high wave heights do not occur if either a) high geographic resolution is used, or b) 580 

refraction is disabled. Of course, neither is a good solution for a wave model (one is too 581 

expensive and the other removes physics). A test case was created which covers only the vicinity 582 

of the shoals, with geographic resolution equivalent to that used in the SC1 grid. The test case 583 

was run with a number of refraction limiters (“CDLIM”, see SWAN manual, Holthuijsen et al. 584 

2003), and a limiter of 1.25 was chosen as best replicating the results obtained with high 585 

geographic resolution (“ground truth”). This limiter was used in some of the preliminary 586 

hindcasts, but was not used in the hindcasts presented, since it was felt that more study of the 587 

practical effect of this limiter is required. 588 

Model handoff (WAM/WW3 to SWAN) 589 

The outer grid (SC1) could have been computed with a large scale wave model such as 590 

WW3 (and probably WAM4). We expect that WW3 would be a bit more efficient than 591 

nonstationary SWAN at this geographic resolution (1′-2′). Note that in our hindcast 592 
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nonstationary hindcasts, SWAN is a conditionally stable model, since the conditionally stable 593 

garden sprinkler correction is employed. Due to this choice during hindcast design, SWAN in 594 

this case has no real computational advantage over WW3. The difference in efficiency is not 595 

great, however, so model choice at this scale can be governed by other concerns (user-596 

friendliness, convenience, familiarity, ease of nest-to-nest communications).  597 

7. Conclusions 598 

The following conclusions can be made from this study: 599 

•  For modeling wave propagation at sub-regional scale in areas where sheltering effects are 600 

important, the accuracy of directional distribution of boundary forcing is critical. It is not 601 

enough to evaluate the accuracy of boundary forcing simply by comparing significant 602 

waveheight. The forcing may be consistently underpredicting swells from one direction 603 

and overpredicting swells from another direction: in this case, wave height may be 604 

accurate at offshore locations, but may be strongly biased (high or low) in nearshore 605 

locations, depending on the tendency of the local geography to block swells from one 606 

direction or another. 607 

•  Using stationary computations for an area the size of the Southern California Bight will 608 

lead to a moderate increase in root-mean-square error, primarily due to the (aphysical) 609 

instantaneous travel time of swells across the model grid, which occurs when the 610 

stationary assumption is used. 611 

•  Using coarse geographic resolution (e.g. ∆x=∆y= °20
1 ) in a sub-regional scale area 612 

where sheltering effects are important (such as the Southern California Bight) might be 613 

expected to carry penalties. In this study, we found significant differences between high 614 
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resolution calculations and coarse resolution calculations. However, hindcasts performed 615 

here do not indicate any penalty in terms of errors used (wave height bias and RMS 616 

error). This may be due to resolution-related error being masked by boundary-forcing-617 

related error. 618 

•  With the SWAN model stationary computations, extreme care must be taken with 619 

convergence criteria, especially for simulations with a long series of stationary 620 

computations. Failure to do this may lead to subtle (but significant) errors. [In this paper, 621 

we also discuss problems with the model’s refraction calculations and the garden 622 

sprinkler effect correction, but we do not quantify the impact in terms of the impact on 623 

comparisons to measurements.] 624 

•  With new parallel computing (e.g. OpenMP) features, SWAN is now a viable option for 625 

operational high-resolution nonstationary wave predictions at sub-regional scale. 626 
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Table 1. Details of Realtime System for the Southern California Bight.  677 
GRID SC1 SC2 SC3 
∆x (longitude) 2.0′ or 3087 m 0.4′ or 621 m 1.5″ or 38.9 m 
∆y (latitude) 1.67′ or 3087 m 0.4′ or 741 m 2.25″ or 69.5 m 
Origin (° E, ° N) 239.0, 32.0 242.2, 32.4 242.634, 32.828 
# x-cells 121 121 290 
# y-cells 109 181 181 
Bathymetry 6″×6″ 6″×6″ 1.5″×2.25″ 
Boundary forcing NCEP ENP SC1 SC2 
Wind forcing NCEP ENP NCEP ENP None 
Computation Nonstationary Stationary Stationary 
Execution method Parallel (8 threads 

on 1.3 GHz IBM-
P4) 

Serial (2.4 GHz 
Lintel) 

Serial (2.4 GHz 
Lintel) 

Computation time 100 minutes 20-30 minutes 40 minutes 
Output interval (hrs) 3 24 (effectively 12) 24 (effectively 12) 
Output locations 46047, 46025, 

46053, 46054, 
46063, 46011, 
46023, 46086, 067, 
092, 028, 102, 118, 
111, 107, 071 

096 (DPT),  
045 (OSO),  
100 (TPO) 

095 (PLJ),  
101 (TPI),  
073 (SCP) 

 678 
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Table 2. Error calculations of realtime model results vs. measurements. 679 
 Bias (m) RMSE (m) Begin time End time 

Open locations 
B46063   0.06   0.34  0600 UTC 

21-Oct  
0600 UTC 
16-Dec 

B46054   0.12   0.30  0600 UTC 
21-Oct  

0600 UTC 
16-Dec 

B46023   0.01   0.38  1800 UTC 
14-Nov  

0600 UTC 
16-Dec 

  B071   0.14   0.40  1800 UTC 
14-Nov  

0600 UTC 
16-Dec 

B46047   0.03   0.41  0600 UTC 
21-Oct  

0600 UTC 
16-Dec 

B46086   0.05   0.32  1800 UTC 
14-Nov  

0600 UTC 
16-Dec 

  B067   0.16   0.42  1800 UTC 
14-Nov  

0600 UTC 
16-Dec 

average   0.08  0.37   
“North Shore” locations 

 B107  -0.11   0.24  1800 UTC 
14-Nov  

0600 UTC 
16-Dec 

B46053  -0.03   0.22  0600 UTC 
21-Oct  

0600 UTC 
16-Dec 

  B102   0.07   0.19  1800 UTC 
14-Nov  

0600 UTC 
16-Dec 

  B111   0.10   0.21  1800 UTC 
14-Nov  

0600 UTC 
16-Dec 

  B092  -0.05   0.28  1800 UTC 
14-Nov  

0600 UTC 
16-Dec 

B46025  -0.03   0.32  0600 UTC 
21-Oct  

0600 UTC 
16-Dec 

  B028   0.01   0.25  1800 UTC 
14-Nov  

0600 UTC 
16-Dec 

average   -0.01  0.24   
Locations inside SC2 and SC3 

  DPT   0.01   0.25  0600 UTC 
21-Oct  

0600 UTC 
16-Dec 

   OSO  -0.04   0.21  0600 UTC 
21-Oct  

0600 UTC 
16-Dec 

   TPO   0.05   0.21  0600 UTC 
21-Oct  

0600 UTC 
16-Dec 

   PLJ  -0.04   0.22  0600 UTC 
22-Oct  

0600 UTC 
16-Dec 

   TPI  -0.01   0.19  0600 UTC 
22-Oct  

0600 UTC 
16-Dec 
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   SCP   0.08   0.21  0600 UTC 
22-Oct  

0600 UTC 
16-Dec 

average  0.01  0.21   
All locations 

average   0.03  0.28   
 680 
Table 3. Time period of comparisons 681 
Location Begin time End time 
NDBC/46047 18:00 14-Oct-2003  21:00 15-Dec-2003 
CDIP/067 18:00 14-Oct-2003  09:00 15-Dec-2003 
NDBC/46086 18:00 10-Nov-2003  21:00 15-Dec-2003 
NDBC/46023 18:00 14-Oct-2003  21:00 15-Dec-2003 
NDBC/46063 18:00 14-Oct-2003  21:00 15-Dec-2003 
CDIP/071 18:00 14-Oct-2003  21:00 15-Dec-2003 
NDBC/46054 18:00 14-Oct-2003  21:00 15-Dec-2003 
NDBC/46053 18:00 14-Oct-2003  21:00 15-Dec-2003 
CDIP/107 18:00 14-Oct-2003  21:00 15-Dec-2003 
CDIP/111 18:00 14-Oct-2003  21:00 15-Dec-2003 
NDBC/46025 18:00 14-Oct-2003  21:00 15-Dec-2003 
CDIP/102 18:00 14-Oct-2003  21:00 15-Dec-2003 
CDIP/028 18:00 14-Oct-2003  21:00 15-Dec-2003 
CDIP/092 18:00 14-Oct-2003  21:00 15-Dec-2003 
CDIP/DPT 15:00 15-Oct-2003  21:00 15-Dec-2003 
CDIP/OSO 18:00 14-Oct-2003  21:00 15-Dec-2003 
CDIP/TPO 18:00 14-Oct-2003  21:00 15-Dec-2003 
CDIP/PLJ 18:00 14-Oct-2003  21:00 15-Dec-2003 
CDIP/TPI 18:00 14-Oct-2003  21:00 15-Dec-2003 
CDIP/SCP 18:00 14-Oct-2003  21:00 15-Dec-2003 
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Table 4. Mean error statistics for the hindcast simulations.  682 
Model All locations Open Areas North Shore SC2 and SC3 
 Bias(

m) 
RMSE(m
) 

Bias(m
) 

RMSE(m
) 

Bias(m
) 

RMSE(m
) 

Bias(m
) 

RMSE(m
) 

STAT 
LR 

-0.04   0.28  -0.12   0.31 -0.06   0.26 +0.06   0.26 

STAT 
HR 

+0.01   0.28 -0.09   0.31 +0.02   0.25 +0.11   0.27 

NONS 
LR 

-0.00   0.24 -0.09   0.27 +0.03   0.23 +0.07   0.22 

NONS 
HR 

+0.03   0.24 -0.08   0.26 +0.06   0.22 +0.10   0.22 

 683 
 684 
Table 5. Bias (m) for each location and each hindcast simulation. 685 
Location STAT LR STAT HR NONS LR NONS HR 
NDBC/46047 -0.21  -0.20  -0.19  -0.19  
CDIP/067 -0.03  -0.02  -0.01  -0.00  
NDBC/46086 -0.14  -0.01  -0.10  -0.02  
NDBC/46023 -0.07  -0.07  -0.06  -0.05  
NDBC/46063 -0.16  -0.14  -0.13  -0.13  
CDIP/071 -0.11  -0.10  -0.08  -0.08  
NDBC/46054 -0.11  -0.11  -0.08  -0.08  
NDBC/46053 -0.23  -0.09  -0.06  -0.02  
CDIP/107 -0.23  -0.09  -0.11  -0.03  
CDIP/111  0.01   0.02   0.12   0.08  
NDBC/46025  0.00   0.03   0.08   0.08  
CDIP/102  0.03   0.20   0.08   0.18  
CDIP/028  0.07   0.10   0.11   0.12  
CDIP/092 -0.06  -0.01  -0.02   0.02  
CDIP/DPT -0.02   0.07  -0.02   0.07  
CDIP/OSO  0.04   0.11   0.07   0.09  
CDIP/TPO  0.09   0.11   0.09   0.12  
CDIP/PLJ  0.06   0.07   0.05   0.08  
CDIP/TPI  0.04   0.12   0.06   0.10  
CDIP/SCP  0.17   0.16   0.16   0.16  

 686 
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Table 6. Root-mean-square error (m) for each location and each hindcast simulation. 687 
Location STAT LR STAT HR NONS LR NONS HR 
NDBC/46047  0.55   0.55   0.45   0.45  
CDIP/067  0.35   0.35   0.30   0.30  
NDBC/46086  0.39   0.37   0.28   0.25  
NDBC/46023  0.26   0.26   0.25   0.25  
NDBC/46063  0.28   0.27   0.26   0.25  
CDIP/071  0.14   0.13   0.13   0.13  
NDBC/46054  0.24   0.24   0.21   0.20  
NDBC/46053  0.33   0.25   0.22   0.21  
CDIP/107  0.31   0.22   0.23   0.20  
CDIP/111  0.26   0.25   0.25   0.23  
NDBC/46025  0.25   0.25   0.24   0.24  
CDIP/102  0.21   0.30   0.20   0.26  
CDIP/028  0.23   0.24   0.22   0.21  
CDIP/092  0.26   0.25   0.23   0.22  
CDIP/DPT  0.29   0.28   0.28   0.26  
CDIP/OSO  0.23   0.25   0.19   0.20  
CDIP/TPO  0.26   0.26   0.21   0.21  
CDIP/PLJ  0.26   0.27   0.21   0.21  
CDIP/TPI  0.23   0.26   0.18   0.19  
CDIP/SCP  0.29   0.28   0.24   0.24  
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 688 

 689 

Figure 1a. The SC1 grid, with bathymetry. The 0, 25, 100, and 300 m depth contours are 690 

indicated. 691 
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 692 

Figure 1b. The SC2 grid, with bathymetry. The depth contours drawn at 50 m intervals, out to 693 

400 m. 694 

 695 
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 696 

Figure 1c. The SC3 grid, with bathymetry.  697 
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 698 

Figure 2. Comparison of near-realtime CDIP data to model analyses and model forecasts at 699 

location TPI (CDIP 101). This plot is essentially the same as a plot that was made by the realtime 700 

system at 0938 PDT 15 December (the realtime plot included output from two models that are 701 

not described in this paper and are therefore not shown here). 702 

 703 
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 704 

Figure 3a.Wave height RMS error computations for the wind-forced idealized simulation with 705 

stationary computations (simulation with nonstationary computations are taken as ground truth). 706 

Cases with forcing corresponding to the Southern California Bight are shown. 707 
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 708 

Figure 3b. Wave height RMS error computations for the wind-forced idealized simulation with 709 

stationary computations (simulation with nonstationary computations are taken as ground truth). 710 

Cases with forcing corresponding to the Gulf of Maine are shown. 711 

 712 

 713 
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 714 

Figure 3c. Wave height RMS error computations for the wind-forced idealized simulation with 715 

stationary computations (simulation with nonstationary computations are taken as ground truth). 716 

Cases with wind forcing are shown. 717 

 718 

 719 
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 720 

Figure 3d. Wave height RMS error computations for the boundary-forced idealized simulation 721 

with stationary computations (simulation with nonstationary computations are taken as ground 722 

truth). Cases with boundary forcing are shown. 723 
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 724 

Figure 4. Peak period of boundary forcing for the idealized cases. Southern California Bight case 725 

(upper panel) and Gulf of Maine case (lower panel). 726 
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 727 

Figure 5. Bias and root-mean-square error for the “NONS HR” case. The size of symbols 728 

indicates magnitude of bias (triangles) and root-mean-square error (plusses). The orientation of 729 

the triangles indicates sign of bias. [For the numeric values, see Tables 5 and 6.] 730 
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 731 

Figure 6. Wave height time series for 26 October – 7 November. See text for explanation. 732 
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 733 

Figure 7. Wave height time series at TPI buoy, for 1 December – 16 December. 734 
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