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The non-hydrostatic wave model SWASH is compared to flume observations of infragravity waves propagating
over a plane slope and barred beach. The experiments cover a range of infragravity wave conditions, including
forcing by bichromatic and irregular waves, varying from strongly dissipative to strongly reflective, so that
model performance can be assessed for a wide range of conditions. The predicted bulk wave parameters, such
as wave height and mean wave period, are found to be in good agreement with the observations. Moreover,
the model captures the observed breaking of infragravity waves. These results demonstrate that SWASH can
be used to model the nearshore evolution of infragravity waves, including nonlinear interactions, dissipation
and shoreline reflections.
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1. Introduction

As short-wave groups propagate towards the shore they force longer
waves with periods ranging from 20 s to 250 s. Such low-frequency
motions are commonly referred to as infragravity waves (ig-waves).
IG-waves are found to be significant for harbour resonance
(e.g. Bowers, 1977), moored vessel motions (e.g. Naciri et al., 2004),
collapse of ice shelves (Bromirski et al., 2010) and dune erosion
(e.g. van Thiel de Vries et al., 2008), which makes them an important
subject for coastal and harbour engineers.

Two main mechanisms for the generation of ig-waves have been
identified. Longuet-Higgins and Stewart (1962, 1964) proposed that
groups of short waves force ig-waves through spatial gradients in the
radiation stress. These ig-waves propagate with the velocity of the
short-wave envelope and are known as bound ig-waves. Furthermore,
Symonds et al. (1982) showed that the time variation of the breakpoint,
induced by short-wave groups, generates a shoreward and seaward
directed free ig-wave which propagate with the free wave celerity.
The cross-shore propagation of ig-waves over an uneven bottom has
been studied extensively by means of field experiments, laboratory
experiments and numerical models. Such studies revealed that, as
waves approach the shore, bound ig-waves grow with a rate greater
than for energy conservative shoaling, due to weakly nonlinear
interactions between short waves and bound ig-waves (e.g. Battjes
et al., 2004; Janssen et al., 2003; List, 1992; Masselink, 1995). In the
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nearshore, because ig-waves are generally much longer than the short
waves which generate them, ig-waves can lose energy due to bottom
friction (Henderson and Bowen, 2002). This is particularly important
in case of an extensive flat and shallow region, such as a coral
reef (Pomeroy et al., 2012), but less significant on sloping beaches
(e.g. Henderson et al., 2006; Van Dongeren et al., 2007). Once ig-waves
enter the surf zone, the wave motion becomes strongly nonlinear,
energy is exchanged rapidly between the short waves and the
ig-waves (Henderson et al., 2006; Thomson et al., 2006) and strong
dissipation can occur due to ig-wave breaking (Van Dongeren et al.,
2007). Ruju et al. (2012) suggested that, based on a numerical study,
nonlinear interactions are strongest in the outer surf zone, whereas –
if it occurs – ig-wave breaking appears to be the dominant process in
the inner surf zone. For weakly dissipative conditions, ig-waves
(partially) reflect at the beach and subsequently propagate in seaward
direction. Because the short-wave motion is mostly destroyed in the
surf zone, such seaward directed waves are free waves, which may
either propagate towards deeper water, known as leaky waves, or
become trapped in the coastal region by refraction, known as edge
waves. The simultaneous presence of incoming, and outgoing
ig-waves can result in a (partially) standing ig-wave pattern near the
surf zone.

The large difference in scales and the various physical phenomena
(e.g. friction, wave-breaking) involved in the evolution of ig-waves
places stringent demands on numerical models. In the surf-zone, a full
representation of the ig-wave dynamics not only involves resolving
the wave groups, but also the individual waves, including small scale
processes due to wave breaking. Resolving all relevant scales over
relatively short temporal and spatial scales is now within reach of
Reynolds-averaged Navier Stokes (RANS) type models (e.g. Lin and
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Liu, 1998), as is exemplified by the successful application of such a
model to simulate low-frequency motions under laboratory conditions
(e.g. Lara et al., 2011; Torres-Freyermuth et al., 2010). However, models
applicable for larger scale engineering and scientific applications often
do not explicitly resolve the short waves. Instead, a so called phase-
averaged approach is often used, in which a model that accounts for
the nearshore transformation of short waves, providing the forcing on
the wave group scale, is combined with a model based on the
shallow-water equations, which accounts for the nearshore transforma-
tion of ig-waves (e.g. Roelvink et al., 2009). These models have been
applied to simulate ig-waves underfield conditions and obtained
reasonable agreement between model results and field data (e.g. List,
1992; Reniers et al., 2002, 2006, 2010; Van Dongeren et al., 2003,
2013). However, because they invariably use linear theory for the
evolution of the short waves, they are less accurate under strongly
nonlinear conditions. Moreover, they usually only include a one way
coupling, in which wave energy can be transferred from the short
waves to the ig-waves, but not vice-versa.

Models based on a Boussinesq type formulation (e.g. Madsen et al.,
1991; Nwogu, 1993; Wei et al., 1995) or based on the non-hydrostatic
approach (e.g. Ma et al., 2012; Stelling and Zijlema, 2003) are an
alternative to the RANS and phase-averaged approach. These models
aspire to resolve both the individual waves, including all the relevant
processes (e.g. shoaling, refraction, diffraction, and nonlinearity) and
the bulk dissipation associatedwithwave breaking, but not the detailed
breaking process itself (e.g. wave overturning). Compared to RANS
models this allows them to efficiently compute free surface flows by
considering the free surface as a single-valued function. Boussinesq
type models, introduced for variable depths by Peregrine (1967), have
been applied extensively to the cross-shore evolution of short-wave
motions, including wave breaking (e.g. Cienfuegos et al., 2010;
Kennedy et al., 2000; Schäffer et al., 1993; Tissier et al., 2012; Tonelli
and Petti, 2012) and to a lesser extent to ig-motions (e.g. Madsen and
Sørensen, 1993; Madsen et al., 1997). Non-hydrostatic models were
introduced more recently and have shown great potential for resolving
the short-wave dynamics, includingwave-breaking (e.g.Ma et al., 2012;
Smit et al., 2013; Zijlema and Stelling, 2008) and the nonlinear wave-
dynamics in a surf zone (Smit et al., 2014). Similar to RANS models,
non-hydrostatic models are essentially implementations of the basic
conservation equations for mass and momentum, that by using a
reduced vertical resolution (two to three layers) have a similar
computational effort and accuracy compared with Boussinesq models,
whereas their implementation is less complex thereby improving
robustness and maintenance. However, thus far, at coarse vertical
resolutions non-hydrostaticmodels have not been verified for ig-waves.

In this study we show the capabilities of SWASH (SimulatingWAves
till SHore, Zijlema et al., 2011), a non-hydrostatic type model, in
reproducing the nearshore transformation of ig-waves. To include the
generation of incident bound ig-waves, a wave-generating boundary
condition – based on second order wave theory – has been
implemented. Model results are compared with measurements of the
flume experiment of Van Noorloos (2003) and Boers (1996).

The outline of this paper is as follows: §2 gives an overview of
the governing equations of SWASH, including relevant details of its
numerical implementation. In §3 we present the second-order
boundary condition. The model validation for the Van Noorloos
(2003) and Boers (1996) experiments is presented in §4 and §5,
respectively. To conclude the paper, we discuss and summarise our
main findings in §6 and §7.

2. Numerical model

2.1. Governing equations

The non-hydrostatic model SWASH (Zijlema et al., 2011) is a
numerical implementation of the Reynolds-averaged Navier–Stokes
equations for an incompressible fluid with a constant density and a
free surface. In a two-dimensional framework that is bounded by the
free surface z = ζ(x,t) and the bottom z = − d(x), where t is time
and x and z are Cartesian co-ordinates (z = 0 is located at the still
water level), the governing equations read

∂u
∂t þ

∂uu
∂x þ ∂wu

∂z ¼ − 1
ρ
∂ ph þ pnhð Þ

∂x þ ∂
∂x νh ∂u

∂x

� �
þ ∂
∂z νv ∂u

∂z

� �
; ð1Þ

∂w
∂t þ ∂uw

∂x þ ∂ww
∂z ¼ − 1

ρ
∂ ph þ pnhð Þ

∂z þ ∂
∂x νh ∂w

∂x

� �

þ ∂
∂z νv ∂w

∂z

� �
−g; ð2Þ

∂u
∂x þ

∂w
∂z ¼ 0; ð3Þ

where u(x,z,t) is the horizontal velocity, w(x,z,t) is the vertical
velocity, νh and νv are the horizontal and vertical kinematic eddy
viscosities, respectively, g is the gravitational acceleration, and ph
and pnh are the hydrostatic and non-hydrostatic pressures,
respectively. The hydrostatic pressure is expressed in terms of the free
surface as ph = ρg(ζ − z) such that ∂zph = − ρg (where ∂z is short
for ∂/∂z) and ∂xph = ρg∂xζ. An expression for the free surface is
obtained by considering the (global) mass balance for the entire water
column

∂ζ
∂t þ

∂
∂x

Z ζ

−d
udz ¼ 0: ð4Þ

For waves propagating over intermediate distances (sayO(10) wave
lengths), in the absence of strongly sheared currents, turbulence
has only marginal effects on the wave motion and can – to a good
approximation – be neglected. Furthermore, the above equations
(excluding the turbulence terms) can be directly applied to estimate
the overall characteristics of a quasi-steady breaking bore in the
surf zone, without the need to resolve complex phenomena such
as the wave generated turbulence. Therefore, turbulent stresses can
be neglected in this study. However, to increase numerical stability
and to allow the influence of bottom friction to extend over the
vertical, we introduce some vertical mixing by means of the vertical
exchange of momentum due to turbulent stresses with a constant
νv(=10−4m2/s).

Kinematic and dynamic boundary conditions are prescribed at the
free surface and bottom, given by

w x; z ¼ ζ ; tð Þ ¼ ∂ζ
∂t þ u

∂ζ
∂x ;

w x; z ¼ −d; tð Þ ¼ −u
∂d
∂x :

ð5Þ

These boundary conditionsensure thatnoparticle leaves the surfaceand
no particle penetrates the fixed bottom. At the free surface the dynamic
boundary condition prescribes a constant pressure (pnh = ph = 0) and
no surface stresses. At the bottom boundary a bottom stress term is
added to the horizontal momentum Eq. (1) as bottom friction is impor-
tant for the low-frequency motions, for which it is one of the mecha-
nisms of energy dissipation. The bottom stress is based on a quadratic
friction law τb ¼ c f

UjUj
h , where h = d + ζ is the total water depth, cf is

a dimensionless friction coefficient and U is the depth-averaged veloci-
ty. Feddersen et al. (2003) found that the friction coefficient is enhanced
in the surf zone due to the presence of breakingwaves. In this study we
compute the friction coefficient based on the Manning-Strickler formu-
lation,which reads cf = 0.015(dr/h)1/3 where dr is an (apparent) rough-
ness value. Although this formulation was derived for slowly varying
open-channel flows and not for rapidly varying flows such as in the
surf zone, it gives increasing values of cf for decreasing depths which



1 The exclusion of the sum interactions at the model boundary does not imply that the
bound super harmonics are absent, instead, in addition to the bound higher harmonics,
spurious free waves are generated at the sum frequencies (see also Appendix B). Because
the energy contained in such spuriousmodes is comparable to the bound energy (which is
small compared with the energy in the primary waves), the influence of the additional
spurious energy is small, and will not adversely affect the nearshore transformation of
the high frequency band.
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Fig. 1. Van Noorloos (2003) experimental set-up. The still water level is located at z = 0 m and the vertical lines indicate the gauge locations.
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makes it a suitable proxy to mimic the wave breaking enhanced
roughness. The disadvantage of this formulation is that the roughness
value cannot easily be estimated a priori and instead – as will be done
in this study – needs to be calibrated.

Waves are generated at the wavemaker boundary (situated at
x = 0 m) by prescribing the horizontal velocity u(x = 0,z,t) obtained
from second-order wave theory, which will be described in detail in
§3. At the shore we employ a moving shoreline boundary condition to
accurately simulate wave run-up and flooding and drying (Stelling
and Duinmeijer, 2003).

2.2. Numerical implementation

The numerical implementation is based on an explicit, second-order
accurate (in space and time) finite difference method that conserves
both global mass and momentum at the numerical level. Local mass
conservation, corresponding to a divergence-free velocity field, is
obtained by means of a pressure correction technique. A structured
grid is employed to discretise the physical domain. In x-direction the
grid has a constant width whereas in vertical direction the physical
domain is divided into a fixed number of layers (K) between the bottom
and the free surface, which results in a (spatially varying) layer
thickness of Δz = h/K. A more detailed overview of the numerical
implementation is given in Zijlema et al. (2011) and references therein.
With the numerical implementation used in the SWASH model, good
wave dispersive properties are found even for low vertical resolutions
(Smit et al., 2014; Zijlema et al., 2011). For instance, with two vertical
layers (as used in this study) the relative error in the phase velocity
(compared with the linear dispersion relation) is approximately 1% up
to kd ≈ 8, where k is the wave number. This allows SWASH to account
for the relevant physics outside the surf zone (refraction, shoaling,
diffraction, non-linear interactions) with a relative coarse vertical
resolution.

In the surf zone, SWASH intrinsically accounts for the energy
dissipation of a breaking wave. Once the wave height over depth ratio
becomes O (1), a discontinuity develops as a wave steepens up and
develops a vertical face. In such a situation, as the model conserves
momentum over the discontinuity using shock-capturing dynamics,
energy is dissipated at a rate analogous with that of a bore (Lamb,
1932). However, compared with the resolution outside the surf zone,
this requires a high vertical resolution (O (10) vertical layers) to
reproduce the observed locations of incipient wave breaking,
whereas at low vertical resolutions wave breaking is delayed
(Smit et al., 2013). At present, such high vertical resolutions are not fea-
sible for relatively large horizontal domains (e.g. 10 × 10wavelengths).
To capture wave breaking with only a few vertical layers, Smit et al.
(2013) proposed an approach with which the non-hydrostatic
pressure is neglected in the vicinity of a breaking wave. This (locally)
reduces the governing equations to the nonlinear shallow water
equations and ensures that a wave develops a vertical face. This
approach is initiated once the rate of change of the free surface
exceeds a certain threshold (∂tζ=

ffiffiffiffiffiffi
gh

p
Nα, where α is the threshold).
Once initiated, α is reduced to β (with β b α) in neighbouring points
to allow breaker persistence. In this study we use the values for
α(=0.6) and β(=0.3) found by Smit et al. (2013) for two vertical
layers, for which good results were obtained for various flume and
basin experiments.

3. A second-order boundary condition to generate incident
bound ig-waves

At the model wavemaker the normal horizontal velocity based on
second-order wave theory is prescribed to generate incident waves. In
this study we only incorporate the difference interactions (i.e. bound
ig-waves) and we exclude the sum interactions (i.e. bound super
harmonics) for efficiency reasons.1 The incident (target) horizontal
velocity ut at the boundary is given by

ut x ¼ 0; z; tð Þ ¼
XN
n¼1

ûn zð Þcos 2π f nt þ ϕnð Þ

þ
XN
n¼1

XN
m¼nþ1

ûnmcos 2π f nmt þ ϕnmð Þ;
ð6Þ

where N is the number of free wave components. The first term on the
right-hand-side of (6) represents the linear free wave contribution,
where fn is the frequency, ϕn is the phase and ûn zð Þ is the vertically
varying velocity amplitude of the nth wave component which is related
to the short-wave amplitude an by linear wave theory (e.g. Holthuijsen,
2007). The second summation is the second-order correction which
represents the contribution of the incident bound ig-waves, where
fnm(= fm − fn) is the frequency, ϕnm = (ϕn − ϕm + π) is the phase
and ûnm is the vertically varying velocity amplitude of the bound
ig-wave component forced by the difference interaction between the
nth and mth free wave component. In coastal waters, ig-waves are
essentially shallow-water waves for which the vertical variation of
ûnm is negligible. Therefore, we approximate ûnm with a vertically
constant velocity amplitude, which is computed based on the free
wave components following Hasselmann (1962), see Appendix A.

To prevent re-reflections at the wavemaker a weakly reflective
boundary condition is adopted in which the total velocity signal
u(x = 0,z,t) is a superposition of the incident, or target, velocity signal
(ut) and a velocity signal of the reflected waves (ur), i.e. u = ut + ur.
To estimate the velocity of the reflected wave signal we assume that
the reflected waves are shallow water waves, which implies that all
short waves have dissipated inside the domain. This allows us to



Table 1
Wave parameters at the boundary for the bichromatic wave experiments. Listed are the primary wave frequencies f and amplitudes a; bound wave frequency fb and the maximum
normalised water depth kd.

f1 (Hz) f2 (Hz) fb (Hz) a1 (m) a2 (m) kd

A1 0.67 0.48 0.19 0.06 0.012 2.00
A2 0.65 0.50 0.15 0.06 0.012 1.94
A3 0.64 0.51 0.13 0.06 0.012 1.90
A4 0.62 0.53 0.09 0.06 0.012 1.81
B1 0.65 0.50 0.15 0.06 0.018 1.95
B2 0.65 0.50 0.15 0.06 0.024 1.95
B3 0.65 0.50 0.15 0.06 0.030 1.95
B4 0.65 0.50 0.15 0.06 0.036 1.95
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compute the depth averaged horizontal velocity ur based on the surface
elevation of the outgoing waves, which is detected as the difference
between the target surface elevation ζt and the instantaneous surface
elevation ζ computedby SWASH. The ur follows frommass conservation
in combination with the assumption that outgoing waves are
progressive and of constant form,

ur ¼
c
d

ζ−ζ tð Þ; ð7Þ

where c is the phase velocity, which is taken as the shallow water
phase velocity c ¼

ffiffiffiffiffiffi
gd

p
.

We have verified the accuracy of the second-order weakly-reflective
boundary condition in reproducing the classical finite depth solution of
Longuet-Higgins and Stewart (1960) for bound ig-waves, induced by a
bichromatic wave group which propagates over a flat bottom. With
two ormore vertical layers the solution of Longuet-Higgins and Stewart
(1960) is reproduced well if the short waves that form the wave group
are in shallow to intermediate water depths (kd b 2.5) (Appendix B).

4. Infragravity waves induced by bichromatic waves over a
plane slope

Van Noorloos (2003) considered the evolution of bichromatic wave
groups as they propagate in a 40 m long flume over a 1 / 35 plane slope
10 15 20 25 30 35
0

0.05

0.1

0.15

(a)

Experiment A1

0

0.01

0.02 (c)

10 15 20 25 30 35

Fig. 2. Cross-shore variation of the Hrms (upper panels) and the eHrms (lower panels) for experi
computed values (lines). The grey region gives the range in wave heights found when varying
(see Fig. 1). An interesting feature of these experiments is that they
confirmed that dissipation due to ig-wave breaking can be one of the
primary mechanisms of ig-wave dissipation (Van Dongeren et al.,
2007). In these experiments the flume was equipped with a piston-
type wave board, which included second-order wave control and
reflection compensation. Van Noorloos (2003) considered eight
bichromatic wave conditions which varied in wave magnitude (B1-4,
see Table 1) and in bound ig-wave frequency (fb) (A1-4, see Table 1),
where the latter in particular is associated with varying ig-wave
conditions. In these experiments ig-wave conditions ranged between
strong ig-wave dissipation (due to ig-wave breaking) and small
ig-wave reflections near the shoreline (experiment A1) to strong
ig-wave reflections (experiment A4) (Van Dongeren et al., 2007).
Measurements of the free surface were taken at 80 locations, with a
spacing varying from 0.5 m to 0.3 m, for a duration of 10 min.

SWASH is employed with two vertical layers to accurately capture
the wave dispersion, and the bound ig-wave response (Appendix B),
for the range of kd values encountered (see Table 1). The grid resolution
is set at Δx = 0.01m, which corresponds to at least 20 points per wave
length for the super harmonic wave components, and the time step is
set at Δt = 0.002s. The incoming boundary is located at the first wave
gauge (x = 6m) and we employ a second-order accurate weakly-
reflective boundary to generate incident waves (§3), according to
the target wave conditions (Table 1). The roughness coefficient
dr(=0.0075m) was calibrated for the experiment which featured the
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Fig. 3. Cross-shore variation of the Hrms (upper panels) and the eHrms (lower panels) for experiment B1 (left panels) and B4 (right panels). Comparison between measured (circles) and
computed values (lines). The grey region gives the range in wave heights found when varying the roughness coefficient. The thin black line in panel b and d is calculated with α = 0.5.
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strongest ig-wave reflections (A4), where we expect a significant
influence of the bottom friction on the ig-wave dynamics. In the
following, the analysis is based on the measured and computed free
surface elevation records after steady state conditions were observed,
five minutes after the start of the simulation (Van Dongeren et al., 2007).
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Fig. 4. Cross-shore variation of incoming eHþ
rms and outgoing ig-wave heights eH−
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(incoming component: black triangles, outgoing component: red circles) and predicted values
dashed curve indicatesGreen's law for energy conservative shoaling (H ∝ d−1/4), initiatedwith
heights found when varying the roughness coefficient (incoming component: grey, outgoing c
4.1. Results

First we compare the predicted and measured cross-shore
transformation of the bulk wave parameters for experiments A1, A4,
B1 and B4. Here, we compare measured and predicted root-mean-
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thepredicted incident incoming ig-wave height. The shaded regions give the range inwave
omponent: light red). The thin blue lines panel d are calculated with α = 0.5.
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square wave heights Hrms, which are computed from the variance of

linearly detrended surface elevation signals, Hrms ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8 ζ2
D Er

, where

〈…〉 indicates time averaging. To analyse the nearshore transformation
of ig-waves, the surface elevation signals have to be filtered. The
occurrence of ig-wave breaking in some of the experiments indicates
that strong nonlinear effects play a dominant role in the evolution
of the ig-waves close to the shoreline. Near the shore not only the
high-frequency waves, but also the ig-waves transition into sawtooth
like-shapes, which in the spectral domain is associated with the
generation of significant energy at the higher harmonics of the
ig-wave frequencies. For this reason, we filter the surface elevation
signal using a band pass filter that includes the difference frequency
(Δf = f1 − f2) and integer multiples thereof (mΔf for m = 2…fnyq/Δf,
where fnyq is the Nyquist frequency). This method is applicable as
the variance at the mΔf frequencies is attributed to ig-wave self-
self interactions and not to (interactions of) higher-frequency com-
ponents (Van Dongeren et al., 2007). In the remainder of this section
we use a tilde accent eð Þ to denote variables computed from the fil-
tered signal.

The variation of the measured wave height Hrms is similar in
experiment A1, A4, B1 and B4 (see Figs. 2a–b and 3a–b). In all four
cases Hrms remains nearly constant on the flat (x b 8.5 m) and at the
10 15 20
0.7

0

415 420 425 430

experiment A1

Fig. 5. Time series of the infragravity wave signaleζ at several gauge locations close to the shorel
results (solid line). The grey line is the computed surface elevation. The top panel shows the b
start of the slope, and reduces rapidly in the surf zone once breaking is
initiated (x ≈ 25 m). For all cases predicted and measured Hrms are in
agreement, except for B4 where the predicted position of incipient
short-wave breaking is located further shoreward than the observed
location (Fig. 3b). For B4, the predicted location of wave breaking can
be improved with a slightly smaller breaking threshold (α = 0.5), see
Fig. 3b.

The aforementioned difference in ig-wave behaviour for the
different incident wave conditions, i.e. reflective or dissipative, can be
seen by comparing the cross-shore variation of the measured ig-wave
height eHrms for experiment A1 and A4 (see Fig. 2c–d). In A1, eHrms

increases in shoreward direction with a small oscillation for x b 25 m.
As the short waves start to break (x ≈ 25 m) eHrms decreases, up to
x ≈ 27 m where it increases again. For x N 31 m, eHrms decreases
significantly. In experiment A4 the cross-shore variation of eHrms has a
nodal structure with an increasing magnitude towards the shore.
The nodal structure is associated with the occurrence of a standing
ig-wave. For experiment B1 and B4 the nearshore transformation of
the eHrms is similar to A1 (see Fig. 3c–d). For all cases predicted and
measured eHrms are in agreement, except for a discrepancy for
26 m b x b 32 m in A1 and B1, where eHrms is over estimated due
to an over prediction of the incoming ig-wave height, and in B1 and
(especially) B4, where the predicted oscillation of eHrms for x b 25 m is
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more pronounced than in the measurements due to an over prediction
of the outgoing ig-wave height.

Incoming ig-waves are generally bound to thewave group, such that
their behaviour no longer corresponds to that of a free wave. In contrast
reflected ig-waves are free waves as the high-frequency motion is
almost entirely destroyed in the surf zone. The different character of
the incoming and outgoing low-frequency motion makes it interesting
to consider them separately. To distinguish between these two
components, we decompose the ig-wave signal with the decomposition
method of Battjes et al. (2004), as used byVanDongeren et al. (2007). In
A1, B1 and B4 measured outgoing ig-wave heights eH−

rms are small
compared to measured incoming ig-wave heights eHþ

rms (Fig. 4a,c–d),
which indicates that the shoreline reflection and the contribution of
breakpoint induced ig-waves are small. In themeasurements, incoming
ig-waves grow towards the shore with a growth rate which exceeds
Green's law for energy conservative shoaling (H ∝ d−1/4). For
x N 25 m measured eHþ

rms decreases, up to x ≈ 27 m where it increases
again. Close to the shore eHþ

rms starts to decrease significantly, which is
associated with ig-wave breaking (Van Dongeren et al., 2007). The
cross-shore variation of eHþ

rms and eHrms are very similar which further
illustrates the dominance of incoming ig-waves. For A4 the growth ofeHþ

rms is small compared to the other three experiments, whereas the
magnitude of eH−

rms is larger (Fig. 4b). Predicted and measured
incoming and outgoing wave heights are in agreement throughout the
domain for all experiments, apart from an over prediction of eHþ

rms inside
the surf zone (x N 26 m) in A1 and B1, a local over prediction of eH−

rms at
x ≈ 26 m in A4, and a significant over prediction of eH−

rms throughout the
domain in B1 and B4. Discrepancies between predicted and measured
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Fig. 6. Predicted (subscript S) versus measured (subscript M) wave heights for the total w
outgoing ig-wave height eH−

rms (d). In panel c and d, a distinction is made between the various
colours: A1 (blue); A2 (red); A3 (green); A4 (cyan) and B1-4 (black). The solid line indicates
ig-wave heights are most significant for experiment B4, for which we
previously observed that short-wave breaking is delayed in SWASH
(Fig. 3b). Not only does reducing the breaking threshold (α = 0.5) im-
prove predicted Hrms (Fig. 3b), it also improves predictions of eHrms,eHþ

rms and eH−
rms (Figs. 3d and 4d), which indicates that the over prediction

of eH−
rms is related to the delayed short-wave breaking.
To investigate the influence of the roughness coefficient on the

model results, additional simulations were executed with a roughness
coefficient ranging dr = 0.001 − 0.02m. The shaded regions in
Figs. 2–4 are the regions between the maximum and minimum of
Hrms, eHrms and eHm

rms
− for the simulations with the various roughness

coefficients. The low sensitivity of Hrms to variations in dr implies that
bottom friction – as anticipated – has only a marginal influence on the
nearshore transformation of short waves (Figs. 2–3). Similarly, if
ig-waves are breaking, ig-wave energy losses are dominated by
ig-wave breaking and the influence of variations in dr is small (Fig. 4a,
c-d). Only for a strong reflective condition (A4), variations in dr do
significantly influence ig-wave heights. Nevertheless, the nodal pattern
is correctly reproduced for all values of dr (Fig. 2d). In all experiments,
but most significantly for A4, bottom friction predominantly influences
outgoing ig-wave heights (Fig. 4b), which indicates that friction is
primarily of significance in the inner surf zone (x N 30 m).

IG-wave breaking can be observed when inspecting the time signals
of the ig-wave surface elevation at several gauge locations near the
shoreline, which is similar to an analysis in Van Dongeren et al.
(2007). In experimentA1, as the ig-waves enter progressively shallower
water, the ig-wave front develops an almost vertical face and
subsequently rapidly decreases in height (Fig. 5). This pattern is very
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ave height Hrms (a), ig-wave height eHrms (b), incoming ig-wave height eHþ
rms (c) and

ig-wave conditions, ranging from dissipative (A1) to reflective (A4), using the following
one to one correspondence and the dashed lines are the 10% error bands.
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Table 2
Skill factors for the van Noorloos experiments.

Hrms
eHrms

eHþ
rms

eH−
rms

A1-4 0.95 0.85 0.85 0.70
B1-4 0.92 0.87 0.89 −0.07
Overall 0.94 0.86 0.87 0.32
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similar to that of a breaking wave and suggests that ig-waves are
breaking. A similar analysis for experiment A4 shows no sign of
ig-wave breaking in both measured and computed surface elevation
signals (Fig. 5). For both cases, computedwave signals are in agreement
with the observations.

Finally,we consider themodel performance for all bichromaticwave
experiments. To quantify the accuracy of the model we compute the
model skill as (e.g. Reniers et al., 2006),

Skill ¼ 1−

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN
n¼1

Xp−Xo

� �2

1
N

XN
n¼1

Xoð Þ2

vuuuuuuut ; ð8Þ

where N is the total number of observations and X is the considered
quantity with subscript p and subscript o denoting predicted and
observed values. Predicted Hrms agree well with the observations
(Fig. 6), as indicated by the overall skill factor of 0.94 (Table 2). Similarly,
predicted and observed eHrms agree for all experiments, although the
scatter is larger and the overall skill is lower compared to the results
for Hrms. Predicted and measured eHþ

rms agree well and the skill is similar
to that of eHrms. In contrast, errors in the predicted eH−

rms are large as indi-
cated by the low overall skill. The errors in the predicted eH−

rms are largest
for the results of experiment B1-4, for which the skill factor is negative
which indicates that errors in predicted eH−

rms are larger than measuredeH−
rms . For these dissipative ig-wave conditions, outgoing ig-wave

energies are very small and minor errors in the modelled dissipation
can result in large errors in outgoing ig-wave energies. To illustrate
this we consider the relative difference between the incoming and
outgoing infragravity energyfluxD. Ifwe assume that the groupvelocity
of the incoming and outgoing ig-waves are approximately equal in
magnitude, we can define D as

D ¼ 100
eEþ−eE−��� ���

eEþ ; ð9Þ

where eEm− is the energy of an incoming (+) or outgoing (−) ig-wave
component at the outer edge of the surf zone (x = 25 m). This shows
that in experiment A1, B1-4 ig-wave energy losses are large and that
errors in predicted D are small (≈3%, see Table 3), which indicates
that SWASH captures the bulk energy dissipation of a breaking
ig-wave. Although the errors in the bulk dissipation are small for
experiment B1-4, the model skill for the outgoing ig-wave heights is
low, which indicates that small errors in the predicted bulk dissipation
of a breaking ig-wave can result in large errors in the predicted outgoing
ig-wave heights.

5. Infragravity waves induced by randomwaves over a barred beach

The second flume experiment we consider in this study was
performed by Boers (1996), who considered irregular waves
Table 3
Relative ig-wave energy losses D (%) in the surf zone for the van Noorloos experiments.

A1 A2 A3 A4 B1 B2 B3 B4

Measurements 98.5 95.9 80.2 37.2 98.4 98.5 99.3 99.7
SWASH 98.3 92.8 76.8 45.5 95.2 95.1 96.7 96.6
propagating over a barred beach (see Fig. 7) in the same flume as Van
Noorloos (2003). A variety of incident wave conditions were simulated
with this set-up of which the lowest steepness wave condition (1C) has
been analysed extensively in other studies (e.g. Battjes et al., 2004;
Janssen et al., 2003). Here we shall also analyse this case, in which the
shoaling of ig-waves was most distinct, as it is the most relevant wave
condition for studying the ig-wave dynamics. In experiment 1C
waves were generated at the wavemaker based on a target JONSWAP
spectrum with a significant wave height of 0.103 m and a peak period
of 3.33 s. Measurement of the free surface were taken at 70 locations,
with intervals varying from 1 m to 0.18 m, for a duration of 28 min.

SWASH is employed with two vertical layers to capture the bound
ig-wave response (Appendix B) and the propagation of short
waves with frequencies up to three times the peak frequency fp
(with kd = 2.5). The grid resolution is set at Δx = 0.02m, which
corresponds to at least 20 points per wave length for waves up to 3fp,
and the time step is set at Δt = 0.002s. The incoming boundary is
located at the first wave gauge and we employ a second-order accurate
weakly reflective boundary condition (§3) based on the free wave
components. The target free wave components with which the
wavemaker in the flume is forced are not available and no velocities
were measured near the wavemaker. Therefore, the incident free
wave components can only be obtained based on measurements of
the free surface at the first wave gauge. We estimate these components
using the Fourier transform and a high-pass filter of f N fp/2 to remove
most bound ig-wave components, since their contribution is accounted
for by including the theoretical second-order response. The roughness
coefficient is set at the same value as in the previous laboratory case
(dr = 0.0075m). The model and measured signals are analysed
excluding a spin-up time of 60s(N4Ls/cg, where Ls is the length of the
flume and cg is the group velocity according to the peak frequency at
the wavemaker).
5.1. Results

First we compare measured and predicted significant wave heights

Hm0 ¼ 4
ffiffiffiffiffiffiffi
m0

pð Þ and periods Tm01 ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m0=m1

p� �
of short- and ig-waves,

where themomentsmn ¼ ∫ f nE fð Þdf
� �

are computed from the variance

density spectra E(f) of the free surface elevation. The variance density
spectra are computed with smoothing in the frequency domain and
have 30 degrees of freedom. To distinct between short and ig-waves,
we compute their bulk parameters from the band-passed filtered vari-
ance density with a band pass of 0.5fp b f ≤ 4fp and 0.1fp b f ≤ 0.5fp,
respectively. We take the peak frequency as the peak frequency at the
wavemaker (fp = 0.3Hz). In the remainder of this section parameters
calculated from the high-frequency band are denoted with a prime
accent (′), and parameters computed from the low-frequency band
with a tilde accent ˜ð Þ.
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Fig. 7. Boers (1996) experimental set-up. The still water level is located at z = 0 m and
the vertical lines indicate the gauge locations.
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The predicted bulk wave parameters (significant wave height and
mean wave period) of both short and ig-waves are in agreement with
the measurements throughout the domain (Fig. 8), despite an under
prediction of eTm01 for 8 m b x b 20 m.

To quantify the magnitude of incoming and outgoing ig-wave
components, we employ the improved signal decomposition method
(Van Dongeren et al., 2003) of Battjes et al. (2004) with nine sensors
for lower frequencies (f ≤ 0.11Hz) and five for the remaining higher
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Fig. 9. Cross-shore variation of incoming eHþ
m0 and outgoing ig-wave heights eH−

m0, computed b
component: black triangles, outgoing component: red circles) and predicted values (incoming c
the maximal and minimal wave heights encountered in the simulations with a variation in th
shaded triangle is the target bound ig-wave height and the thin black curves indicates Green
incoming ig-wave height at x = 9 m (full line), or the target bound ig-wave height (dashed li
frequencies (f ≤ fp/2). This is the same number of sensors as Battjes
et al. (2004) used in their analysis of the same data set. The measuredeHþ

m0 increases in shoreward directionwith a rate which exceeds Green's
law for energy conservative shoaling (Fig. 9a). As the short waves break
(x N 25 m), the growth rate of incoming ig-waves reduces but remains
positive throughout most of the surf zone (x N 25 m). Outgoing
ig-waves decrease in height as they propagate in off-shore direction,
in accordance with Green's law. Throughout the domain measured
20 25 30

(c)
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y integration over different frequency bands. Comparison between measured (incoming
omponent: black line, outgoing component: dashed red line). The shaded regions indicate
e roughness coefficient (incoming component: grey, outgoing component: light red). The
's law for energy conservative shoaling (H ∝ d−1/4), initiated with either the predicted
ne).



Fig. 10. Cross-correlation between the squared wave envelope and the ig-wave surface
elevation signal for the measurements (panel a), and computations (panel b). Panel c
shows the measured (grey circles) and computed (filled black circles) time lags, normal-
ised with a representative bound ig-wave period, between the wave envelope and bound
ig-waves.
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eHþ
m0 are larger than measured eH−

m0, especially for x N 25 m where the

difference is largest. Computed eHþ
m0 are in agreement with observation

for x N 22 m, whereas they are under predicted for x b 22m. The eH−
m0 is

over predicted throughout the domain, but the overall pattern and
magnitude is in reasonable agreement with the measurements. To

identify the cause of the under prediction of eH−
m0 for x b 22 m, we

compare the results with the target bound wave height, which is
computed as the integral of the theoretical bound wave energies over
the ig-frequency range, based on the incident free-wave components.
To compare the target bound wave height with the most seaward

located prediction of eHþ
m0, we assume that for x b 10 m the amplitude

increase of the incoming ig-waves is in the order of Green's law
(which is in agreement with the mild amplitude increase observed for
x b 20 m). The resulting target boundwave height at x = 9 m is of sim-

ilarmagnitude as the predicted eHþ
m0, whereas it is smaller than themea-

sured eHþ
m0 at this position. This is in accordance with Battjes et al.

(2004), who observed that the measured incident eHþ
m0 is larger than

the equilibrium bound wave height. Discrepancies between model
results and the measurements are therefore related to differences
between the wave forcing in the flume and in the numerical model. A
possible explanation is that, in the flume, the wavemaker generated
some (spurious) free-wave energy at ig-wave frequencies, for example,
due to re-reflections of outgoing ig-waves.

The previous analysis was restricted to the total ig-wave band
(0.1fp b f ≤ 0.5fp). Now we consider the incoming and outgoing
ig-wave heights for two separate frequency bands, which range
between the ig-frequency limits with a fixed width of 0.06Hz. For the
higher frequencies (Fig. 9c), the growth of incoming ig-waves is
relatively strong and they are more energetic than the outgoing
ig-waves. In contrast, for lower frequencies the incoming ig-waves are
less energetic (Fig. 9b), compared to the outgoing ig-waves, and
have a smaller growth rate compared to their counterparts at higher
frequencies. Predicted wave heights are in agreement with the
measurements for both frequency bands, although eHþ

m0 is under andeH−
m0 is over predicted for the lower frequency band.
Similar to the previous laboratory case we investigate the

influence of the roughness coefficient for a coefficient ranging
dr = 0.001 − 0.02m. Again, the roughness coefficient has a small
influence on the magnitude of short waves (Fig. 8) and incoming
ig-waves, whereas it has a significant influence on the outgoing ig-wave
height (Fig. 9a). The influence of the roughness coefficient is most
pronounced for ig-waves with relatively low frequencies (Fig. 9b).

It is well established that in waters of constant depth the wave
envelope and bound ig-waves are in equilibrium and out of phase
with one-another (e.g. Longuet-Higgins and Stewart, 1960). However,
as waves propagate over regions with varying depths, a phase shift
away from the 180° equilibrium difference develops as the bound
waves lag behind the wave envelope (e.g. Janssen et al., 2003, and
references therein). This can be illustrated using a cross-correlation
analysis, which determines the relation between short-wave envelope
and ig-waves. This technique has been applied to the Boers data set by
several authors (e.g. Janssen et al., 2003; Torres-Freyermuth et al.,
2010) to analyse the propagation and reflection of ig-waves.

The normalised cross-correlation function between two real signals
V(t) and Y(t) is defined as

RVY τð Þ ¼ V tð ÞY t þ τð Þh i
σVσY

; ð10Þ

where τ is a time shift and σV and σY are standard deviations of V(t) and
Y(t), respectively. We define the short-wave envelope as the absolute
value of (Janssen et al., 2003)

A tð Þ ¼ ζ ′ tð Þ þ iℋ ζ ′ tð Þ
n o��� ���

lp
; ð11Þ

whereℋ{…} is the Hilbert transform operator and |…|lp denotes a low
pass filter operation (f b 0.5fp).

Here, we evaluate the cross-correlation between the squared wave
envelope and ig-wave surface elevation signal for the measurements
and the model predictions. Fig. 10 shows the measured (panel a) and
computed (panel b) cross-correlation function. In the measurements,
a clear trough of negative correlation is present around zero time lags
for x b 30 m, consistentwith the theory of Longuet-Higgins and Stewart
(1962), which predicts a bound ig-wave which is out of phase with the
wave groups. For x N 25 m the correlation increases as the short waves
are breaking and further shoreward (x N 30 m) the correlation is
eventually reversed. This positive correlation is associated with the
fact that ig-waves modulate the total water depth (Janssen et al.,
2003), as the presence of an ig-wave crest increases the water depth
whereas an ig-wave trough decreases the water depth. This allows
depth-limited short waves to enter shallow water on the crest of an
ig-wave, which results in a positive correlation. A second trough of
negative correlation is present at greater time lags, which is linked to
the reflected ig-wave (e.g. Janssen et al., 2003). Close to thewavemaker
(x = 5 m) the minimum value of correlation that is associated with an
incoming bound ig-wave is located at τ = 0s, whereas closer to the
shore the minimum value is located at increased time lags. This is
further illustrated in Fig. 10c, which shows the time lag, normalised
with a representative bound wave period Tb(=1/0.3fp), of the
minimum correlation value between−5s b τ b 5s (which corresponds
to the incoming bound ig-wave) up to the location of the second
breaker bar (x ≈ 30 m). The measured normalised phase lag increases
significantly for x N 20 m and reaches a value of ≈0.4 for x N 27 m,
which corresponds to a phase difference of 36° between the wave
envelope and a representative bound wave. Model predictions agree
with the measurements, both in a qualitative manner (Fig. 10a and b)
and a quantitative manner (Fig. 10c).

6. Discussion

The overall good correspondence between model results and
measurements found in this study demonstrates that SWASH – which
is essentially an intermediate approach between RANS and phase-
averaged models – is able to resolve the cross-shore evolution of
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ig-waves. SWASH accounts for the dominant processes that affect the
energy balance at the ig-frequencies: the nonlinear energy exchange
with the high-frequency waves, and the loss of energy due to friction
and ig-wave breaking. The energy exchange with the hf-waves outside
the surf zone is best represented in the model, as it is an intrinsic
property of the governing equations. However, the accuracy of the
modelled nonlinear interactions depends on the spatial resolution
that is used (see e.g. Fig. B.1). On the other hand, bottom friction and
(ig-wave) breaking are parametrized andwith thatmodel performance
depends on how sensitive predictions are to (small) errors in the
modelled dissipation related to these processes.

In this study predictions of the incoming wave field proved to be
insensitive to variations in the bottom friction (by means of the
roughness coefficient). In contrast, under (mildly) reflective wave
conditions the outgoing ig-wave heights are sensitive to the bottom
friction. In such cases, an accurate prediction of the outgoing ig-wave
field requires the calibration of the roughness coefficient. Although a
different friction formulation might reduce model sensitivity, it is
unlikely that the need to calibrate the friction coefficient can be avoided
without taking the effect of enhanced turbulence due to wave breaking
into account (Feddersen et al., 2003).

Depth-induced wave breaking of the short waves is well resolved
within SWASH as the relatively simple model used (bore dissipation
with an enforced hydrostatic pressure distribution) is able to resolve
the evolution of bulk wave parameters and wave spectra, including
nonlinear wave-interactions, in high-detail throughout the surf zone
(e.g. Smit et al., 2014). This gives confidence that SWASH accounts for
the energy exchange between ig- and hf-waves in the surf zone. More-
over, thepresent study shows that SWASH captures the bulk energy dis-
sipation of a breaking ig-wave. However, for such dissipative ig-wave
conditions errors in predicted outgoing ig-wave heights are large, be-
cause the relatively small outgoing energies are sensitive to minor er-
rors in the predicted bulk energy dissipation. Nonetheless, the model
has a good skill in predicting the total ig-wave heights demonstrating
that the low skill regarding the outgoing ig-waves does not inhibit the
use of SWASH for the prediction of ig-waves.

The primary advantage of SWASH compared to RANSmodels is that
the accuracy of predicted bulk wave parameters (including sea, swell
and ig-contributions) is comparable, whereas the computational effort
is much smaller. For example, the agreement with observed (ig-)
wave heights for the Boers experiment (§5) is similar to the results of
Torres-Freyermuth et al. (2010), who used a RANS model with 82
cells in the vertical, as opposed to two vertical layers used here, to
reproduce this experiment. Naturally, if more detail with regard to the
vertical structure is required, for instance to capture the wave-induced
cross-shore circulation, SWASH may be employed with a finer vertical
resolution (at larger computational costs). However, if only bulk
parameters are of interest, the present approach forms an attractive
alternative. Moreover, the non-hydrostatic approach is more flexible
compared to Boussinesq-type models, which operate on a similar
intermediate scale, as it can flexibly adapt itself to allow for an optimum
balance between accuracy and computational effort.

Nevertheless, the prediction of ig-wave conditions in a two-
dimensional surf zone, for routine applications, will likely remain in
the class of models that combine a wave driver with the nonlinear
shallow water equations. Such models, although more approximate,
remain an order of magnitude faster as they do not resolve individual
waves, but calculate on the wave-group scale. On the other hand, the
use of linear wave theory for the evolution of the short waves and
the absence of phase information implies that in regions where the
waves are strongly nonlinear, or where reflection and/or diffraction
(e.g. a harbour) are important, the present approach is preferable to
the phase-averaged approach. We stress that there are no fundamental
barriers to apply SWASH to two-dimensional ig-wave propagation
cases. For instance, when the calculations are performed on present-
day large-scale multi-processor machines (with O(100) processors),
the application of the present model to study ig-wave conditions in,
for example, a large harbour, for select engineering (e.g. calculating
extreme conditions) or scientific purposes, is viable.

7. Conclusions

In the present study we considered the modelling of ig-wave
dynamics using the non-hydrostatic model SWASH. Hereto we
extended SWASH with a second-order weakly-reflective wavemaker,
based onweakly nonlinearwave theory, in order to include the incident
(bound) ig-wave contributions. Model results were compared with
flume observations of the nearshore transformation of ig-waves. Our
results demonstrate that SWASH is able to reproduce the phenomena
commonly associated with the evolution of ig-waves in the nearshore,
including the shoaling of bound ig-waves, shoreline reflections, the
phase lag between the wave envelope and the incoming ig-waves,
nonlinear (self-self) interactions and the occurrence of ig-wave
breaking. In particular, our analysis shows that the total and incoming
ig-wave heights are well predicted. Errors in predicted outgoing
ig-wave heights are larger compared to the total and incoming
ig-wave height, and are found to be sensitive to the roughness
coefficient (which controls the dissipation due to bottom friction) and
to the location of incipient short-wave breaking (which is controlled
by the breaking threshold). Model results further indicate that bottom
friction has a marginal influence on the incoming wave field and only
affects themagnitude of outgoing ig-waves in case of (mildly) reflective
ig-wave conditions. This study suggests that SWASH can be a valuable
tool, for engineering and scientific purposes, to study the evolution of
cross-shore propagating ig-waves.
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Appendix A. Second-order boundary condition

To include the ig-response into our boundary signal, wemake use of
weakly nonlinear, second-order, finite-depth theory (e.g. Hasselmann,
1962; Longuet-Higgins and Stewart, 1960). Herein the wave field is
composed of first-order, or primary waves that corresponds to the
free wave response (single summation in Eq. (6)), and a small second
order correction that is associated with the bound waves (double sum-
mation in Eq. (6)). Here, we estimate the amplitude of the second order
response, due to the primary waves at fm and fn, following Hasselmann
(1962)

anm ¼ Dnmaman; ðA:1Þ

where anm is the amplitude of a bound wave component, an and am
denote the amplitudes of the associated primary waves, and Dnm is the
interaction coefficient. In this study we are primarily interested in the
difference interactions, with difference frequency fnm = fm − fn and
difference wave number knm = km − kn, for which the interaction
coefficient can be expressed as

Dnm ¼ − gknkm
2ωnωm

þ ω2
n−ωnωm þω2

m

2g
−C g ωn−ωmð Þ

ωnωm gknmtanh knmdð Þ− ωn−ωmð Þ2� 	; ðA:2Þ
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where ω(=2πf) is the radial frequency and coefficient C is defined as

C ¼ ωn−ωmð Þ ωnωmð Þ2
g2

þ knkm

� �
−1

2
ωnk

2
m

cosh2 kmdð Þ−
ωmk

2
n

cosh2 kndð Þ

� �
: ðA:3Þ

Because SWASH is forced by means of the horizontal particle
velocity, the free surface amplitudes need to be related to the horizontal
velocity amplitudes. In principle, this can be done using second-order
theory. However, because in this study the long wave response is
generally in shallow water (knmd ≪ 1), a good approximation of the
depth averaged second-order velocity amplitude ûnm follows from
mass conservation in combination with the assumption that bound
ig-waves are progressive and of constant form,

ûnm ¼ cg
d
anm; ðA:4Þ

where cg is the group velocity which is expressed as cg = 2πfb/knm.
This form is easier to implement and more efficient to compute
compared to the full second-order theory. The above boundary
condition, valid for unidirectional waves perpendicular to the
boundary, can be extended to short-crested waves (directional
seas) as the original interaction coefficient of Hasselmann (1962)
puts no restriction on wave directions.

The interaction coefficient is derived with the assumption of weak
nonlinearity, therefore, the above boundary condition is only valid for
small wave amplitudes a/d ≪ 1. Furthermore, the assumption of a
depth averaged second-order velocity amplitude requires knmd ≪ 1.
These considerations imply that the proposed boundary condition
cannot be used in the surf zone (a/d b 1) and in deep water
(knmd N 1). Nevertheless, for most practical applications, including the
simulations considered in this study, the boundary will be located in
intermediate water depths where these limitations are not met.
Furthermore, in deep water the second-order response is small and
can – to a good approximation – be neglected. In such case, a boundary
condition based on linear wave theory is likely sufficient.

Appendix B. SWASH second-order response

To verify the second-order boundary condition, and to investigate
the sensitivity with regard to the vertical resolution, we compare the
model response with the classical finite depth solution of Longuet-
Higgins and Stewart (1960). Here we consider a situation where a
bound ig-wave is forced by, and in equilibrium with, two free waves
which propagate over a flat bottom. The accuracy with which the
bound-solution is reproduced by SWASH is likely related to the number
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Fig. B.1. The ratio of the numerical spurious free and the analytical bound energy
(markers) and ratio of the numerical and analytical bound energy (marked lines), for a
simulation with 1 (circles), 2 (squares), 3 (triangles) and 4 (crosses) vertical layers.
of vertical layers, as the dispersive and nonlinear properties of SWASH
improve with an increased number of layers. Furthermore, at low
resolutions a spurious free wave with the same frequency as the
bound ig-wave might be generated. Such a spurious free wave is most
pronounced when the second order response is not incorporated. In
this case a spurious free wave is generated, out of phase with but of
equal amplitude as the bound wave, which exactly cancels the bound
wave at the wavemaker. Hence, inclusion of the second-order response
is vital to avoid generating artificial free-energy at the ig-frequencies.
However, because SWASHwill not exactly reproduce second-order the-
ory some spurious free-energy is still generated, even when the ig-
waves are included at the boundary.

To properly estimate the bound energy which is generated, and
to investigate the magnitude of the spurious free wave, we need to
decompose the energy associated with the low-frequency motion into
bound and free energy. Given that the free and bound waves have
identical frequencies, this decomposition cannot be done in the
frequency domain. Instead, we will perform the decomposition in the
wave number domain as a bound wave and its spurious counterpart
have different wave numbers (the bound wave number is equal to the
difference wave number and the free wave number follows from the
difference frequency and the linear dispersion relationship). We
estimate their respective energies using a spatial Fourier transform,
which results in the complex wave amplitude ak at wave numbers k.
In this manner we can estimate the energy associated with the free or
bound wave components (eE f and eEb, respectively) with

eE f
¼

X
δk f

1
2
aka

�
k;

eEb ¼
X
δkb

1
2
aka

�
k; ð16Þ

where ⁎ denotes the complex conjugate and δkb/f denote the wave
number range around the free (subscript f) or bound (subscript b)
wave numbers.

Model results and analytical solutions are analysed for fixed free-
wave amplitudes (a1 = a2 = 0.01m), fixed free-wave frequencies
(f1 = 0.10Hz and f2 = 0.11Hz) and varying still water depths which
range from 7.5 to 65 m. This range of still water depths results in a
minimum and maximum kd value of 0.5 and 2.5, respectively.
Numerical simulations are performed with one to four vertical layers
and a grid resolution of Δx b λ/100, where λ is the wave length of the
second free wave component (which corresponds to the shortest
wave length). A radiation condition, in combination with a sponge
layer, was employed to minimise wave reflections at the outlet of the
domain. The roughness coefficient and vertical viscosity are equal to
zero to prevent wave damping. Numerical and analytical surface
elevationswere outputted for a domain length of L, such that the signals
contain at least 75 bound waves, with a resolution of Δx. A visual
inspection of the computed complex amplitudes showed that with a
wave number range of δkb/f = kb/f ± 5Δk, where Δk = 1/L, most
bound and spurious wave energies were included in the estimation ofeE f =b.

The second-order boundary condition successfully suppresses the
generation of spurious free ig-waves, although some spurious energy is
present for simulationswith one vertical layer (Fig. 1). Predicted and an-
alytical bound ig-wave energies are in good agreement for two to four
vertical layers, whereas it is over predicted by the one layer model.
This indicates that the response of the depth-averagedmodel is different
than the response of a multi-layer model. A multi-layer model under
predicts the bound wave height for greater kd values, which is largest
in case of two vertical layers. Furthermore, with two vertical layers the
bound energies are overestimated for lower kd values. Nevertheless, nu-
merical results are in agreement with the analytical solutions. These re-
sults indicate that at least two vertical layers are required to predict a
bound ig-wave response which is in accordance with the classical finite
depth theory of Longuet-Higgins and Stewart (1960).

,DanaInfo=ac.els-cdn.com+image of Fig.�B.1
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