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ABSTRACT

If wave breaking modifies the Lagrangian fluid paths by inducing an uncertainty in the orbit itself and this
uncertainty on wave motion time scales is observable as additive noise, it is shown that within the context
of a wave—current interaction model for basin- and shelf-scale motions it persists on long time scales. The
model of McWilliams et al. provides the general framework for the dynamics of wave—current interactions.
In addition to the deterministic part, the vortex force, which couples the total flow vorticity to the residual
flow due to the waves, will have a part that is associated with the dissipative mechanism. At the same time
the wave field will experience dissipation, and tracer advection is affected by the appearance of a dissipative
term in the Stokes drift velocity. Consistency leads to other dynamic consequences: the boundary conditions
are modified to take into account the diffusive process and proper mass/momentum balances at the surface
of the ocean. In addition to formulating how a wave—current interaction model is modified by the presence
of short-time events that induce dissipation, this study proposes a stochastic parameterization of dissipation.
Its relation to other alternative parameterizations is given. Two focal reasons make stochastic parameter-
izations attractive: one can draw from extensive practical modeling experience in other fields, and it ties in
a very natural way to a wealth of observational data via statistics.
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1. Introduction

The aim of this paper is to show how dissipative ef-
fects on wave scales enter the evolution equations for
the general wave—current interaction model developed
by McWilliams et al. (2004, hereinafter MRL04). This
model has a simpler predecessor, namely, the one de-
veloped by McWilliams and Restrepo (1999, herein-
after MR99). The latter model is, in fact, the shelf
wave—current interaction model modified to account
for basin scales. For expository reasons the MR99
model will be employed here to show details of how
dissipation at wave scales enters the dynamics of waves
and currents; implications to the shelf model are con-
sidered briefly. There are a variety of ways of pursuing
the main goal of this paper, within the asymptotic ma-
chinery used in deriving MR99 and MRLO04, but here
the opportunity is taken to introduce a stochastic pa-
rameterization. A secondary goal of this paper is thus
to illustrate how such a parameterization is applied.
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Restrepo and Leaf (2002) have considered the effect
of small-scale dissipation on the long time residual flow
due to waves in a boundary layer, namely, on the
Stokes drift velocity. We found that the dissipation in
forced standing wave flows affects the Lagrangian fluid
orbit in such a way as to create a net residual flow in
addition to trapping cells that are reminiscent of the
deterministic case. In the progressive wave case flow
structure is steady in the mean, as it should be, but will
have fluctuations in the fluid paths that can stall particle
motion on intermediate time scales. The implications to
transport can be significant if the tracers are capable of
responding to the residual flow. In that study we used
more empirical means, capable of dealing with the
problem in question but not generally extendable to the
cases considered here, that is, to the more complete
interaction of the waves and currents.

It was Jansons and Lythe (1998) that set the author
on the path exploited here (see also Vanden-Broeck
1999). They solve a Langevin differential equation that
has a progressive wave drift term and an additive sto-
chastic term. The conceptual leap that they make is to
place more asymptotic prominence to the noise term
than to the deterministic drift term. If there was a physi-
cal connection between their calculation and an actual
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physical phenomenon, one would have to look at sys-
tems that are dominated by Brownian motion: time-
periodic, low-Reynolds-number flows—microscopic
phenomena. It is claimed here, however, that their
framework can be adapted to the inertially dominated
wave—current problem by enforcing certain compatibil-
ity conditions and scales that lead to MR99 and
MRLO04.

It will be helpful to mention a particular dissipative
mechanism in order to fix ideas. Whitecapping will be
that phenomenon. Whitecapping is a very common sea
surface event; the episodes are short lived and ran-
dom in their spatiotemporal distribution [for details
and references see Hasselmann (1974) and Komen et
al. (1984)]. A dynamic of whitecapping that has an ob-
vious cause and effect is the dissipation it imparts on
the waves and currents. The effective dissipation some-
times changes dramatically when a sudden change in
wind strength and/or wind direction occurs. Whitecap-
ping has no complete theory, and inclusion of its effects
in ocean dynamics models is accomplished via param-
eterizations, some of which can be very sophisticated
[WAMDI Group (1988); Alves and Banner (2003);
Komen et al. (1994); see also Warner and Mclntyre
(1999) and their references]. Craig and Banner (1994)
and Burchard (2001) focus on the connection between
wave breaking and turbulence.

Two other ways to represent and parameterize the
dissipative phenomena in question are those elaborated
by Sullivan et al. (2004) and Melsom and Saetra (2004)
(see also Melsom 1996). Sullivan et al. determine em-
pirically a functional form for the dissipation term, such
that the net dynamics of currents are well approximated
by the additive action of dissipative and deterministic
terms. The dissipative term is then constrained by
stress—energetics balances. Whitecapping is parameter-
ized as a collection of spatially impulsive random
events. The approach of Melsom and Saetra (2004), on
the other hand, is to posit that breaking events have a
net effect on partitioning the energy into a conservative
wave potential/kinetic energy and dissipation; the result
of whitecapping is a sudden change in sea elevation/
pressure or mass flux after a breaking event. The pa-
rameterization in Melsom and Saetra (2004) is then
borrowed from standard turbulence production/dissipa-
tion. The fundamental conceptual similarity between
these two approaches and the one to be presented here
is that they all forego understanding of the breaking
process itself (as compared to, say, some spectral and
turbulence-based frameworks), opting instead for an
empirical approach to modeling dissipation. The spe-
cific phenomena considered by Sullivan et al. (2004)
and Melsom and Saetra (2004) are different, but, if dis-
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cussion is limited to wave—current interactions, another
fundamental similarity between these two strategies
and the one presented here is the following: the model
of Melsom and Saetra (2004) does not have a mecha-
nism for momentum transfer from one wave frequency
to another. Sullivan et al. (2004) subsumes all of these
transfers, positing that in the end one can characterize
the very long time limit and the large spatial scales
as having a conservative current dynamic plus an ef-
fective dissipation. Thus, whatever wave energy cas-
cades occur, these are characterized in the specific pa-
rameterization of the dissipative term. The stochastic
parameterization in the context of wave—current inter-
actions, using the asymptotic balances in MRLO04, will
turn out to convey elements of both aforementioned
approaches: the expectation of momentum transfers
between wave components will be akin to Melsom’s
conception of the breaking process, to lowest order: it is
a result of the asymptotics, not the parameterization
(the higher-order transfers within the MRLO04 frame-
work will be considered in a separate communication).
The “universal” empirical function that captures break-
ing, as is done by Sullivan and collaborators, is found
in the stochastic parameterization in the choice of
noise model, ultimately determined by comparison to
Lagrangian path data under breaking waves, and the
dynamic equation for the evolution of the covariance,
an equation posed in the Eulerian frame. In the sto-
chastic parameterization the dissipation is constrained
by suitable conservation laws, as is done by Sullivan
and collaborators as well as Melsom’s group, but it
should be pointed out that this is the result of the dy-
namic balances within the asymptotic expansion in
MRLO04, not because of the use of some stochastic
model.

Additive noise is nothing more than a reasonable
modeling ansatz, as the noise may be better character-
ized as multiplicative; dissipation is additive in Sullivan
et al. (2004) and Melsom and Saetra (2004). Assuming
a multiplicative noise has a few technical issues that
make it formally different to work with, the modeling
procedure can be mostly inferred by working with the
logarithm of the stochastic differential equation for the
Lagrangian orbital path and relating the scaling to the
additive case, which is featured in this study. In any
event, whether noise is appropriately modeled as addi-
tive or multiplicative is a matter of experimental veri-
fication. That noise, modeled as a stochastic process,
can be related to dynamic dissipation at macroscopic
scales is one of the most common yet profound notions
of theoretical physics of collective phenomena. It is sug-
gested here that there should be a derivation of the
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dissipation due to breaking and whitecapping at mac-
roscopic scales, those of the current scales, in some
analogous way as in a theory for the kinematic viscosity
in the momentum balance of fluids based on Brownian
motions that occur at microscopic scales. However, it is
not at all obvious what specific model of noise best
captures the violent changes that might occur in the
Lagrangian path of a fluid parcel subjected to white-
capping or changes related to other dissipative mecha-
nisms, such as bottom drag. These would have to be
determined from experiments or field data. The more
familiar stochastic parameterizations of fluctuation/
dissipation are the highly elaborate notions of turbu-
lence or weak turbulence. Here, however, it is proposed
that opting for a far less complex notion of dissipation
can have some advantages: 1) stochastic modeling
might offer a convenient and perhaps more natural way
to connect experimental field data to modeling; 2) mul-
tiscale strategies and other constructive techniques
might be more conveniently adopted; 3) there is a
wealth of expertise in modeling phenomena in other
fields that might be exploited; and, in the specific con-
text of the MRL04 theory for wave—current interac-
tions, 4) field data in the more natural Eulerian frame
can be used to pin down the parameters that are rel-
evant in the model with dissipation.

How dissipation at short time scales affects wave—
current interactions is presented in section 2. The con-
text will be the basin-scale model in MR99. How some
aspects of MRL04, the more general shelf model, are
modified by the presence of dissipation is considered in
section 3. The basic strategy proposed here is to write
down the equation for the Lagrangian orbital path as a
function of three space dimensions and time in terms of
the familiar deterministic velocity and an additive noise
term. The three-dimensional vector noise term is spa-
tiotemporally dependent and is described by a stochas-
tic process. The multiscale/asymptotic technique is then
applied to derive the Eulerian statement for noncon-
servative wave—current interactions. Section 4 consists
of a simple computational example that will serve to
illustrate the nature and significance of dissipation on
the dynamics of simple waves and currents.

2. Dissipation on basin scales

MR99 derived a complete model for planetary-scale
waves and currents under quasigeostrophic conditions,
with attendant equations: a buoyancy, related to the
pressure via hydrostatic assumptions, whose advection
equation is coupled to waves and currents and a conti-
nuity equation that determines the vertical component
of the velocity. Dissipation in the momentum equation
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is captured by an eddy viscosity, thus taking into ac-
count anisotropy in the surface Ekman layer. In this
section the model is reintroduced in asymptotic form in
order to derive in balanced form the effect of wave-
scale dissipation.

Considered here is an oceanic region on the rotating
earth containing a stratified, incompressible fluid,
whose upper free surface is at z = 7n(x, f) and whose
rigid lower boundary is at z = —H(x). The vertical
coordinate is aligned antiparallel to the local gravita-
tional force and is denoted by z; z = 0 corresponds to
a quiescent ocean surface and z will denote the unit
upward-pointing vector. The position vector is denoted
by (x, z), where the transverse or horizontal component
is x = (x, y). Time is denoted by .

In MR99 it was found that the lowest-order equa-
tions, time averaged over the fast wave period scales,
representing the basin-scale interactions between cur-
rents and waves, are as follows: The dimensionless mo-
mentum equation, to leading order in the current ve-
locity v, is

v\

7 VX2tV - bz = vV, 1)
where the rectified velocity is V = v(® + u®, the com-
bined local Coriolis and vorticity is 2 = 2Q + »®, and
u® is the Stokes drift velocity. The term on the right-
hand side is a simple description of dissipation of ex-
clusive significance at the long time scales T.

The generalized geopotential function is

1
©=p¥+5V )

Since v(*) is incompressible, the elliptical problem that
determines @ is

VO =V [V X z+b% + W] (3)

On the free surface the pressure is equal to the atmo-
spheric surface pressure. In deriving (1) the Eulerian
velocity q had been decomposed into

q = e[(w”, w")x,z,1) +ev(x, z,t, T)]. 4)

The velocity (u”, w")(x, z, t), expressed in terms of its
transverse and vertical components, is associated with
the gravity wave field; the current is represented by v(x,
z,t, T). This description of the Eulerian velocity, as will
be shown shortly, will be modified by the presence of
stochasticity.

In MR99 the operator () was an average over the
faster time scale ¢, typified by the wave period 2m/oy;
dynamic quantities that still have time dependence af-
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ter averaging will have dependence T = &t (the aver-
aging operator will be modified to handle noise later
on). The small parameters ¢ = kya < 1, with k, being
the typical gravity wavenumber modulus and a being
the typical amplitude of the waves. When the velocity is
averaged over the fast time scales, the leading-order
velocity is an approximation of the average current

vy =v? + 0(e) = (q)/e”. (5)
A compatible statement for the vorticity is
(@) = 0 + O(e). (6)

There are also analogous expressions for the average
buoyancy b and the tracer ©, which in turn may be
related to one another via an equation of state (see
MR99). The relations among the nondimensional pa-
rameters are the following:

O, vo, Ny = 0(82) and B, 19, Ty = 0(84)~ (7)

In order of appearance, these are the Coriolis, the long-
time dissipation, the Brunt-Viisild frequency, the
buoyancy, the surface stress, and the surface tracer gra-
dient.

The dimensionless boundary conditions are

w?=vV-M at z=0, ®)

where w® is the vertical component of the velocity, 0"
is the sea elevation changes associated with the waves,
and

M = (i), )
where
m = u"(x, 0, )n"(x, ).

In (8) the fact that the term (Dn“/D¢) is smaller by
O(&?) is used. Here 7 is the leading-order sea eleva-
tion associated with the currents. On the other hand, if
it were assumed that the horizontal variation of both
the currents and wave statistics were on a slow scale
X = &’x, then the amplitude of w® would be smaller by
g? (for three-dimensional continuity balance), and the
boundary condition (8) would be generalized by the
addition of 9n®/9T on the right-hand side. This addi-
tion would formally permit very long (i.e., shallow wa-
ter) surface gravity waves in the current dynamics. The
pressure equation is

PO = +p—P at z=0, (10)

where we have assumed that the slow atmospheric pres-
sure variations p® scale in a similar way to p(”, and the
wave-added pressure adjustment term is
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where
w Ao\ 2
p= aaiz (x,0, )M (x, 1) = <dait> .
The slow-time surface stress condition is
v
v|:¥+5]=7 at z=0, (12)
where
S =) (13)
is the wave-added correction, with
*u”(x, 0, 1)
§= 6—22 n"(x, 1).
The leading-order tracer equation is
00" +V-v0"? = kv, (14)

aT

where the right-hand side term is a simple description
of dissipation associated purely with the long time
scales. The tracer surface boundary condition is

00
K az =

T at z=0. (15)

Further details on the derivation of the above equa-
tions are found in MR99. These equations will be modi-
fied by the presence of additive noise as follows.

The Lagrangian path, described by the position vec-
tor Z, = (x,, z,), of a fluid parcel with added stochas-
ticity in three space dimensions and time will be as-
sumed to be

dzZ, = s(”, w")(Z, t)dt + *v(Z,, T)dt

+ B(Z,t, T)dW,. (16)

The first two terms in the velocity correspond to the
differential contribution of the deterministic part.
These alone are consistent with the velocity field in
MR99; see (4). The last term is the differential contri-
bution of the velocity associated with noise, assumed
attributed to the whitecapping events or other forms of
dissipation at the short time scales, and modeled here as
an additive vector-valued Wiener process W,; the 3 X 3
variance matrix B may have a slow and a fast temporal
dependence as well as spatial dependence. The statisti-
cal description of the dissipation would be obtained
from field data. The variance above is presumed to be
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dependent or parameterized by the transverse compo-
nent of the position vector, which is taken to be the
random process; the vertical component is thus random
by the coupling of vertical and transverse components.
The particle path, as given by (16), is consistent with the
notion that at scales much shorter than the wave period
the orbital path is Brownian; at scales comparable to
the wave scale it is a combination of the orbit associated
with the irrotational part of the velocity and stochastic-
ity. At much larger time scales 7, the velocity associ-
ated with currents enters the description of the path.
The noise term, if properly chosen or derived, will con-
serve the Jacobian of the volumetric integrals of the
velocity, albeit manifest temporal fluctuations, so that
on average the incompressibility constraint is con-
served. However, this term can also originate in some
parameterized external force (or unresolved physics in
an asymptotic setting of the equations of motion) that
modifies the pressure in the flow, the gradient of which
is a source of acceleration. Ultimately, a Langevin rep-
resentation for the process of random fluctuations in
the equations of motion, be it as additive or multipli-
cative, is a modeling choice with many appealing char-
acteristics, one of which is simplicity and robustness [as
compared with using a random velocity field, say—a far
more complex notion; Olla and Paradisi (2004) and
Klyatskin and Woyczynski (1995) show typical applica-
tions of the random velocity field concept to passive
scalar evolution]. Here an ad hoc approach is taken,
making the noise and variances in the transverse and
the vertical direction two measurable degrees of free-
dom in the model. Uncertainty in the sea elevation
phase can be thought of as accounting for the uncer-
tainty in the pressure due to the wave dissipation and
the uncertainty in the transverse velocity as a reflection
of uncertainties in the transverse component of posi-
tion.

In what follows the generality of the Langevin rep-
resentation will be greatly simplified to suit modeling
purposes. It will be assumed that the noise enters the
dynamics via surface processes in the form of pressure
fluctuations, which are in turn due to external forcing,
for example, wind stresses, wave breaking, or some
other type of dissipative process, such as losses ascribed
to dissipation not related to whitecapping.

The wave sea elevation 0" is assumed to be com-
posed of a linear superposition of individual compo-
nents with different horizontal wavenumbers k;, each
component given by

m; = a;cos[k; - x, — ot = \/2v,W)), + Oj]eiwt,
(17)
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where v, is real, nonnegative, and O(g?): it is the pa-
rameter associated with sea elevation dissipation due to
propagation. Here (W)), is a zero-mean scalar Wiener
process and 0, is the sea elevation phase. These gravity
waves arise primarily through the interaction of the
wind with the ocean surface. Their dispersion relation is
given by o; = \/Ej
Can fluctuations to the fluid orbital trajectory due to
wave whitecapping be well captured by a Wiener pro-
cess? It may be sensible to expect that breaking events
produce orbital paths that are inherently extremely
variable with paths that must be continuous (except
for breaking that turns the fluid into a multiply con-
nected entity) yet possibly with ill-defined differentials;
whether it is Markovian in the strict sense is perhaps a
matter of debate, but there is some consensus that the
system would have extremely short memory at the time
scales of interest here, that is, at current scales. Pro-
vided wave breaking leads to some dissipation, what is
certainly reasonable is that some type of Wiener pro-
cess can be a good vehicle to express its diffusive char-
acter. Brownian fluctuations may be a sensible charac-
terization of the process, but perhaps the violence of
the event would not be properly conveyed by a zero-
mean stochastic model, especially if the wave is over-
turning very energetically. In any event, this or any
other potential model could be verified experimentally.
Figure 1a illustrates the noisy wave orbital path over
about two wave periods. The transverse and vertical
coordinates are arbitrary. The noise in this case is a
Wiener process with zero mean and variance
B(Z,t,T)=DyW(Z,t, T, u*), (18)
where D, is a constant; 7/ = 1 here but, more generally,
can be a process that is discrete in time, continuous in
space, and possibly dependent on a wind speed thresh-
old u*. The noisy path is superimposed on the non-
noisy case. As shown in the figure, realizations of this
process can generate fairly large fluctuations; however,
the orbit has no trend. Figure 1b, on the other hand,
shows the parcel path with a superimposed noise pro-
cess of the form
a,(x — Inx,)x,dt + BdAW", (19)
where «, is the mean reversion rate, x is the reversion
mean, and B is as in (18). Figure 1c shows a mean-
reverting process, as per (19), with the addition of the
jump process k,x,dq,, (see Merton 1976). Here g,, is a
discrete time Poisson process that, together with k,, de-
pends on such things as the jump mean, variance, and
jump frequencys; it could also be made to depend on the
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wind speed u*. This term can be made to handle very
violent excursions of the particle path and, depending
on the balance of this last term with the mean reverting
ones, can be made to stay close or deviate significantly
from the nonnoisy path. The parameters used in these
figures are chosen simply to illustrate the qualitative
differences among three simple models for the noise.
Also, note that the deterministic wave orbital path for-
mulas used here are not the actual water wave ones but
the linearized ones. The point to emphasize here is that
a suitable parameterization will connect field data to
the Lagrangian or quasi-Lagrangian frame. However,
one can also make contact with the Eulerian frame, and
in what follows we derive the Eulerian statement for
the momentum and continuity equations, using the ad-
ditive Wiener process ansatz, for specificity.
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Consistent with (17) the Lagrangian path, to lowest
orders, is

dx, = eudt + \/2B"(X, T)dW" and

dz, = ew"dL. (20)

The zero-mean components of the two-dimensional
Wiener process W/ are assumed independent of W,.

The lowest-order Lagrangian path Z{?, for ¢t = 0, is
described by

X" = \V2B"(X, T)W; and
z” =z (21)

Incorporating the lowest-order result, the Lagrangian
path becomes

D D?
dx\V = E a,-(rjesze“’d’[cos(qb,-)<dt -— dw,) _Ya (1 + —> sin(d)j)dt}k and
= : o; o; 2v4

D Y
dz{" = 2 a,a,ekaeW[sin(¢,)<dz - dw,) - ;" (1 + E) cos(qu)dt},
]

where
¢; = (k;-x + Dw, — g;t) (23)

and

D = k\/2B"(X, T) + 2v,(X, T)/k>. (24)

Here w, is the composite Wiener process. Strictly
speaking, the asymptotic procedure makes the two
Wiener processes lose independence from each other.
From a practical standpoint this might be a moot point,
as it might prove difficult to measure independently the
parameters for the two stochastic processes. Neverthe-
less, these can be fixed, in principle, using independent
conservation constraints. The spatial dependence of the
variance has been taken to be at much larger scales
than the typical wavelength of the gravity waves and
thus approximately independent of the stochastic pro-
cess x,. The dynamics of these waves, to leading order,
are not influenced by the stratification; however, there
is a wave-correlated component of the buoyancy and
tracer fields, " and ®", due to the stratification and an
implied relationship between the buoyancy and tracers,
as described in MR99. The O(1) buoyancy has a wave
solution

J

2

(22)

3 D
by = —2 a,ekZNz(z)e“/d’[cos(¢,)<dz - dw,)
7

Ya D’ .
- — (1 + 2—%1) sm(qu)dt], (25)

gj

with analogous relations for ®". Here N is the Brunt—
Viisild frequency. The pressure fluctuations are trivi-
ally related to the sea elevation and thus will have a
stochastic component.

The vector and scalar field variables are decomposed
into mean and fluctuating components. The averaging
operator used in MR99 and MRL04 is now more gen-
eral: the average of a quantity r, say, is given by

1 (T (=
(En[r(, D)) = T,}iiilnf, L j B r(x, T, t)(x) dx dt’,
(26)

where T, > T* is meant to convey that 7, should be
sufficiently long relative to the time scale related to the
variance of the noise and the length of the waves,
that is, approximately 7, > AkD,, where D, is an es-
timate of the size of the variance; II is the probability
measure, which in the concrete examples to be shown
later, is taken to be Gaussian. The new ¢ average still



JuLy 2007

(a)

0.1

-0.2 ki .
-0.2 -0.15 -0.1

(b)

0.1

I I I I I L
-0.05 0 0.05 0.1 0.15 0.2 0.25

-0.2 L L
-0.2 -0.15 -0.1

(c)

0.1

L L L L L L
-0.05 0 0.05 0.1 0.15 0.2 0.25

-02

L L L L L L L L
-0.2 -0.15 -0.1 -0.05 ] 0.05 0.1 0.15 0.2 0.25

X
FI1G. 1. Orbital path for linear waves plus noise modeled as (a)
a Wiener process, (b) mean reverting plus Wiener, and (c) mean
reverting with jumps and Wiener.
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yields a quantity that varies at time scales typical of the
longer wind and current variability; however, its inter-

pretation is different.
Restating (22), the Lagrangian path to O(1) is given by
dz) = (w”, w")Z”, ldr, (27)

which leads to

t
VARES J W, w2, s) ds. (28)
0

At the next order
dz® !
— f (W, w)Z, s ds - V(u", wZ, ] + v.
0

(29)

The first term is recognized, after averaging, as the
Stokes drift velocity:

= <En[ j tuW(ZE, s) ds - Vu"(Z?, t):|>, (30)
0

with a dimensionalizing scale of &2a/k.

Simple example: Basin-scale case

Consider the case of a monochromatic wave, as given
by (17). It will be assumed in this example that the
dynamics have a single transverse direction and depth
dependence only. We will simplify (22) further by as-
suming that the O(1) particle paths are given by

2

b -
dx\V = aoe“e | cos(d)dr — %(_1 (1 + —) sin(¢)dt

k
Z’Yd
and
_ [ . Ya D’ 1
1) — kz —yat _“ R
dz, aoce ‘e _sm(cb)dt p <1 + 2%1) cos(cb)dt_.

(31)

Explicit calculation of the transverse and vertical
components of the Stokes drift velocity yields

w(z, T) = a*koe™ k(1 — y,A), A — v,]D.
Here A = (D? + 4v,)/40 and

—2v0T
e YO

(32)

D=——-.
1+ A2

It is noted that the exponential loss term was made to
survive the time averaging, presumed appropriate be-
cause vyt = y,T. When vy, and D go to zero, we obtain
the familiar deterministic result for the Stokes drift ve-
locity with the vertical component identically zero. As
shown by Jansons and Lythe (1998), it is also the case
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here that bidirectional wave fields can be constructed
so as to cancel out the deterministic portion of the
Stokes drift velocity and leave a nonzero diffusive part.
A similar calculation yields

1
M = (En()) = Eaz(r(l — v,A)Dk and

S = i°M, (33)
and
1 Z
P = (En(p)) = 3 crzazez“/“T(l + %) and
1 . Yz
N = (En(#)) = Zozazez Zem 20T 1 4 — | (34)
o
with

1
n=3 [(w™)? + (w")*].

Quantities dependent on the Stokes drift velocity will
also be affected by the presence of dissipation, namely,
the tracer equation and the geopotential function ®.

Contact between the observational data and the pa-
rameterization can be made in the Eulerian frame. For
the two-component parameterization in the stress con-
dition (12), the mass conservation (8) statements con-
strain the parameters. In this way the conservation
statements are satisfied, in a spirit similar to Melsom
(1996) and Sullivan et al. (2004). Both S and M in (33)
can be written in terms of a contribution related to the
deterministic wave contribution and another term. The
other term has the two stochastic parameters. If the
stochastic parameterization has only one component,
then either the mass or stress conditions will suffice.

It is possible to endow the whitecapping parameter-
ization with the spatially distributed discrete time im-
pulsive character that Sullivan et al. (2004) use in their
study of wave breaking effects on surface boundary lay-
ers: supposing, for simplicity, that A, = 0 ensembles of
radar or photographic data over the swath of ocean of

ajkj costh

(wp); = o; tanhp, cosh#,

B ajkj costh tanth
Wo =

o; tanhu cosh#/;

The associated jth component of the sea elevation is

) = ae " cos(d)), (38)
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interest can be used to pin down the spatial aspect of
the probability distribution of discrete-time jump pro-
cesses that make up Win (18).

3. The shallow-water case

With the aim of making brief how the shelf case, its
deterministic formulation appearing in MRL04 and
Lane et al. (2007, hereinafter LRM07) is modified by
the presence of dissipation we will make frequent ref-
erence to these two papers and modify the notation
slightly to make the comparison easier. The main dif-
ference in the scaling, between the basin case and the
shelf-scale case, is that in the latter there are three time
scales: the fast wave scale ¢, the intermediate long-wave
scale T = &%, and the current scale T = &*. Associated
with these time scales is a short and long spatial scale,
the latter being X = &’x.

In MRL04 and LRMO07, two averaging operators
were defined, namely, the average over the fast scales
and the average over intermediate or long-wave scales.
The fast-time average is identical to (26); however, the
symbol used in MRLO4 for this average is the overbar.
The average over intermediate scales was denoted by
angle brackets. Both of these are modified, as in (26),
by the need to ensemble average. Fluctuations at the
long-wave time scale were denoted ()" = () — ().

Adapting to the notation of LRMO7 the particle path
is described as

dZ, = £Udt + B(Z,, t, 7, T)dW,, (35)

where
U = (uy, wy) + e(q™ + v) + u™ + £€w'™ + we).
(36)

The first term is associated with the linearized wave
field. Here q" is the long-wave velocity, and higher-or-
der corrections to the linearized wave velocity carry the
superscript wv. The current velocity is (v, w°).

The jth spectral component of the leading-order ve-
locity is

2
[cos(qu)dt _Ya <1 - %) sin(qu)dt] and
d

0j

2

(37)

where ¢, is as given by (23), #; = k;uH, and Z; = kj(z +
wH); = koH, is a scaling parameter of order 1 in the
shelf case, which arises naturally in the nondimension-



JuLy 2007

alization (see MRLO04), and vy, = O(s*) now owing to a
change of time scales relevant to shelf dynamics. The
equation for the complex amplitude for the waves is

dA; 1 L 2
a7 = Cai VA, T 5 ANV Gy + S IMIAIA;
. ikA; [ Z+2J0 h(2z,)9(z) dz]
— T i cos )Vi(z) dz],
sinh(2#)) =/ —wH m

(39)

where C,; is the group velocity, Z = 7Y + {is the
long-time sea elevation, and ¥, = k; (™ + v). The
functions M; and Z, which have a bearing on the phase
but not on the amplitude of the complex A; (described
in MRL04), are modified by the presence of dissipation;
however, their explicit calculation is omitted here. The
wave dispersion relation is

N

_ & h.
o; = tanh(y) tanh#,.

The evolution equations for the large spatiotemporal
scale dynamics of the wavenumber and frequency will
remain unchanged by the presence of dissipation.

a. Long-wave dynamics

The unforced conservative equations for the long-
wave component of the flow are

aq w 9
- *Vx W = —V En(i)",
aplw .
9z 9z En(#)",
- aWIW

Veq' + ? =0,

w(—pH) + q™(=pH) - Vx(uH) = 0,
an™ N
Iw ' _ . N
W(0) — = — = V- En(ih)’,

and
1w _ w _ T
p70) tanhp " En(p)’. (40)

The fast-wave dynamics appear in these equations,
imparting momentum and mass flux into the long-
wave dynamics. Hence, even in the absence of forcing,
the long waves can respond dynamically due to the
waves (e.g., set up/set down). The quasi-static pres-
sure and sea level are, respectively, p'™ = —{En[si(z)]}’
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and A" = tanh(w)(—{En[7(0)]}" + En[p)]?) [cf. to
MRLO04’s (6.3)].

Explicit calculation of the dissipative expressions is
possible using a particularly simple form for the noise.
To simplify, it is assumed that the wave field is mono-
chromatic and that spatial dependence is in transverse
and depth dimensions only. Assuming that the variance
is of the form (24), the following are modified by the
presence of surface dissipation:

s 2= (2) o}
M{itanh(ﬂ)[l_zFA_ w) |P[ @D

S =i°M, (42)

1 N
p={zece |1+ (2]}, and

a*o” cosh?(2)

(43)

{4 sinh?(#)
Ya'\? !
y [1 n <;> ]ezvoT[l + tanhz(Z)]} . (44

b. Dissipation at current scales

Following the same strategy and assumptions as in
section 3a, explicit forms of the averaged quantities can
be computed. The quantities M, S, P, and N that appear
above have the same form: however, the averages are
now understood as being taken over the longer time
scale T; that is, the average () is used.

The Stokes drift velocity is

ao
vt = —————kcosh(22)| 1 - EA + Ya
2 sinh“(#H) o o

X (% + A)sech(QZ)]Q)>

2ok
W= (T Gnhz)( 2+ )0).
2 sinh“(H) o

When dissipative effects are not present it would be
true that

(45)

and

z
WSt — _VXJ vStdz/’
—wH

but this is not always the case, otherwise. The mass
balance has to take into account a momentum flux due
to the waves. The boundary condition at z = 0, as given
by (9.12) in MRL04, is now

w0) = V- TS,
where T = (En(i)).

(46)
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The static sea level and pressure fields, given by (9.8)
in MRLO04, are

tanh(w)

{=——F P~ NO)+P and

1
p) =Py~ N. 7)

The dynamic boundary condition, given by (9.9)—(9.11)
in MRLO04, is
ap

1 C c _AapA < 1w ™ >
mi *p(O)—€£(0)+ m Q(O)

1
+ R
tanh() 2o

where %, is given in MRL04’s (9.11) and LRMO07’s (3.7).
It is convenient to redefine the vertical coordinate
range tobe —H(x) =z ={ + Z, rewriting the momen-
tum equations with the quasi-static component of the
pressure and sea elevation removed (see MRLO04;
LRMO07); by doing so the calculation of %, is not re-
quired. The Bernoulli head X [see (3.15) in LRMO07]
with the quasi-static components removed simplifies
greatly as well. The modification owing to the presence
of dissipation is that the Bernoulli head would appear

multiplied by 7
62V0T<1 + —;)
(o

The momentum equations [(9.15) in MRLO04] also have
a vortex force term J and an adjustment to the quasi-
static pressure K. These change owing to the new dis-
sipative Stokes drift velocity. As a consequence of the
asymptotics, there will also be an additive diffusion
term akin to the current dissipation term proposed by
Sullivan et al. (2004).

The tracer equation and buoyancy, as given by (10.7)
and (11.12) in MRLO4, include the Stokes drift velocity
and thus will be affected by dissipation as well. The
tracer evolution equation is also modified by changes in
e? [see (10.8) and (10.9) in MRLO04]:

(48)

a*e *"7 sinh?*(Z)

sinh?(#)
The gradient of the buoyancy modifies the long-time
vorticity as well as the vertical momentum [see (11.12)

and (11.13) in MRLO04], and thus dissipation also modi-
fies the momentum balance due to the stratification.

e =

4. A numerical illustration

In MRLO04 an example calculation was used to show
that the interaction between waves and currents is sig-
nificant (further comments related to this example ap-
pear in LRMO7 as well). In that example we chose for
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Fi1G. 2. (a) Bottom depth H(X) (m). (b) Initial vortex velocity
v(X, 0) (ms™).

illustration to calculate the interaction of waves and
currents on a broad shelf region with a gentle bottom
slope up toward the west and a circular depression (Fig.
2a). The primary wave was specified to be incident from
the deeper region to the east, propagating westward
through the domain en route to a coastline farther west.
The currents were dominated by a cyclonic vortex, ini-
tially centered over the bottom depression (Fig. 2b).
We examined both wave and current solutions, but
their mutual interaction was artificially constrained to
simplify things: the wave field was in steady-state bal-
ance (on the 7 scale) with the initial vortex, and the
vortex evolution (on the 7 scale) was calculated with
the wave field frozen in its initial state, rather than
coevolving with the currents. Here the effect of dissi-
pation on current scales is shown and compared to the
case without dissipation, the MRLO04 case. In the base-
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FIG. 3. (a) Vorticity x°(X) (s™') and (b) velocity v(X) (ms~') (both as vector and

contoured speed) for the currents in the baseline case at a time of 7' = 4.0 days.

with a Gaussian decay on a spatial scale of 7 km and a

line case for the wave evolution, the horizontal domain
was a square with a span of L = 56 km. The resting

depth decreases from 25 m in the east to 20 m in the

center in the northeast quadrant. The incident wave
was uniform along the eastern boundary. It had an am-

west, and the superimposed depression was 2 m deep plitude of @ = 1.5 m, slow phase of 6 = 0, wavelength of
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2m/k = 160 m, and propagation direction to the south-
west. The associated wave period was 2mw/o = 11.5 s,
phase speed was 13.6 ms™!, and group velocity |C,l =
10.5m s~ ', A cyclonic current vortex was centered over
the bottom depression (Fig. 2b). It had a Gaussian
shape for x°(X) with a peak amplitude of 10*s~'. The
widths of both the depression and vortex were 7 km.
The associated velocity field had a maximum speed of
about 0.16 ms™'. The initial cyclonic vortex (Fig. 2a)
had a peak amplitude of 10~* s~ ! that was equal to f;
hence the initial vortex Rossby number was one.

The calculations in MRLO04 and those presented here
made use of depth averaging and the suppression of any
z dependence of all dynamical quantities. In the calcu-
lations the vertical component of the Stokes drift was
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Fi1G. 5. Dissipation as a function of space.

suppressed and the drift velocity actually is used in its
depth-averaged form. As shown in this study, if dissi-
pative effects are important the vertical component of
the Stokes drift is not simply given by an integral of the
transverse component. In this two-dimensional calcula-
tion the vertical component of the Stokes drift is arti-
ficially suppressed, however.

Figure 3 reproduces the vorticity and velocity fields,
after 4 days of evolution, when no dissipation is present.
Figure 4 shows the Stokes drift and the combined ve-
locity, with no dissipation. Figure 5 is a plot of the
spatial dependence of the “dissipation function,” which
was used in the calculations and appears as multiplica-
tive in the depth-averaged transverse components of
the Stokes drift. The dissipation function is the expres-
sion appearing in brackets times 9 in the depth-
averaged Stokes drift velocity, namely,

1 d*ok

ST e
2 st (o) Sm2#)

d d/vd
x [1 Xy 2}[7—<7— + A)csch(}[)}ﬂ).
ag g ag

For simplicity, the wave dissipation vy, has been set to
zero and there is no time dependence in the variance and
thus none in the dissipation. In this case the spatially de-
pendent dissipation is D(X). This function was prescribed
to produce a localized region of intense dissipation. This
patch is stationary and present during the full 4-day
simulation. The dissipation is maximally 28% higher in
the epicenter of the localized region than in locations
far away from it, where dissipation is made to die off.

The resulting vorticity and velocity, with dissipation
present, are shown in Fig. 6. The depth-averaged trans-
verse Stokes drift and the combined Stokes drift and
current velocities appear in Fig. 7. The stress relation
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FIG. 6. (a) Vorticity X(X) (s~ ") and (b) velocity v(X) (m s~") (both as vector and contoured

4.0 days, with dissipation. See Fig.

speed) for the currents in the baseline case at a time of T’

3 for comparison.
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(12) is used in the calculation to provide the currents
with a body force with a strength equal to the difference
between the nondissipative wave input and its dissipa-
tive counterpart.

5. Concluding remarks

This study showed that dissipative effects, at scales
shorter than waves, survive large-scale averaging. The
implications to the particular wave—current interaction
model of McWilliams et al. (2004) were enumerated.
An example of the type of dissipation considered is
whitecapping. Stochastic parameterization was used to
represent the dissipation. Standard parameterized wave
attenuation was also included in the phenomenology,
with the aim of showing how it might be implemented
within the context of stochastic modeling. The ap-
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proach used here is purely ad hoc and as such assumes
that the dissipation parameters are obtained from data
as there is no dynamic for the noise to lowest order. The
lack of dynamics of both the waves and the dissipation
is purely the result of the scaling appropriate to basin
scales. In the context of MRL04, however, we expect to
have a dynamic for the dissipation, but the specifics of
this have yet to be worked out. In the specific wave—
current interaction model considered here it is perhaps
surprising that the noise does not enter as a small per-
turbation to the deterministic dynamics (the strong
noise limit would seem more appropriate in low-
Reynolds flows). However, the wave—current interac-
tion model is fundamentally a time-scale ordering in
which it is reasonable to assume that fluctuations in-
duced by whitecapping occur at the very fastest of time
scales and thus to lowest order.

It was shown here that dissipation modifies such
quantities as the Stokes drift velocity, the pressure, and
the vortex force and, thus, also modifies the radiation
stresses. Dissipation also modifies how boundary con-
ditions at the air—sea interface are applied.

The strategy employed was to assume that breaking
leads to fluctuations in particle paths at time scales
smaller than the wave time scale, as well as to uncer-
tainties in the wave phase. The e-folding distance for
the attenuation of the gravity waves due to other losses
(e.g., surface contamination) was made large in accor-
dance with what is assumed known about the propaga-
tion of these waves. The point of including such an
effect was to show that it can be done within the context
of the stochastic modeling in a manner consistent with
the asymptotic balances of MR99 and LRMO07.

How the Lagrangian paths were modified due to the
presence of dissipation does not lead to a purely ran-
dom velocity field but, rather, a velocity that has a sto-
chastic component. The use of a Wiener process, as a
model for the noise, was highlighted here for illustra-
tion. However, mention was made of other stochastic
models that can incorporate such things as mean rever-
sion, jump processes; furthermore, one can easily incor-
porate a random spatiotemporal distribution of point
processes in order to mimic whitecapping due to gails in
an extended domain, for example. The specific noise
model would have to be determined with heretofore
unavailable Lagrangian laboratory or field data. Ulti-
mately, the model has parameters that have a spa-
tiotemporal structure, which in turn are determined in
the Eulerian frame by comparison to field data. For
example, the spatial dependence of the variance would
likely be an ensemble of ensemble averages of breaking
occurrences and strengths over the ocean surface [as
was done in Sullivan et al. (2004)].
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There is nothing new with regard to representing
noise and dynamics as a Langevin system. However, in
doing so, we depart in a fundamental way in the manner
in which wave breaking is commonly represented in
ocean dynamics: a technique that has a long and distin-
guished history is spectral [Alves et al. (2003) is a recent
article on this]. The Langevin model has been chosen
with forethought: A great deal is known about the Lan-
gevin representation, and it is very flexible and robust.
More importantly, there is a highly developed theory in
stochastic differential equations and stochastic model-
ing that can be exploited in the context of making con-
tact with data, be it in the Lagrangian or the Eulerian
frame or a combination of both. The Langevin ap-
proach lent itself well to the multiscale/asymptotic
strategy followed in MRLO04 in deriving the conserva-
tive wave—current model. The Langevin representation
along with stochastic parameterization is also conve-
nient in lending itself directly to a variety of data as-
similation schemes [for Lagrangian data assimilation,
see Restrepo (2007)]. In due time the usual dialectic
process will take place and the connection between the
Langevin approach and the spectral approach to wave
breaking will take place: the ideal place to make this
connection is in a more general multichromatic stochas-
tic wave—current interaction model [see Ding and
Farmer (1994) and references contained therein on
wave breaking statistics; see also Wu (1979)].

Although many of the quantities that contribute to
the radiation stresses have been examined here, a deri-
vation and the full impact of wave dissipation on these
quantities has yet to be done. A sequel to this paper will
develop further the stochastic parameterization and,
with it, compute in detail the dynamic variables beyond
the order which was done here. With this more com-
plete model we will then investigate in detail how ra-
diation stresses change in the presence of dissipation (a
full derivation of the radiation stresses for the shelf
setting due to wave—current interactions appears in
LRMO7). As presented in this study the dissipation it-
self has to be fully specified in space and in time. In the
future a dynamic for the slow-time evolution of wave
dissipation variance would be developed, leading to an
evolutionary model for the interaction of waves, cur-
rents, and dissipative effects at all scales.
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