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The accuracy of nearshore infragravity wave height model predictions has been investigated using a
combination of the spectral short wave evolution model SWAN and a linear 1D SurfBeat model (IDSB). Data
recorded by a wave rider located approximately 3.5 km from the coast at 18 m water depth have been used
to construct the short wave frequency-directional spectra that are subsequently translated to approximately
8 m water depth with the third generation short wave model SWAN. Next the SWAN-computed frequency-
directional spectra are used as input for IDSB to compute the infragravity response in the 0.01 Hz–0.05 Hz
frequency range, generated by the transformation of the grouped short waves through the surf zone
including bound long waves, leaky waves and edge waves at this depth. Comparison of the computed and
measured infragravity waves in 8 m water depth shows an average skill of approximately 80%. Using data
from a directional buoy located approximately 70 km offshore as input for the SWAN model results in an
average infragravity prediction skill of 47%. This difference in skill is in a large part related to the under
prediction of the short wave directional spreading by SWAN. Accounting for the spreading mismatch
increases the skill to 70%. Directional analyses of the infragravity waves shows that outgoing infragravity
wave heights at 8 m depth are generally over predicted during storm conditions suggesting that dissipation
mechanisms in addition to bottom friction such as non-linear energy transfer and long wave breaking may
be important. Provided that the infragravity wave reflection at the beach is close to unity and tidal water
level modulations are modest, a relatively small computational effort allows for the generation of long-term
infragravity data sets at intermediate water depths. These data can subsequently be analyzed to establish
infragravity wave height design criteria for engineering facilities exposed to the open ocean, such as
nearshore tanker offloading terminals at coastal locations.
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1. Introduction

Infragravity waves have periods between 25 s and 250 s and are
generated by the groupiness of the incident waves. Infragravity waves
can have significant influence in several areas. The importance of
incorporating infragravity waves in shallow water to calculate
moored LNG carrier motions is shown by Naciri et al. (2004). In
addition, van der Molen (2006) and van der Molen et al. (2006) have
shown the importance of harbor resonance in relation to moored
vessel motions due to infragravity waves with a period between 30
and 300 s. Roelvink and Stive (1989) have shown the importancewith
respect to morphology where the coupling between the wave groups
and the underlying infragravity waves results in preferential sediment
transport directions. Other important areas are wave runup (van
Gent, 2001), dune erosion (van Thiel de Vries et al., 2008; Roelvink
et al., 2009) and over wash (McCall et al., 2009).

The first observations where infragravity waves were linked to
surface elevations on a wave group scale were done by Munk (1949)
and Tucker (1950). The latter observed a significant positive cor-
relation at a negative time lag and observed a smaller negative
correlation at zero time lag. Biesel (1952) showed that bound
infragravity waves propagate with the group velocity of the short
wave groups with a phase lag of 180° thus explaining the negative
correlation at zero time lag. Longuet-Higgins and Stewart (1962,
1964) found a possible explanation for the larger positive correlation
at negative time lag suggesting that bound infragravity waves, non-
linearly forced by the spatial changes of short wave momentum flux,
increase strongly in amplitude while traveling with the shoaling wave
groups to the shore. Thesebound infragravitywaves thenget released at
breaking and subsequently reflect at the shore line towards deeper
water as free infragravity waves experiencing weaker inverse shoaling.
Due to the stronger refraction of the free infragravity waves not all
reflected infragravity waves propagate to the deeper water, but some
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refract back to the shore where reflection takes place again (Herbers
et al., 1995a). The infragravity waves that make it out to deeper water
are called leaky waves, whereas the trapped waves are called edge
waves (Ursell, 1952).

Reniers et al. (2002) presented a linear model to compute in-
fragravity waves over arbitrary alongshore uniform bottom profiles
including bound, leaky and edgewaves in the near shore zone. This 1D
SurfBeat (IDSB) model is able to give estimates of infragravity wave
conditions based on directional short wave data defined at the sea
boundary of the computational area. The infragravity wave response
is calculated using linear shallowwater equations, taking into account
the presence of bottom friction, set-up of the mean water level and
rollers.

For practical applications it is interesting to use existing short
wave data recorded offshore to compute infragravity waves near
shore instead of recording new infragravity wave data. The large sets
of short wave data recorded over the last decades can then be used to
compute infragravity waves over many kilometers along coastal
zones. To that end the offshore wave conditions have to be translated
to the seaward offshore boundary condition of the infragravity model.
This operation can be performed with a spectral short wave model
such as SWAN (Booij et al., 1999; Ris et al., 1999), resolving the
frequency-directional distribution of the incident waves which is
important in the forcing of the infragravity response (Herbers et al.,
1994, 1995a). The combination of a spectral short wave model and
IDSB can then be used for infragravity wave predictions based on new
or existing short wave data records further offshore. This technique
can easily be extended by coupling a regional spectral short wave
model to a global wavemodel to yield the boundary conditions for the
infragravity modeling at an arbitrary location. In this study data
recorded with a directional buoy offshore of Duck (NC), located
approximately 3.5 km from the coast at 18 m water depth have been
used to compute the infragravity waves near shore. The results have
been compared to data recorded at the FRF (Field Research Facility)
array at 8 m water depth.

The objective of this study is to examine the accuracy of the
predictions of the root mean square infragravity wave heights at
intermediate water depth (O(8)m) computed with the combination
SWAN–IDSB using one month of wave data covering a wide range in
Fig. 1. Bottom profiles used in the model calculations. Directional spectra are translated
from the Waverider buoy location (18 m water depth) to 8.8 m water depth with
SWAN using the offshore bottom profile (solid green line). Infragravity waves are
calculated at the 8 m-array (indicated by the black triangle) with IDSB using the 97
Sandy Duck profile (solid blue line). TheMarch 05 bottom profile (red solid line) is used
in sensitivity calculations.
wave conditions. If satisfactory, there is a potential for this com-
bination of models to be used to generate infragravity wave statistics
at locations of interest along the coast that in turn can for instance be
used to assess ship motions and expected down time.

In the following, a brief description of the model set-up is given
followed by the comparison of the computed and measured short
waves and infragravity waves. In the discussion, the present results
are put in perspective, and this is followed by conclusions.

2. Model set-up

To verify the capability to predict infragravity waves by using the
combination SWAN–IDSB, wave data recorded by the Field Research
Facility (FRF) near Duck, North Carolina USA, have been used. The
datasets have been recorded at two locations during April 2005. One
dataset contains time series of vertical and horizontal accelerations
recorded by a directional Waverider buoy at a depth of approximately
18 m. The other set contains time series of pressures recorded by 15
pressure gauges spread over an alongshore and a cross-shore array at
a depth of approximately 8 m (Fig. 1). The month of April has been
chosen for the comparison because it contains both modest wave
conditions and a severe storm with significant wave heights of 4.5 m.

The data recorded offshore by the directional buoy are translated
into directional spectra by applying the Maximum Entropy Method
(MEM) (Lygre and Krogstad, 1986). Samples of 1600 s (available every
half hour), considered to represent a steady sea state, are translated
into frequency-directional spectra with a frequency resolution of
0.005 Hz between 0.05 Hz and 0.31 Hz. The corresponding directional
distribution over 360° has a resolution of 3.6°. The frequency-
directional spectra are translated to the most offshore FRF array
sensor location at a water depth of 8.8 m using 1D–SWAN, thus
assuming locally alongshore uniform conditions (in reality the buoy
was situated 4.1 km further down the coast at the same depth).

The 2h and 16 min long pressure records from the FRF array
(available every 3h) are translated into surface elevation records
using linear wave theory. To reduce the influence of the noise at
the higher frequencies, the transfer function is set to a maximum
of 2.5. The time series are used to calculate the frequency-directional
(f–θ) infragravity spectra with the Maximum Likelihood Estimator
(MLE, Davis and Regier 1977; Pawka, 1983, see Appendix A for
details). Next the variance densities in the low frequency range
(0.01 Hz–0.05 Hz) of these spectra are used to derive the total,
the incoming (−90°< θin< +90°) and outgoing (θout<−90° or
θout>90°) root mean square low frequency wave heights:
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where θ=0 corresponds to normal incidence. A lower frequency limit
of 0.01 Hz is chosen due to the fact that at frequencies less than
0.01 Hz the correlation between the observed infragravity response
and the incident wave conditions drops off (Okihiro and Guza, 1995;
Herbers et al., 1995b), suggesting that these motions originate from
other (remote) sources not captured by the present modeling set-up.

IDSB uses the SWAN output spectra to calculate the infragravity
waves at the FRF arraywhich is then comparedwith the observed root
mean square infragravity wave heights obtained from the pressure
records.
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The 1D–SWAN wave transformation is performed for the incident
waves without wind forcing, tidal motions and set-up but does
include shoaling, refraction, depth induced wave breaking, bottom
friction and triad interactions. The output of SWAN is a frequency-
directional spectrum containing 40 intervals with a logarithmic scale
in the frequency domain between 0.05 Hz and 0.31 Hz. The directional
distribution is divided into 51 steps of each 7.06°. The 1D bathymetry
used in this translation is based on surveys done in 1999 and 2000
(Fig. 1). The JONSWAP friction parameter taken into account in the
SWAN computation is 0.038 m2/s3 based on dominating swell waves
during the storm conditions in April 2005 (Hasselmann et al., 1973).

The wave breaking parameters used in SWAN are the proportion-
ality coefficient of the rate of dissipation, α, and the maximum indi-
vidual wave height over depth, γ, with values of 1.0 and 0.73
respectively. The triad parameters used in the LTAmethod (Eldeberky,
1996) are a scaling coefficient, the maximum considered frequency,
the critical Ursell number appearing in the expression for the bi-phase,
and the lower threshold for the Ursell number, and are set at their
default values of 0.1, 2.2 Hz, 0.2, and 0.01 respectively.

The SWAN-derived output spectra are interpolated to yield a
frequency resolution of 0.01 Hz between 0.05 Hz and 0.31 Hz and a
directional resolution of 2.5° between plus and minus 72° (thus
restricted to incident waves only) and used as input for the IDSB
computations. The IDSB computational cross-shore grid has a
resolution of 4 m. The 1D bathymetry from the shore to the eight
meter array (Fig. 1) is the same as used by Reniers et al. (2004) and
originates from the Sandy Duck experiment from 1997. The friction
parameter, and the parameters to calculate the transformation of the
spectral variance density from the sea boundary to the shore and the
accompanying set-up of the mean water level are kept the same
compared to the study done at Duck by Reniers et al. (2002). Based on
this study a relation between the significant wave height and the
optimal wave breaking saturation parameter gamma for the dissipa-
tion formulation of Roelvink (1993) has been derived consistent with
recent model calibrations carried out by Apotsos et al. (2008) which
has been used in the present IDSB computations:

γ = 0:41 + 0:19 tanhð0:33Hm00Þ ð2Þ

where Hm00 represents the incident significant wave height at deep
water.

The boundary conditions for the infragravity wave calculations
account for the incoming bound infragravity waves, the outgoing free
infragravity waves and edge waves at the sea boundary, and a 100%
reflection of infragravity waves at the shore line, where a minimum
computational water depth of 0.1 m is applied. IDSB subsequently
calculates the infragravity surface elevation at the individual sensor
positions of the FRF array towhich theMLEmethod is applied to derive
the model-predicted frequency-directional infragravity spectrum and
corresponding total, incoming and outgoing infragravity wave heights
for each offshore incident wave condition following Eq. (1).

3. Comparison with measured values

3.1. 1D–SWAN wave transformation

As a first step in the model verification the output of SWAN is
compared with the directional spectra at the 8-meter array published
by the US Army FRF Centre. All comparisons are made at the three-
hour FRF interval time scale. The skill defined as (Gallagher et al.,
1998):

skill = 1−

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðMi−CiÞ2

q
ffiffiffiffiffiffiffi
M2

i

q ð3Þ
is used to quantify the accuracy of the predictions, C, compared to the
measured values, M, for each offshore wave condition measured at
18 m water depth (denoted by the subscript i). The infragravity wave
response depends on the incident wave height (higher waves equals
stronger forcing), the mean direction (obliquely incident waves force
more edge waves), the mean period (longer period waves result in
stronger forcing), and directional spreading (more spreading results
in weaker forcing). The comparisons of these four key parameters are
shown in Fig. 2; the mean skills are denoted between brackets: Hm0
(0.84), mean frequency (0.95), mean direction (0.98) and spreading
(0.92) (according to Kuik et al., 1988). The generally higher Hm0
values obtained from the 2D variance density spectra from the FRF
Centre have been recalculated with a FFT calculation applied on the
time series of the gauge with the same water depth as the SWAN
output. This comparison has a mean skill of 0.88 and shows a better
agreement overall.

The comparisons (Fig. 2) show that the MEM-based frequency-
directional spectra obtained from the Waverider buoy time series in
combination with the transformation to the array location using 1D–
SWAN gives accurate incident wave conditions at the array location,
confirming correct treatment of themeasuredWaverider buoy data and
SWAN model implementation. The corresponding spectra can now be
used as input to IDSB to calculate the infragravity wave response. The
calculated root mean square infragravity wave heights are compared
with measurements at the array location presented next.

4. IDSB infragravity response

The infragravity response within the nearshore is calculated for
the period of the month of April 2005. The MLE method is applied to
both the measured FRF array and corresponding IDSB model-
predicted surface elevation time series (see Appendix A for details).

The frequency–integrated directional infragravity spectra during
the month of April clearly show the response to the individual
storm events in both the observations and model predictions
(compare panels A and B in Fig. 3 with the upper panel in Fig. 2). The
infragravity energy density is typically centred around the shore normal
axis (θ=0o and θ=+/−180o) although at times there is a predom-
inance of alongshore propagating edge waves forced by obliquely
incident short waves (indicated by the green dots in Figs. 2 and 3).
Comparison with the observations shows good correspondence for the
incoming infragravity wave height (panel D of Fig. 3), skill=0.82 and a
root mean square error, ε, of 1 cm, and generally an over prediction of
the outgoing infragravity wave height during storm conditions (panel E
of Fig. 3), resulting in a lower skill=0.66 and larger error ε=2 cm. The
skill for the total infragravity wave height is 0.82with ε=1.5 cm (panel
C of Fig. 3).

The directional spreading as defined by Kuik et al. (1988) is
evaluated for both the incoming and outgoing infragravity waves,
where the mean direction corresponds to the first order moment of
the infragravity directional spectrum. Model-predicted and observed
mean directions for incoming and outgoing infragravity waves are
generally closely aligned with the shore normal and correspond to the
mean direction of the incidentwaves (compare panels A and C in Fig. 4
with panel C in Fig. 2). Infragravity-directional spreading is much
broader than the incident wave spreading (compare panels B and D in
Fig. 4 with panel D in Fig. 2) consistent with earlier observations and
theory (Herbers et al., 1995b; Sand, 1982). The directional spreading
for the model-predicted incident infragravity waves is generally
broader than observed (Panel B in Fig. 4 and Panel A in Fig. 3), which
may be related to the over-estimation of the bound long wave
contribution for larger difference angles (Fig. C1 in Reniers et al., 2002).
Predicted directional spreading of the outgoing infragravitywaves is in
good agreement with the observations (panel D in Fig. 4).

The natural period of a moored ship is expected to be in the lower
regions of the infragravity frequency domain. To that end two



Fig. 2. Comparisons between 1D-SWAN output at 8.8 m water depth and FRF data published on the website at 8 m-array location. Panel A: Hm0 computed with SWAN (solid), FRF
data (·) and a FFT computation at 8.8 m water depth (+). Panel B: Mean frequency computed with SWAN (solid) and FRF data (·). Panel C: Mean incidence angle (0° is shore
normal) computedwith SWAN (solid) and FRF data (·). Green dots indicate times of edge wave predominance. Panel D: Circular root mean square spreading computedwith SWAN
(solid) and FRF data (·).
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separate frequency intervals have been defined: 0.01 Hz–0.03 Hz and
0.03 Hz–0.05 Hz respectively. Predicted energy density levels in the
0.01 Hz–0.03 Hz frequency range correspond well with the observa-
tions (panels A and B of Fig. 5). As a result the corresponding total
Fig. 3. Infragravity conditions during April 2005 at the 8 m-array location. Panel A: Observed
for predicted directional infragravity spectra. Green dots indicate times of edge wave predo
mean square wave height. Panel D: Incoming infragravity root mean square wave height. P
infragravity root mean square wave height compares well with the
measured values in this frequency domain (panel C in Fig. 5) and the
over-estimation of the total root mean square wave heights during
the storms is no longer present. This is partly a result of the combined
0.01 Hz – 0.05 Hz frequency-integrated directional infragravity spectra. Panel B: Similar
minance. Panel C: Observed (red dots) and predicted (solid line) total infragravity root
anel E: Outgoing infragravity root mean square wave height.
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small underestimation of the incoming infragravity waves and small
over prediction of the outgoing infragravity waves within this
frequency band during storm conditions (panels D and E in Fig. 5).

The accuracy of the predictions of the root mean square infragravity
wave heights based on the frequencies between 0.03 Hz–0.05 Hz is less
favorable than that for the lower infragravity frequencies (compare
Figs. 5 and 6) with generally less energy in the observations (panel A in
Fig. 6) compared with the predictions (panel B in Fig. 6) during storm
conditions. The corresponding over prediction of the total infragravity
wave height (panel C) is predominantly related to the over prediction of
the outgoing infragravity wave height (panel E) given the fact that the
incoming infragravity wave height is well predicted (panel D).

Next, the bound wave height is examined. The bound infragravity
wave variance in IDSB is calculated using the equilibrium solution:

Sbðx;Δf Þ = ∫
∞

fc =o

∫
π
2

−π
2

∫
π
2

−π
2

jC j2Sðf + Δf ;α1ÞSðf ;α2Þdfdα1dα2 ð4Þ

In which C is the coupling coefficient that determines the
magnitude of the bound infragravity wave component resulting
from two short wave components with a difference in frequency (Δf)
and angle (α2−α1) (refer to Reniers et al., 2002 for details).

The calculated root mean square wave heights are compared with
the measurements using a bi-spectral analysis (Hasselmann andMunk,
1963) on the transformed surface elevation time series at the FRF array.

The overall comparison is good (Fig. 7); however the mean skill is
equal to 0.5, which is significantly lower than obtained for the total
root mean square infragravity wave height comparisons discussed
above. The notably smaller skill can be explained by two factors; in the
low regions, with bound rms long wave heights less than 0.02 cm, the
predictions are slightly lower than the measurements, however this
has a large effect on the mean skill due to the sensitivity of the skill to
small measured values which appear in the denominator of Eq. (2).
Another reason for the lower skill is due to the fact that the equi-
librium solution (Eq. (4)) is not valid during the peak of the storm
Fig. 4. Observed (dots) and predicted (solid lines) infragravity conditions during April 2005 at
B: Directional spreading of incoming infragravity waves. Panel C: Mean direction of the outgo
conditions when the ratio of root mean square incident wave height
over water depth exceeds 0.3 (indicated by the yellow band in Fig. 7)
and (some) wave breaking is present at the FRF array location. In that
case the wave group forcing can no longer be considered as slowly
varying resulting in an over prediction of the bound infragravity wave
height (Battjes et al., 2004). Neglecting these data the comparison
with the measured bound waves shows a good correlation, with a
mean root mean square error of less than 2 cm.

The measured bound component explains typically 10–20% of the
total infragravity wave height and never exceeds the 50% during this
month (not shown). This result is consistent with earlier observations
(e.g. Okihiro and Guza, 1995). Using the boundwave calculations only
to estimate the infragravity conditions for ship motions can thus
result in a significant underestimation of the infragravity wave height
(compare Figs. 3 and 7).

In conclusion, the total root mean square infragravity wave height
at the FRF array in the frequency range of 0.01 Hz–0.05 Hz is well
predicted by the combined 1D–SWAN–IDSB modeling approach
yielding a skill of O(0.8) thus explaining 80% of the variability present
in the observations. This high skill includes both moderate incident
wave conditions and storm conditions. Differences are mostly
apparent in the 0.03 Hz–0.05 Hz frequency range of the infragravity
wave conditions during storm conditions when the outgoing and total
infragravity wave heights are over predicted. The mean direction and
corresponding directional spreading for the outgoing infragravity
waves are well predicted. And although the mean direction of the
incoming infragravity waves is generally well predicted, the cor-
responding directional spreading is generally too broad.

The relatively short transformation distance of the frequency-
directional short wave spectra at the offshore buoy location 3.5 km
from the coast only allows for the verification of physical processes
within SWAN that have quick time and spatial scales such as
refraction, shoaling, triads and wave breaking and has therefore
limited validity. For longer wave transformation distances other pro-
cesses such as wave growth, bottom friction and Bragg scattering also
become important. This is examined next.
the 8 m-array location. Panel A:Mean direction of the incoming infragravity waves. Panel
ing infragravity waves. Panel D: Directional spreading of outgoing infragravity waves.



Fig. 5. Infragravity conditions during April 2005 at the 8 m-array location. Panel A: Observed 0.01 Hz – 0.03 Hz frequency-integrated directional infragravity spectra. Panel B: Similar
for predicted directional infragravity spectra. Panel C: Observed (red dots) and predicted (solid line) total infragravity root mean square wave height. Panel D: Incoming infragravity
root mean square wave height. Panel E: Outgoing infragravity root mean square wave height.
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5. 2D–SWAN wave transformation

In the following the SWAN boundary conditions are obtained from
a directional wave buoy (44014 operated by the National Data Bouy
Fig. 6. Infragravity conditions during April 2005 at the 8 m-array location. Panel A: Observed
for predicted directional infragravity spectra. Panel C: Observed (red dots) and predicted (so
root mean square wave height . Panel E: Outgoing infragravity root mean square wave heig
Centre) located at the shelf edge approximately 70 km from the coast
(Fig. 8). The hourly short wave frequency-directional spectra are
again estimated with the Maximum Entropy Method (MEM) (Lygre
and Krogstad, 1986). The bathymetry data used in the 2D–SWAN
0.03 Hz – 0.05 Hz frequency-integrated directional infragravity spectra. Panel B: Similar
lid line) total infragravity root mean square wave height. Panel D: Incoming infragravity
ht.



Fig. 7. Bound infragravity root mean square wave height based on the variance density
spectra with frequency domain 0.01 Hz – 0.05 Hz computed with IDSB at 8 m-array
location (solid line) and measured (red dots) at 8 m-array location during April 2005.
Period when ratio of root mean square incident wave height over water depth exceeds
0.3 indicated in yellow.

Fig. 8. Bathymetry (depth contours in m) and computational grid enclosures for nested
2D-SWAN computations. NDBC buoy 44014 indicated by the black marker. FRF 8 m-
array indicated by the red marker.
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calculations, derived from the National Ocean Service digital database
and additional bathymetric surveys conducted during the DUCK94, is
described by Ardhuin et al., 2001. Given the strong bathymetric
variability (Fig. 8) a 2D–SWAN computation is warranted. To calculate
the short wave frequency-directional spectra at the FRF location a
nested computation is performed with a grid spacing of 0.015o for the
largest domain, 0.005o for the intermediate domain and 0.0015o for
the FRF domain (Fig. 8). The 2D–SWAN calculations are performed
with the default settings presented earlier and now include wind
input using the hourly mean wind speed and direction at the buoy
location and white capping (Komen et al., 1984, 1994; Hasselmann,
1974) as well as quadruplets (Hasselmann et al., 1985). The directional
resolution is 10o and 30 intervals with a logarithmic scale are used to
describe the frequency domain between 0.05 Hz and 0.31 Hz. Computa-
tions with higher resolution in direction, frequency and space give
minimal differences in the 2D–SWAN output.

2D–SWAN output at the 8 m FRF array is again compared with the
observations showing good correspondence for Hm0 (skill=0.84,
ε=0.2 m) and the mean frequency (skill=0.81, ε=0.03 Hz) with
the largest mismatches at times of minimal wave energy. Moderate
skill is obtained for the mean direction (skill=0.3, ε=8o) and direc-
tional spreading (skill=0.66, ε=8o) where the latter is persistently
under predicted (Fig. 9). This is most likely a result of Bragg scattering
effects, which are not included in SWAN, and are known to lead to
significant broadening of the short wave directional distribution as
swell waves propagate from the shelf edge to the nearshore (Ardhuin
et al., 2003).

Next the short wave 2D–SWAN frequency-directional spectra are
used as input for the IDSB calculations to compute the infragravity
response at the 8 m FRF array location. Comparing the predicted
response for the total infragravity wave height generally shows an
over prediction (Fig. 10) with a mean skill of 0.47 and ε=5 cm. Given
the fact that the directional distribution of the incident waves is
important in the forcing of the infragravity response (Herbers et al.,
1994, 1995a) this is likely to affect the IDSB infragravity predictions in
an adverse way. To examine this effect a smoothing filter is applied to
the directional distribution of the short wave spectra calculated by
SWAN to match the observed directional spreading. The filtered
spectra are subsequently used by IDSB to calculate the infragravity
response. This results in a considerable improvement increasing the
skill to 0.7 and reducing ε to 3.0 cm (Fig. 10).
6. Discussion

The tidal range at Duck is in the order of 1 m. The influence of
changes in the tidal elevation on the infragravity wave height
calculated with IDSB has been examined by adding a set-up of 0.6 m
during the peak storm conditions in the middle of April 2005. The
calculated infragravity wave height at the FRF 8 m array did not
change significantly due to this effect. The fact that the change in
water level only marginally affects the outcome at the array location,
in combination with the absence of a tidal signature in the measured
infragravity wave heights, supports the present approach of ignoring
the tidal variation in the infragravity computations at this site. This
insensitivity to changes in the water level is a function of the local
water depth, where significant variation in the infragravity wave
heights can be present closer to the water line due to non-linear
shoaling (e.g. Battjes et al., 2004). However, this effect is mostly
absent in deeper water, which can be inferred from the expected
amplitude increase for the infragravity waves shown below.

For the bound waves this increase is proportional to h
−5
2 (Longuet-

Higgins and Stewart, 1962, 1964) yielding an O(15%) increase in
infragravity wave height at the FRF array with a corresponding
decrease of 0.5 m in the mean water level. For free infragravity waves
this amplitude increase is proportional to h

−1
4 (Green's Law) resulting

in a O(1%) increase in the infragravity wave height at the FRF array
location. Given the fact that the most of the infragravity energy is free
at this location (Herbers et al., 1994, 1995b) the sensitivity to changes
in the water depth is expected to be small, provided the infragravity
generation process within the surf zone is not affected by the changes
in the mean water depth, discussed below.

At present all the incoming infragravity energy is expected to
reflect at the beach. Given the fact that the beach at Duck is rather
steep close to the water line, with a near constant slope in the order of
0.05, this is a valid assumption for most of the infragravity conditions
present at Duck. However, during storm conditions infragravity



Fig. 9. Comparisons between 2D-SWAN output at 8.8 m water depth and FRF data published on the website at 8 m-array location. Panel A: Hm0 computed with SWAN (solid), FRF
data (·) and a FFT computation at 8.8 m water depth (x). Panel B: Mean frequency computed with SWAN (solid) and FRF data (·). Panel C: Mean incidence angle (0° is shore
normal) computed with SWAN (solid) and FRF data (·). Panel D: Circular root mean square spreading computed with SWAN (solid) and FRF data (·).
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energy may be lost due to wave breaking in addition to bottom
friction (van Dongeren et al., 2007). This especially holds for the
higher infragravity frequencies for which the relative slope, i.e. the
ratio of beach slope and wave surface slope given by:

βH =
hx
ω

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g

Hrms;lo;in

s
ð6Þ
Fig. 10. Infragravity conditions during April 2005 at the 8 m-array location. Panel A: Observe
(green line), directionally smoothed 2D-swan (blue) and 1D-swan (magenta). Panel B: Simi
outgoing infragravity root mean square wave height.
is lower, resulting in infragravity wave breaking and consequently
smaller reflection coefficients. A rough estimate of βH during the peak
of the storm with the incoming root mean square infragravity wave
height Hrms,lo,in=O(25)cm, the bed slope near the water line
hx=0.05, and the infragravity radial frequency ω=2pi·flo yields a
reflection coefficient of O(0.6) for flo=0.05 Hz (Battjes, 1974; van
Dongeren et al., 2007). The reflection increases quickly with de-
creasing frequency and is expected to be of O(1.0) for frequencies less
d (red dots) and predicted total infragravity root mean square wave height for 2D-swan
lar for the incoming infragravity root mean square wave height. Panel C: Similar for the
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than 0.04 Hz under these conditions. Therefore, only the infragravity
response at higher infragravity frequencies will be affected. This
is consistent with the presently obtained results where the low
frequency infragravity waves are better predicted than the high fre-
quency infragravity waves (compare Figs. 5 and 6). However the
present data set does not allow for a complete validation of the
infragravity breaking mechanism and the analysis outlined above is
only an indication of the potential importance of dissipation due to
infragravity wave breaking. The analysis does suggest that the
reflection of infragravity waves near the water line is close to unity,
consistent with the results obtained by Sheremet et al. (2002), and
supports the use of a fully reflective boundary condition in the model.

In cases where the beach slope changes with themean water level,
the reflection coefficient becomes a function of the tidal elevation and
as such the infragravity response at deeper water is also expected to
be tidally modulated. Tidal modulation of the infragravity response,
which is mostly absent at the Duck site, has been observed at other
locations (Okihiro and Guza, 1995), and was recently attributed to a
transfer of infragravity wave energy to the incident waves through
non-linear triad wave interactions (Thomson et al., 2006). This
transfer of energy is dependent on the slope of the profile in the
shallowest part, with water depths less than 1 m, where a mild slope
creates a larger transfer than a steep slope. Tidal modulation in the
infragravity response then results from changes in the average slope
with tidal elevation. In those cases, the tidal elevation and changes in
the reflection coefficient resulting from either non-linear wave
interaction (Thomson et al., 2006) or infragravity wave breaking
(van Dongeren et al., 2007) should be included in the infragravity
response calculations.

The bottom profile used in this study has different sources. The
profile from the shore to the 8-meter array is unchanged compared to
the study by Reniers et al. (2004) and originates from the Sandy Duck
experiment from 1997. The bathymetry that is used to determine the
profile from the buoy to the array is based on surveys done in 1999
and 2000. These data are combined into one bottom profile with a
match at 8.8 m water depth corresponding to the location of the most
offshore FRF array sensor. At the array location small differences
between the different surveys can be distinguished. The influence of
these small bathymetry changes (0.2 m) on the results has not been
examined, but is not expected to be significant given the insensitivity
to the changes in the mean water depth discussed above.

To assess the effect of differences in the profile from the FRF array
to shore, the infragravity response is calculated using a profile from a
survey performed in March 2005. Although this profile differs in the
surf zone compared with 1997 profile, both the beach slope and
offshore slope are similar (Fig. 1). The differences in the calculated
infragravity response for the month of April at the FRF 8 m array for
the 2005 profile are O(1) cm compared with the results obtained with
the 1997 profile. This shows that the infragravity response at an
intermediate depth of 8.4 m at Duck is insensitive to the changes in
the surfzone bottom profile, provided these changes do not affect the
reflection coefficient.

The bathymetry in the infragravity modeling approach has been
assumed to be alongshore uniform. Even though alongshore variabil-
ity is often present in the surfzone at Duck (Lippmann and Holman,
1989), their effect on the infragravity response is generally limited
(Reniers et al., 2002; van Dongeren et al., 2003), which is supported
by the present results. In the case of strong bathymetric variability
within the surfzone, a coupling between infragravity waves and the
underlying bathymetry may be present affecting the infragravity
response at certain infragravity frequencies (Reniers et al., 2006).

7. Conclusions

The spectral model SWAN and the linear model IDSB have been
combined to calculate infragravity wave heights at a water depth of
8.4 m. 1D–SWAN has been used to translate the short wave
directional frequency spectra obtained by a Waverider buoy located
3.5 km from the coast at 18 m water depth to 8.8 m water depth. The
1D–SWAN predicted significant wave height, mean wave period,
mean wave direction and directional spreading show good agreement
with the measured wave data.

Next, IDSB has used these frequency-directional spectra to
calculate the root mean square infragravity wave heights at the FRF
8 m array based on the variance densities between 0.01 Hz–0.05 Hz.
The comparison of the measured and the computed root mean square
infragravity wave heights show a mean skill of O(0.8) at 8.4 m water
depth. The infragravity response at the FRF array is mostly insensitive
to changes in the water depth, which is attributed to the fact that the
FRF array is well outside the surfzone and that the infragravity
generation processes within the surfzone are not affected by changes
in the tidal elevation.

The comparison of the infragravity waves in the lower frequencies
(0.01 Hz–0.03 Hz) shows a better agreement than the comparison in
the higher frequencies (0.03 Hz–0.05 Hz), especially during storm
conditions. In general the outgoing infragravity waves are over
predicted suggesting the omission of a dissipative process within the
IDSB model such as the energy dissipation due to infragravity wave
breaking as outlined by van Dongeren et al. (2007) or the transfer of
infragravity wave energy to the incident waves through non-linear
triad wave interactions (Thomson et al., 2006).

2D–SWAN has been used to translate the frequency-directional
spectra obtained from a directional wave buoy located at the shelf
edge 70 km from the coast to the FRF array location. Good agreement
is obtained for the significant wave height and mean wave period.
However, the corresponding directional spreading is persistently
under predicted, most likely due to the absence of Bragg scattering
effects in SWAN. As a result the observed infragravity wave heights
are over predicted with a mean skill of 0.47. Accounting for the short
wave spreading mismatch increases the model skill to 0.7.

SWAN–IDSB is a very compatible combination of wave models,
where the 2D spectra produced by SWAN can be used in IDSB without
much adjustment. To calculate one month of data takes approximate-
ly 24 h, which is significantly faster than can be obtained with more
complex models such as Boussinesq (Chen et al., 2003 among others).
This allows for the calculation of the infragravity conditions for long
periods of time (i.e. multiple years), which subsequently can be used
as boundary conditions for downtime computations due to unaccept-
able ship motions induced by the infragravity motions, and to develop
infragravity wave height design criteria, which can be used for the
design of nearshore tanker offloading facilities. Also, the fact that
SWAN can be easily coupled to a global wave model allows for rapid
assessments of infragravity conditions along coasts similar to Duck
with a relatively steep and constant bed slope at the shoreline and low
tidal water level modulation, in combination with moderate incident
wave conditions. Nevertheless, we anticipate that future applications
of this approach would necessarily be accompanied by a validation
study in which model predictions are validated against a carefully
measured set of wave measurements at the location of interest, as is
normal in assessing the accuracy of long-term data bases produced
from numerical models.
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Appendix A

To calculate the frequency-directional distribution of the infra-
gravity waves the Maximum Likelihood Estimator (MLE, Davis and
Regier (1977), Pawka (1983)) is applied in the followingway. First the
wave number directional spectrum, E(k,θ), for a given frequency f is
estimated by:

Eðf ; k; θÞ = D ∑
N

n=1
∑
N

m=1
X−1
nm ðf Þe−ðiksinθðym−ynÞ + ik cosθðxm−xnÞÞ

" #
ðA1Þ

Where xm and ym correspond to the cross-shore and along shore
location of sensor m within the FRF 8 m array. Xnm

−1(f) is the nm
component of the inverse cross-spectral matrix at frequency f obtained
from the surface elevation cross-spectra at sensor locationsn andm, and
D is a scaling coefficient. Owing to different instrument locations, each
cross-spectral value, Xnm(f), was normalized such that the diagonals of
the cross-spectral matrix are unity prior to the inversion (MacMahan
et al., 2004). Spectral estimates with 40 degrees of freedom (frequency
resolution of 0.0078 Hz) were generated from demeaned, quadratically
detrended 2.75 hour records of surface elevation calculated from the
pressure signals using linear wave theory.

The rationale behind the calculation of thewavenumber spectrum is
the presence of bound long waves where the wave length is not
determined by dispersion relation but dictated by the difference wave
number of the incident waves forcing the bound long wave. Integrating
the wave number spectrum yields the frequency-directional infragrav-
ity energy spectrum, E(f,θ). Further integration over the infragravity
frequency interval then yields the directional spectra, E(θ), shown in
Figs. 3, 5 and 6.

Given the generally broad directional distribution of infragravity
wave spectra (Herbers et al., 1995b) no attempt was made to use the
Iterative Maximum Likelihood Estimator (IMLE, Pawka, 1983). And
the fact that the MLE is designed for a homogeneous wave field
whereas the reflection at the shore line results in standing infragravity
wave patterns is overcome by choosing relatively broad frequency
bandwidths (Herbers et al., 1995b).
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