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Abstract

Observations of the vertical distribution of time-averaged cross-shore and alongshore flows during the Sandy Duck field

experiment are compared with model predictions to assess the parameters governing the flow behaviour. The measurements

were obtained with a vertical stack of eight two-component current meters, with the lowest and highest sensor at, respectively

O(0.1) and O(2.7) m, above the bed. Observations under breaking wave conditions within the surfzone show that the maximum

return flow velocities occur in the lower part of the water column, consistent with laboratory observations. Under non-breaking

conditions outside the surfzone the maximum return flow velocities are observed closer to the water surface, again in line with

laboratory results. Analogous to previous observations the measured longshore current velocity profiles are logarithmic under

non-breaking conditions and become more depth-uniform under breaking conditions. The model description of the vertical

structure of the flow includes the presence of wind stresses, wave stresses, pressure gradients, turbulent eddy viscosity and a

wave boundary layer. The model utilizes parabolic shape functions to describe the vertical distribution of the turbulent eddy

viscosity in the middle layer and within the bottom boundary layer. Eddy viscosity is enhanced in regions where turbulence is

produced, i.e. near the surface in the case of breaking waves and within the bottom boundary layer. Estimates of the wave-

breaking-induced turbulent eddy viscosity and bottom friction are obtained by minimizing the model–measurement

discrepancies. Predictions utilizing calibrated expressions for both the turbulent eddy viscosity and bottom friction are in

general agreement with the observations, provided the wave transformation and associated mass flux are modeled correctly and

a parabolic eddy viscosity distribution is used. Using a piecewise constant eddy viscosity distribution generally results in a

degrading of the agreement between measurements and model results.
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1. Introduction

Nearshore cross-shore flows can exhibit strong

curvature in the vertical associated with the vertical

imbalance between the wave forcing and cross-shore
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pressure gradients acting on the water column (Dyhr-

Nielsen and Sorensen, 1970). This strong curvature

has been observed under laboratory conditions (Stive

and Wind, 1986; Hansen and Svendsen, 1984;

Okayasu et al., 1988; Arcilla et al., 1994; Ting and

Kirby, 1994) and during field conditions (Smith et al.,

1992; Haines and Sallenger, 1994; Garcez Faria et al.,

2000). Differences between the curvature obtained

under laboratory and field conditions have been ob-

served. Laboratory measurements typically show the

strongest velocities in the return flow close to the bed.

Haines and Sallenger (1994) observed maximum flow

velocities closer to the middle of the water column, and

they concluded that eddy viscosity models based on

laboratory experiments would therefore not be war-

ranted for the interpretation of (their) field measure-

ments. Garcez Faria et al. (2000) observed vertical

distributions that were more like the laboratory obser-

vations. Still, in all the field experiment cases, the

resolution close to the bed was limited, preventing firm

conclusions with respect to the apparent differences

between laboratory and field conditions. The vertical

profile field measurements presented here do resolve

the lower part of the water column.

The curvature of the cross-shore flow is a function

of wave forcing, set-up gradients, turbulent eddy

viscosity, bottom roughness and wind. Under break-

ing waves, the cross-shore flow generally exhibits a

strong shear close to the surface associated with the

shear stress exerted on the water column by the

breaking waves (Stive and Wind, 1986). A similar

effect is associated with the wind stress at the water

surface, though the wave stresses in breaking waves

typically exceed the wind stress by an order of

magnitude (Whitford and Thornton, 1993), and the

resulting velocity shear is expected to be less prom-

inent. Near the bed, boundary layer effects become

important with an enhanced eddy viscosity close to

the bed associated with the dissipation of wave energy

through bottom friction, and an onshore directed

driving force within the bottom boundary layer. In

the absence of wave breaking, this results in an

onshore flow, or streaming, close to the bed (Lon-

guet-Higgins, 1953). Once wave breaking becomes

important, the resulting set-up gradient within the

surfzone dominates the force balance in the bottom

boundary layer, resulting in an offshore directed flow

close to the bed (e.g. Haines and Sallenger, 1994).
Longshore current velocity distributions typically

show less curvature outside the wave boundary layer

and correspond closely to logarithmic profiles in both

laboratory (Visser, 1984; Simons et al., 1992; Hamil-

ton and Ebersole, 2001) and field conditions (Garcez

Faria et al., 1998), given the fact that there is no

vertical imbalance in the forcing. Based on observa-

tions by Visser (1984), Svendsen and Lorenz (1989)

suggested that in the presence of strong wave break-

ing the observed velocity profile may become more

depth-uniform, as the wave breaking-induced turbu-

lence introduces strongly enhanced mixing (Church

and Thornton, 1993). This was confirmed by the

observations of Garcez Faria et al. (2000). Additional

effects are caused by the small-scale bed topography,

which can vary significantly throughout the nearshore

(Thornton et al., 1998, Gallagher et al., 2003), thus

contributing to the deviations from the expected

logarithmic velocity distribution.

Mean flow distributions in the alongshore and

cross-shore direction are often examined separately,

using different descriptions for the vertical distribu-

tion of the turbulent eddy viscosity. Under breaking

waves, the eddy viscosity within the bottom boundary

layer is typically smaller than in the middle layer

(Nadaoka and Kondoh, 1982). However, in the ab-

sence of wave breaking, the turbulent eddy viscosity

in the bottom boundary layer exceeds the eddy vis-

cosity in the middle layer (Jonsson, 1966). To account

for the differences in turbulent eddy viscosity, most

models discriminate between three layers, the surface-

trough layer which encompasses the wave troughs and

crests, the middle layer and the bottom boundary

layer. The vertical distribution of the eddy viscosity

utilized in the modeling of the return flow ranges from

depth-invariant (Svendsen, 1984; Stive and Wind,

1986; Van Dongeren and Svendsen, 2000), linear with

depth (Okayasu et al., 1988), quadratic (Garcez Faria

et al., 2000), parabolic (Roelvink and Reniers, 1994),

and exponential (Svendsen, 1984). The vertical eddy

viscosity distribution in solving for the longshore

current profile is generally assumed to be parabolic

(Garcez Faria et al., 1998), resulting in logarithmic

velocity profiles, or depth-invariant (Svendsen and

Lorenz, 1989), resulting in parabolic velocity profiles.

The effects of linearly and quadratically varying

turbulent eddy viscosity distributions on the longshore

current velocity profiles were examined by Dong and
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Anatasiou (1991). There is no apparent physical

reason why the vertical distribution of the eddy

viscosity should be anisotropic in the vertical plane.

Hence, it is plausible and more consistent to utilize a

single description of the eddy viscosity distribution in

the vertical for both cross-shore and alongshore flows

(de Vriend and Stive, 1987; Svendsen and Lorenz,

1989; Van Dongeren and Svendsen, 2000).

Another important difference in modeling of the

return flow is the definition of the boundary condi-

tions. All models are constrained by the mass-flux

condition in which the depth-integrated return flow

has to equal the wave-induced mass-flux. The second

boundary condition is imposed either as the streaming

velocity at the top of the wave-boundary layer (Dally,

1980; Svendsen, 1984), a shear stress at the surface

(Stive and Wind, 1986; Garcez Faria et al., 2000), a

near-bed velocity (Svendsen et al., 1987), or a no-slip

condition at the bed (Svendsen and Buhr Hansen,

1988; Haines and Sallenger, 1994).

In the following, the model by Roelvink and

Reniers (1994) (denoted RR94 hereafter) is utilized

to describe the curvature of cross-shore and along-

shore flow as a function of the various forcing

mechanisms in combination with a parabolic distribu-

tion for the turbulent eddy viscosity. Eddy viscosity is

enhanced in regions where turbulence is produced, i.e.

near the surface in the case of breaking waves and

within the bottom boundary layer. The model utilizes

parabolic shape functions (Davies, 1988) to describe

the vertical distribution in both the middle layer and

the bottom boundary layer, resulting in logarithmic

solutions for the vertical distribution of the flow field.

A shear stress condition is applied at the trough level

combined with a no-slip condition at the bottom. The

mass-flux constraint is used to determine the depth-

invariant forcing that is not known a priori (described

below).

The overall objective of this study is to examine

the sensitivity of model output to the input of turbu-

lent eddy viscosity and bottom friction parameters,

and to calibrate these parameters so that the model can

be used in a predictive sense. To that end, differences

between model predictions and measurements of the

vertical flow structure obtained during the Sandy

Duck field experiment are minimized. The focus is

on near-bed velocities, which are important in sedi-

ment transport modeling.
Only a brief description of the velocity profile

model is given in RR94. Here a detailed description

of the model formulations and assumptions is given in

Section 2. The field measurements obtained during the

Sandy Duck field experiment are described in Section

3. Model measurement data comparisons (Section 4)

are followed by a discussion and conclusions.
2. Model description

The model of RR94 is used to predict the vertical

distribution of the cross-shore flow. The model is

based on the concepts formulated by de Vriend and

Stive (1987), defining a top layer above trough level,

a middle layer and a bottom boundary layer. In the

following, all quantities are assumed to be averaged

over many wave periods of a stationary wave field

thus representing mean conditions. The time-averaged

momentum balance for the middle layer is given by:

Bsi
Br

¼ Fi ð1Þ

where the subscript denotes either the cross-shore

direction x (positive onshore) or alongshore direction

y, si is the shear stress, Fi the depth-invariant forcing

per unit volume within the middle layer and r
represents the non-dimensional vertical position pos-

itive upward from the bed:

r ¼ ht þ z

ht
ð2Þ

where z is positive upward from the trough level, ht,

which is given by:

ht ¼ h� Hm0

2
ð3Þ

where h represents the mean water depth (including

set-up) and Hm0 the significant wave height. The shear

stress distribution within the middle layer can be

obtained by integrating Eq. (1) along the r-axis:

si ¼ st;i � Fið1� rÞ ð4Þ

where st,i represents the shear stress at the trough

level, denoted by subscript t, and is the sum of shear

stresses associated with the presence of breaking
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waves (Stive and Wind, 1986) and wind. The wave

breaking related shear stress at the trough level is

given by (Deigaard, 1993):

swave;i ¼
Drki

x
ð5Þ

analogous to the driving of nearshore currents (Dinge-

mans et al., 1987), where Dr is the dissipation of roller

energy, x is the peak radial frequency of the short

waves and ki the wave number component at the peak

frequency. It is assumed that the total rotational wave

forcing can be applied as a stress at the trough level.

The wind stress, swind,i, is given by:

swind;i ¼ cdqaAWAWi ð6Þ

where AWA is the wind speed, qa is the air density and
the drag coefficient, cd, is set at 0.002 (Ruessink et al.,

2001).

The shear stress is related to the gradient of the

mean horizontal velocity through the turbulent eddy

viscosity, vt:

si ¼ q
vt

h

Bui

Br
ð7Þ

where vt is equated to a product of a shape factor, /s,

and a parabolic shape function:

vt ¼ /sv̄trðrs � rÞ ð8Þ

where v̄t is the depth-averaged turbulent eddy viscos-

ity for the middle layer and rs represents the upper

limit at which the eddy viscosity is zero (Appendix A,

Fig. A1). Three potential contributions to the turbulent

eddy viscosity are considered; wave-breaking-induced

turbulence, wind-induced turbulence and flow-gener-

ated turbulence. The wave-breaking-induced, depth-

averaged, eddy viscosity is given by (Battjes, 1975):

v̄t;wave ¼ fvHrms

Dr

q

� �1
3

ð9Þ

where a calibration factor fv has been added and Hrms

represents the root mean square wave height. The

depth-averaged wind-generated eddy viscosity is giv-

en by:

v̄t;wind ¼
1

3
jht

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
AswindA

q

s
ð10Þ
where j is von Kármán’s constant. The depth-aver-

aged flow induced eddy viscosity:

v̄t;flow ¼ 1

6
jht

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ghtA

Bḡ
By

A

s
ð11Þ

with ḡ the mean water level and g the gravitational

acceleration. In the presence of combined waves,

wind and flow the eddy viscosities are summed

together in an heuristic way to obtain the total

depth-averaged turbulent eddy viscosity:

v̄t ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v̄2t;flow þ v̄2t;wind þ v̄2t;wave

q
ð12Þ

assuming the eddy viscosity squared is a measure of

turbulent kinetic energy instead of a straightforward

summation of the individual eddy viscosity contribu-

tions as suggested by de Vriend and Stive (1987).

In the case of a purely slope-driven current, the

eddy viscosity is assumed to be zero at the bed and at

the water surface, i.e. rs = 1. In the case of a purely

wave-driven or wind-driven flow the eddy viscosity is

assumed to be zero at the bed and to have a maximum

at the water surface, i.e. rs = 2. In the case of a

combined slope and wave/wind-driven flow, rs and

/s depend on the magnitude of the individual con-

tributions to the total eddy viscosity (Appendix A).

Using Eqs. (7) and (8), the gradient of the flow

velocity within the middle layer is given by:

Bui

Br
¼ ht

q/svt

st;i � Fið1� rÞ
rðrs � rÞ

� �
ð13Þ

which can be solved analytically for ui, provided Fi is

known, and utilizing the velocity at the top of the

bottom boundary layer (described below) as a bound-

ary condition (Appendix B, Eq. (B6)).

Within the bottom boundary layer, the dissipation

of short wave energy due to bottom friction results in

a time-averaged shear stress, q < ũiw̃> (Longuet-Hig-

gins, 1953), where w is the vertical velocity, the tilde

indicates short wave quantities and < > denotes en-

semble averaging. This shear stress is zero at the bed

and reaches an asymptotic value at the top of the wave

boundary:

q
B < ũiw̃ >

Br
¼ � 1

d
Df ki

x
ð14Þ
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where Df represents the dissipation of wave energy

due to bottom friction and d is the thickness of the

bottom boundary layer scaled with the local water

depth (Fredsoe and Deigaard, 1992):

d ¼ fd0:09
A

ks

� �0:82
ks

ht
ð15Þ

to which a multiplication factor fd has been added, and

A is the near-bed orbital excursion of the short waves

associated with the root mean square wave height at

the peak frequency. The maximum d is 0.5 and the

minimum d equals fd
ez0
ht
, where the zero level, z0, is

given by:

z0 ¼
ks

33
ð16Þ

with ks the Nikuradse roughness. Below (ez0)/(ht) the

velocity decreases linearly to a zero value at the bed.

Utilizing a fd of 1 results in the theoretical boundary

layer thickness associated with monochromatic waves.

Laboratory measurements of the bottom boundary

layer under random waves suggest a significant in-

crease in the thickness (Klopman, 1994) with respect

to monochromatic wave conditions. In the following fd
is fixed at 3 given the fact that a proper validation

requires more detailed measurements close to the bed.

Taking into account the additional forcing within

the bottom boundary layer, the vertical momentum

balance is given by:

si ¼ st;i � Fið1� rÞ þ Dfki

x
ðd � rÞ

d
ð17Þ

The dissipation due to bottom friction is given by:

Df ¼
1

2
ffiffiffi
p

p qfwu
3
orb ð18Þ

where uorb represents the near-bed orbital velocity

associated with the root mean square wave height at

the peak frequency and the friction factor fw is given

by (Soulsby, 1997):

fw ¼ 1:39
A

z0

� ��0:52

ð19Þ

The turbulent eddy viscosity within the bottom

boundary layer is locally enhanced to account for
the production of turbulence due to short-wave dissi-

pation associated with bottom roughness:

vt ¼ /sv̄trðrs � rÞ þ /bv̄tbrðd � rÞ

¼ ð/sv̄t þ /bv̄tbÞðrb � rÞr ð20Þ

where subscripts b refer to the bottom boundary layer

and v̄tb represents the additional depth-averaged value

of the eddy viscosity:

v̄tb ¼
f 2wu

2
orb

4x
ð21Þ

The value of rb and the shape factor /b depend on

the relative magnitude of the additional eddy viscosity

in the bottom boundary layer and the eddy viscosity

distribution in the middle layer (see Appendix A).

Combining Eqs. (7), (17) and (20) to relate the

velocity gradient to the shear stresses gives:

Bui

Br
¼ ht

qð/sv̄t þ /bv̄tbÞ

�
ðst;i � Fi þ Df ki

x Þ þ ðFi � Df ki
dx Þr

rðrb � rÞ

 !
ð22Þ

Vertical integration of Eq. (22) yields the vertical

distribution of the velocity within the bottom bound-

ary layer utilizing a no-slip boundary condition at the

bed (Appendix B, Eq. (B12)). Combining Eqs. (B6)

and (B12) yields an analytical description of the

vertical flow structure within the middle layer and

bottom boundary layer that can be compared with

measurements.

To solve for the vertical distribution of the flow,

a number of local integral wave quantities are

required, i.e. depth-invariant forcing (Eq. (4)), roller

energy dissipation (Eqs. (5) and (9)), near-bed

orbital velocity (Eqs. (18) and (21)), near-bed

orbital excursion ((Eqs. (15) and (19)), and the

wave number vector (Eqs. (5), (14) and (28)).

These integral quantities are generally obtained with

a 1D wave propagation model (Haines and Sal-

lenger, 1994; Garcez Faria et al., 2000) or measure-

ments (Svendsen, 1984; Stive and Wind, 1986). To

avoid errors in the depth-invariant forcing due to

alongshore variation in the bathymetry (Putrevu et

al., 1995; Reniers et al., 1995) and shear-instability-



Table 1

Vertical position of the EMF current meters above the bed

Sensor EMF01 EMF02 EMF03 EMF04 EMF05 EMF06 EMF07 EMF08

z (m) 0.08 0.28 0.53 0.83 1.28 1.75 2.19 2.67
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induced mixing (Bowen and Holman, 1989; Ozkan-

Haller and Kirby, 1999), neither of which can be

obtained from a 1D model, an iterative procedure

for Fi is adopted where the double vertical integra-

tion of Eqs. (13) and (22) has to equal the

measured mass flux in both cross-shore and along-

shore directions:

Z 1

0

uc;iðrÞdr ¼ 1

zN

Xj¼N

j¼1

ðum;i;j þ um;i;j�1Þðzj � zj�1Þ=2

ð23Þ

where the subscripts m and c refer to measured and

computed, respectively, subscript j corresponds to

the individual sensors (Table 1), z0 = 0 and

um,i,0 = 0, and zN corresponds to the position of
Fig. 1. Climatology during part of the Sandy Duck field experiment. Time p

gray areas.
the uppermost sensor that is still below trough

level.

Errors in the wave-forcing (Eq. (5)) associated with

alongshore variation in the bathymetry can still be

present but are expected to be less important provided

the bottom variation is mild (Putrevu et al., 1995). All

other integral quantities are obtained from a 1D-wave

transformation model described by Reniers and

Battjes (1997) (denoted RB97 hereafter) with the

wave-breaking dissipation formulation according to

Battjes and Janssen (1978), utilizing linear wave

theory to relate wave energy to near-bed quantities,

such as the orbital velocity and excursion. For a

description of the wave transformation model refer

to RB97.

The vertical flow model has two tuning parameters

that need to be quantified: the bottom roughness ks,
eriods utilized in model–measurement comparisons indicated by the



Fig. 2. Bathymetry on yearday 284 (upper panel) and yearday 291 (lower panel) with depth-contours in meters with respect to mean sea level.

Pressure sensor locations denoted by dots at Y= 910 m. Sled transect indicated by the dashed line at Y= 935 m.

A.J.H.M. Reniers et al. / Coastal Engineering 51 (2004) 237–260 243



Fig. 3. Upper panel: Example of measured (circles) and computed Hrms on yearday 288. Measured Hrms at X = 180 m indicated by square.

Middle panel: corresponding cross-shore profile along the pressure array with a number of sled deployment locations discussed below. Lower

panel: synopsis of computed and measured Hrms at all sensor locations. Results at the sensor located at X = 180 m have been omitted.

A.J.H.M. Reniers et al. / Coastal Engineering 51 (2004) 237–260244
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Eq. (16), and the eddy viscosity scale factor fv, Eq. (9).

Comparisons with measurement data will be used to

quantify these parameters and examine the model’s

sensitivity to realistic changes in these parameter

values.
3. Sandy Duck experiment

The Sandy Duck experiment was performed in

the fall of 1997 at the Field Research Facility (FRF)

at Duck (North Carolina), covering a period of

approximately 5 weeks. On average, the conditions

were mild with offshore root mean square wave

heights less than 0.5 m. A modest storm event is

centered around yearday 292 (panel a of Fig. 1),

during which the incident wave heights briefly
Fig. 4. Examples of the vertical distribution of the cross-shore flow on y

results for optimized fv and ks (solid lines) and calibrated fv = 0.101 m2/s
exceeded 2 m. Mean wave periods are computed

as a first-order moment of the energy density fre-

quency spectrum:

Tm;01 ¼

Z fh

fl

Eðf Þdf
Z fh

fl

fEðf Þdf
ð24Þ

where the low-frequency cut-off, fl is set at 0.05 Hz

and the high frequency cut-off, fh at 0.3 Hz, range

from 5 to 10 s (pnel b of Fig. 1).

Wave directional spectra are measured at the FRF

8 m linear array (Long and Atmadja, 1994) at 3-

h intervals based on 2 h and 16 min time series. The

mean direction of the incident waves is defined in

such a way that the shear component of the radiation
earday 288. Measurements obtained with EMF (circles). Computed

and bottom roughness ks= 0.0082 m (dashed lines).
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stress, computed from the measured frequency direc-

tional spectra, is conserved (Thornton and Guza,

1986). Mean wave incidence angles, h, at the 8 m

FRF array were generally small and predominantly

from the north with a range of approximately F 20j
(panel c of Fig. 1).

The wind speed, AWA, and direction are mea-

sured at the end of the pier at a height of 18.7 m,

and have been decomposed into cross-shore Wx and

alongshore winds Wy. Cross-shore wind speeds are

mostly onshore (i.e. positive) and generally less

than 10 m/s. The up or down-coast direction of

the alongshore wind velocities coincides in general

with the up or down-coast direction (positive and

negative Wy, respectively) of the incident waves,

consistent with locally generated waves (panel d of

Fig. 1).
Fig. 5. Examples of the vertical distribution of the alongshore-shore flo

Computed results for optimized fv and ks (solid lines) and calibrated fv = 0
Data selected for analysis only include times when

the offshore wave heights exceeded 0.8 m and meas-

urements are available to ensure a high signal to noise

ratio. The selected periods for the comparison contain

both mild conditions and moderate storm conditions

(see Fig. 1).

The bathymetry offshore of the 2 m depth contour

showed little alongshore variability during the exper-

iment. However, closer to shore significant variability

could be observed at times (compare panels in Fig. 2).

In contrast to earlier experiments at Duck, there was

no well-defined inner bar present in the cross-shore

profile (Fig. 2).

The vertical profiles of surfzone currents are exam-

ined using measurements from a vertical stack of eight

electromagnetic flow meters (denoted EMF hereafter)

deployed on a mobile sled. The lowest sensor was
w on yearday 288. Measurements obtained with EMF (triangles).

.101 m2/s and bottom roughness ks = 0.0082 m (dashed lines).
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located at approximately 8 cm above the bed and the

highest sensor at 267 cm (see Table 1 for sensor

positions). The actual position of the sensors with

respect to the bed depends on the settling of the sled

and the presence of bed forms. The sled was deployed

along a line north of the FRF pier at Yf935 m (Fig. 2).

Early in the morning the Coastal Research Amphibious

Buggy (CRAB) towed the sled to a particular position

offshore at which the measurements were to be per-

formed for a duration of approximately 1 h. After this

period of time, the sled was pulled inshore to a new

measurement position, after which another 1 h mea-

surement is performed. Thus by sequentially relocating

the sled onshore, a cross-section of the beach was

monitored. The sampling frequency for all instruments

deployed on the sled was 48 Hz.
Fig. 6. Examples of the vertical distribution of the cross-shore shear stress

surfzone, stations 9 and 10 are inside surfzone. Note change of abscissa

surfzone.
In addition to the sled, a cross-shore array of

pressure transducers was deployed adjacent to the

sled deployment line at Y= 910 m (see Fig. 2). Using

spectral transfer functions based on linear wave theory

to account for the vertical variation of wave dynamics,

hourly cross-shore distributions of the surface eleva-

tion spectra are obtained. Assuming the wave heights

are Rayleigh distributed, the root mean square wave

height is obtained by integration of the surface eleva-

tion energy density spectrum:

Hrms ¼ 2
ffiffiffi
2

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiZ fh

fl

Eggðf Þdf

s
ð25Þ

which is used to calibrate the wave transformation

model.
on yearday 288 for optimized fv and ks. Stations 4 and 7 are outside

scale by a factor of 50 between locations outside and inside the
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4. Comparison with measurements

The integral wave quantities required for the return

flow modeling are obtained from the wave transfor-

mation model described by RB97. The offshore

boundary is imposed at the 8-m depth contour. The

sled was repositioned approximately every hour, and

the corresponding wave direction at the offshore

boundary for a given hour was obtained by linear

interpolation of the 3 h FRF mean wave direction

data. To avoid errors in the local wave height, i.e. at

the sled positions, the wave height measured at the

most offshore point of the cross-shore pressure array

is inversely shoaled and refracted to the 8 m depth

contour.

The wave transformation is optimized for each

individual sled measurement position by minimizing
Fig. 7. Examples of the vertical distribution of the turbulent
the error between the observed Hrms,m at the cross-

shore pressure array and the computed Hrms,c as

function of the wave breaking parameter c (RB97).

The pressure sensor located at X = 180 m showed

anomalous behaviour with respect to the other pres-

sure sensors (upper panel of Fig. 3) and has therefore

been neglected in the optimization. The optimization

of the wave transformation resulted in a mean c of

0.60 with a standard deviation of 0.15 and errors

which are generally within 10% of the measured wave

heights (lower panel of Fig. 3), provided the results at

X = 180 are ignored.

Given the integral wave and wind quantities at the

sled positions, the vertical flow structure can be

computed. The first step is to find the optimal values

for both the eddy viscosity scaling factor, fv, and the

bottom roughness, ks, at each deployment position of
eddy viscosity on yearday 288 for optimized fv and ks.
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the sled by minimizing the error between measure-

ments and computations. The error is defined as:

e ¼
Xj¼N

j¼1

ðum;j � uc;jÞ2 þ
Xj¼N

j¼1

ðvm;j � vc;jÞ2 ð26Þ

where the subscript j denotes current meters over the

vertical. This approach is similar to Haines and

Sallenger (1994) and Garcez Faria et al. (2000);

however, here both the cross-shore and alongshore

velocity are included in the minimization. The objec-

tive is to examine the variation of the optimal values

of both the eddy viscosity scale factor and the bottom

roughness and obtain representative values that are to

be used for the calibrated model predictions.
Fig. 8. Examples of the vertical distribution of the alongshore shear stres

abscissa scales for stations inside (4 and 7) and outside (9 and 10) the su
Typical comparisons of the optimized model pre-

dicted and measured vertical flow distribution at

locations both outside (4 and 7) and inside (9 and

10) the surfzone (see middle panel of Fig. 3 for

locations) show relatively small discrepancies (Figs.

4 and 5). Starting with stations outside the surfzone (4

and 7), measured profiles below the trough level bend

slightly backwards (upper panels of Fig. 4), a condi-

tion observed earlier by Nadaoka and Kondoh (1982)

for non-breaking waves during a laboratory undertow

experiment, and examined by Putrevu and Svendsen

(1993). As a result, the maximum measured cross-

shore flow velocity is near the surface. This behaviour

is only partially reproduced by the optimized compu-

tational results, given the fact that occasional wave-

breaking is present in the model computations. The

occasional wave breaking results in an onshore (pos-
s on yearday 288 for optimized fv and ks. Notice the difference in

rfzone.
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itive) directed shear stress at the trough level (upper

panels of Fig. 6) and consequently the velocity

profiles bend forward near the surface. The degree

of forward bending remains limited due to the con-

comitant increase in the turbulent eddy viscosity at

trough level associated with the occasionally breaking

waves (see upper panels of Fig. 7). The computed

decrease in shear stress in the middle layer (Fig. 6) is a

result of the cross-shore pressure gradient, associated
Fig. 9. Measurements compared with optimized predictions (dots) and cali

stations at four different positions within the vertical (see Table 2 for instr

level. Error bands (20%) given by the dashed lines.
with the set-up of the mean water level, opposing the

shear stress at the trough level. Within the bottom

boundary layer, the wave-induced forcing, Eq. (14),

becomes apparent, opposing the cross-shore pressure

gradient (upper panels of Fig. 6). However, the total

shear stress remains negative, resulting in an offshore

directed flow within the bottom boundary layer,

consistent with the observations. Note that the en-

hancement of the turbulent eddy viscosity within the
brated predictions (squares) of the cross-shore flow velocities for all

ument elevation). Results only shown at times EMF is below trough
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bottom boundary layer, Eq. (20), is negligible com-

pared to the wave-induced turbulence (upper panels of

Fig. 7). The corresponding longshore current velocity

distributions at the locations outside the surfzone (4

and 7) closely resemble a logarithmic profile (upper

panels of Fig. 5), which is well represented by the

optimized model results. The corresponding comput-

ed shear stress distributions (Fig. 6) show minimal

vertical variation, indicating that the wave and wind-

induced shear stresses at the surface are the main

driving force for the longshore current at these loca-

tions outside the surfzone, i.e. no contributions from

turbulent mixing, alongshore pressure gradients and

shear instabilities.

For stations further inshore (locations 9 and 10),

the effects of wave breaking become more promi-

nent, with a strong curvature of the cross-shore flow

near the surface in both measurements and compu-

tations (lower panels of Fig. 4) associated with the

exertion of the roller-induced shear stress, which has

increased significantly, O(102), compared with the

stations outside the surfzone (compare upper and

lower panels of Fig. 6). As a result the turbulent

eddy viscosity has increased (lower panels of Fig. 7)

and the maximum cross-shore flow velocity has

shifted downward, again consistent with laboratory

observations. The log-profile in both measurements

and model computations is suppressed into a thin

boundary layer. The measured longshore current

profiles also exhibit this thin logarithmic layer,

whereas the velocity profile in the middle layer is

more depth-uniform (lower panels of Fig. 5). This

deviation from the logarithmic distribution results in

discrepancies between the measured and optimized

computed velocity profiles. For the station closest to

shore (10), additional forcing that is most likely
Table 2

Skill factors for cross-shore velocity for different scenarios

Scenario EMF01 EMF02 EMF03 E

Optimized PAR 0.85 0.84 0.88 0.

Calibrated PAR 0.72 0.74 0.79 0.

QW all days 0.54 0.55 0.55 0.

QW day < 290 0.68 0.67 0.69 0.

Depth-averaged U 0.57 0.60 0.64 0.

Optimized PWC 0.65 0.71 0.75 0.

PAR corresponds to the parabolic eddy viscosity distribution, QW to the ca

inferred mass-flux, Eq. (23), and PWC to the piece-wise constant eddy vi
related to lateral mixing is present (lower right panel

of Fig. 8), resulting in a strong increase of the

turbulent shear stress within the middle layer com-

pared with the shear stress at the surface.

The predictive capability of the model is calculated

using a skill measure for the two velocity components

at each instrument, denoted by the subscript j, over the

entire experiment (Gallagher et al., 1998):

skillj ¼ 1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
< ðum;j � uc;jÞ2 >

q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
< ðum;jÞ2 >

q ð27Þ

where < > denotes ensemble averaging over all sled

positions, the subscripts m and c refer to measured

and computed velocities, respectively, and an equiv-

alent expression is used for the alongshore veloci-

ties. The computed velocities are obtained utilizing

optimized eddy viscosity and bottom friction at each

station (i.e. minimizing Eq. (26)). The comparison

of the measured and predicted cross-shore flow

velocities at all sled stations for the lowest current

meter, EMF01, at approximately 10 cm above the

bed, shows predominantly offshore flow velocities

(upper left panel of Fig. 9) with a skill of 0.85. The

results for sensor EMF03, deployed at approximate-

ly 50 cm above the bed, also shows predominantly

offshore directed flows, and a similar performance for

the predicted flow conditions, with corresponding skill

of 0.88 (upper right panel of Fig. 9). Examining a

sensor higher in the water column, EMF05 at approx-

imately 130 cm above the bed, shows both onshore

and offshore directed velocities (lower left panel of

Fig. 9). The onshore velocities are associated with the

roller shear stress-driven cross-shore flow close to the
MF04 EMF05 EMF06 EMF07 EMF08

85 0.66 0.49 0.74 0.64

81 0.65 0.33 0.66 0.55

46 0.35 0.35 0.38 0.25

61 0.52 0.11 0.32 0.10

71 0.44 0.19 0.73 0.51

44 � 0.37 � 0.10 0.44 0.39

ses with computed cross-shore mass-flux, Eq. (28), as opposed to the

scosity distribution.
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surface. The overall comparison is still favorable with

a skill of 0.66. Even higher in the water column,

EMF07 at approximately 220 cm above the bed, flow

velocities are typically smaller than at the other

sensors (lower right panel of Fig. 9), with a skill of

0.74. Skill measures for the cross-shore current pre-

dictions of all the EMF instruments are given in Table
Fig. 10. Measurements compared with optimized predictions (dots) and cal

stations at four different positions within the vertical (see Table 2 for instr

level. Error bands (20%) given by the dashed lines.
2, showing a good correspondence between measure-

ments and optimized computations.

The comparison between the measured and opti-

mized predicted longshore current velocities is con-

sidered next. For the lowest sensor, EMF01, the

predicted velocities are well within the 20% error bands

(upper left panel of Fig. 10) with a corresponding skill
ibrated predictions (squares) of the alongshore flow velocities for all

ument elevation). Results only shown at times EMF is below trough



Table 3

Skill factors for alongshore-velocity for different scenarios

Scenario EMF01 EMF02 EMF03 EMF04 EMF05 EMF06 EMF07 EMF08

Optimized PAR 0.87 0.88 0.93 0.95 0.94 0.95 0.97 0.95

Calibrated PAR 0.72 0.90 0.94 0.95 0.93 0.94 0.95 0.93

Depth-averaged V 0.40 0.87 0.92 0.93 0.89 0.90 0.88 0.86

Optimized PWC 0.82 0.90 0.92 0.92 0.89 0.87 0.84 0.78

PAR corresponds to the parabolic eddy viscosity distribution and PWC corresponds to the piece-wise constant eddy viscosity distribution.
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of 0.87. At EMF03 the prediction of the alongshore

velocities is improved with respect to EMF01 (upper

right panel of Fig. 10) resulting in a skill of 0.93.

Similar predictive capability is observed at sensors

EMF05 and EMF07 with skill factors of 0.94 and

0.97, respectively. Skill measures for the alongshore

current predictions of all the EMF instruments are

given in Table 3, again showing a good correspondence

between measurements and computations.

The results show that the model is capable of

describing the observed vertical velocity distribution

for both the cross-shore and alongshore flows utiliz-

ing a single description for the vertical turbulent

eddy viscosity distribution. However, to be able to

use the model in a more predictive mode, the eddy

viscosity scale factor and bottom roughness should

be known a priori. This requires a relationship for

both the eddy viscosity and bottom roughness with

some measurable physical quantities. Alternatively, if
Fig. 11. Left panel: optimized values of fv for each hour. Right pane
the model is not overly sensitive to the values of fv
and ks, representative values could be used for all

conditions.

The optimized eddy viscosity calibration factor

(i.e. at each station), fv, varies over a relatively small

range, with most of the values between 0.02 and 0.2

(left panel of Fig. 11), which suggests a represen-

tative value may give reasonable predictions for

the vertical distribution of the cross-shore and

alongshore flows. It also suggests that the present

parameterization of the eddy viscosity, i.e. with a

dependence on wave breaking, wind and flow con-

ditions (Eqs. (9), (10) and (11)) is adequate. The

outliers, centered around T= 60 h, correspond to

offshore velocity profiles measured on day 291. It

is likely that on day 291 the local wave conditions at

these locations are subject to wave–current interac-

tion due to the presence of a rip-channel (right panel

of Fig. 2).
l: optimized values of the bottom roughness, ks, for all hours.
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The bottom roughness parameter varies consider-

ably more (right panel of Fig. 11), with several orders

of magnitude in differences between the various

deployment positions of the sled. Utilizing the mea-

sured bathymetry profiles to relate the measured

roughness to the optimal ks showed no significant

correlation for the present data set. Part of this can be

explained by the fact that the model does not account

for the increased roughness in the presence of waves

(Grant and Madsen, 1979, Myrhaug and Slaattelid,

1989). Hence, the optimal ks corresponds to an

apparent bed roughness, ka, and not the actual bed

roughness.

The sensitivity of the model predictions to both fv
and ks is examined next by computing the skill for

the lowest (most critical) sensor for different combi-

nations of fv and ks These computations show that

for a fv of O(0.1) the sensitivity to the bottom

roughness is limited (Fig. 12). Only for large values

of the bottom roughness, i.e. ks>0.1, does the skill

drop significantly. In view of the above, the optimal

value of both the eddy viscosity scale factor,

fv = 0.101 m2/s, and bottom roughness, ks= 0.0082

m, are used in the calibrated predictions of the
Fig. 12. Computed model skill for the cross-shore v
vertical distribution of the cross-shore and along-

shore mean flows. Typical results of the calibrated

model predictions are shown in Figs. 4 and 5.

Overall, the differences between the optimized and

calibrated model predictions are relatively small,

with the largest differences occurring at the lowest

sensor. This holds for both the cross-shore flow and

the alongshore flow and is attributed to the fact that

the velocity shear is significantly larger at this depth,

i.e. bottom roughness plays an important role. This

becomes apparent at station 7 where the optimal

bottom roughness is two orders of magnitude

smaller than the calibrated ks (Table 4) and conse-

quently the calibrated predictions underestimate the

flow velocities near the bed (upper right panel of

Figs. 4 and 5). At station 10, the opposite occurs,

with a calibrated roughness that is significantly

smaller than the optimal ks (Table 4), resulting in

an over-prediction of the near-bed flow velocity

(lower right panel of Figs. 4 and 5). Still, the overall

differences are relatively small, consistent with the

sensitivity analysis.

The comparison of calibrated predictions with the

measurements at all available stations and current
elocity at the EMF01 as function of fv and ks.



Table 4

Optimized fv and ks for yearday 288 at four sled positions (columns

3–4)

Station X (m) fv ks fv ks

4 284.0 0.159 0.0014 0.101 0.0082

7 187.7 0.071 0.0001 0.101 0.0082

9 159.5 0.078 0.0006 0.101 0.0082

10 143.6 0.136 0.0317 0.101 0.0082

Calibrated fv and ks (columns 5–6, utilized for all stations).
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meters shows an increased variability with respect to

using the optimized values for the cross-shore ve-

locities (Fig. 9), which is more profound for the

lower sensors (upper panels of Fig. 9) than for the

higher sensors (lower panels of Fig. 9). The

corresponding skill at the various sensors has de-

creased by approximately 10–20% depending on

their elevation (Table 2). The calibrated results for

the longshore current only show increased variability

for the lowest sensor (upper left panel of Fig. 10)

with a corresponding decrease in skill of O(20) % to

0.72. The other sensors are not affected (Fig. 10 and

Table 3). Considering the variability in wave con-

ditions and bathymetry, the results indicate that the

curvature of both the cross-shore and alongshore

flows and the corresponding near-bed velocities can

be predicted reasonably well with fixed values for fv
and ks, provided the mass flux and the wave trans-

formation are well predicted.
Fig. 13. Comparison of measured and estimated mass-flux velocity

utilizing b = 0.05 for calibrated predictions and yeardays V 289
5. Discussion

The model predictions have been constrained by

the mass flux inferred from the measured flow

distribution, both in the cross-shore and alongshore

directions (Eq. (23)). Generally this information will

not be available a priori and a 1D or 2D model

computation will be performed to compute the local

depth-averaged velocities. This is examined in more

detail in the following. In the case of alongshore

uniformity, the depth-averaged cross-shore flow be-

low the trough level, Uw, is assumed to compensate

the wave-induced (Phillips, 1977) and roller-induced

mass flux (Svendsen, 1984):

Uw ¼ Ewkx þ 2Erki ð28Þ

qxht qxht
where Ew represents the wave energy and Er

represents the roller energy. Computing the roller

energy, RB97 their Eq. (9) with the roller dissipa-

tion coefficient, b = 0.05 (Ruessink et al., 2001) and

utilizing the estimated mass flux velocity, Eq. (28),

instead of the inferred cross-shore mass flux veloc-

ity, Eq. (23), results in a significant degrading of

the model skill (Table 2). Most of this decrease in

skill can be explained by the fact that at times the

bathymetry within the surfzone is far from along-

shore uniform (see right panel of Fig. 2), and hence

the onshore wave-induced mass flux is not neces-

sarily locally compensated as undertow. Excluding

the days of alongshore non-uniformity, i.e. exclud-

ing yeardays >289, results in a significant improve-

ment (Table 2), with skill factors for the lower

sensors comparable to the case with inferred mass

flux. This suggests that the estimated mass flux and

the corresponding mass flux velocity, Uw, are of the

right order (Fig. 13), provided the bathymetry is

alongshore uniform.

Velocity profile models are used in the modeling

of the morphological evolution of cross-shore pro-

files (Roelvink and Broker, 1993). The main ob-

jective of utilizing the vertical flow models is to

predict the near-bed flow velocities to drive the

sediment transport. Taking into account the power
(circles) and yeardays >290 (crosses).
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law associated with sediment transport (e.g. Bailard,

1981):

Sfu
p
b ð29Þ

where S is the sediment transport rate, ub represents

the velocity close to the bed and p equals 3 or 4,

emphasizes the importance of an accurate prediction

of the near-bed velocities. The difference between

the velocity near the bed and the depth-averaged

flow is a function of the vertical curvature, and it is

assumed that the vertical flow models have an

improved skill in predicting the near-bed velocity

compared with depth-averaged flow models. This is

demonstrated by utilizing the depth-averaged flow

velocity as a predictor for velocities at the various

current meters. This results in a significant loss of

skill, O(20%) for the cross-shore flow and O(40%)

for the alongshore flow, compared with the cali-

brated case, for the lowest current meter (Tables 2

and 3). This suggests that the application of the

velocity profile model in the modeling of sediment

dynamics is warranted.

The vertical distribution of the eddy viscosity

plays an important role in the resulting velocity

profiles. This is demonstrated by computing the

velocity distribution for a piece-wise constant eddy

viscosity distribution, frequently used for the com-

putation of the return flow structure (e.g. Svendsen

and Lorenz, 1989). Again optimizing for both fv and

ks results in model skills that are generally lower

than for the parabolic distribution for both the cross-

shore velocity (Table 2) and the alongshore velocity

(Table 3). This suggests that if a single description of

the vertical distribution of the turbulent eddy viscos-

ity is used in modeling both the cross-shore and

alongshore flow structure, a parabolic distribution is

better than a piece-wise-constant eddy viscosity

distribution.
6. Conclusions

Observations of the vertical structure of the

mean flow during the Sandy Duck field experi-

ment have been presented. Strong cross-shore flow

velocities were observed in the lower part of the
water column under wave-breaking conditions. For

non-breaking conditions, maximum flow velocities

occur generally in the upper part of the water

column. Both of these observations are consistent

with observations obtained during earlier laborato-

ry experiments. The measured longshore current

velocity profiles are logarithmic under non-break-

ing conditions and become more depth-uniform

under breaking conditions, in line with previous

observations.

An existing model formulation has been used in

the comparison with observations. The model is

capable of describing the vertical structure of the

mean flow, provided the wave transformation and

the associated mass flux are modeled correctly and

a parabolic distribution for the eddy viscosity is

used. If a single piece-wise constant eddy viscosity

distribution is used, the overall model skill drops.

Utilizing calibrated values by optimizing over the

entire experiment the eddy viscosity scale factor,

fv, and the bottom roughness, ks, results in a

model skill of O(70) % for the lower sensors.

Utilizing the estimated mass flux gives a slightly

lower performance, provided the bathymetry is

alongshore uniform, which suggests the mass flux

is well predicted by the wave transformation

model. It is concluded that the application of the

velocity profile model within a depth-averaged

flow model, driven by a wave transformation

model that includes surface rollers, is expected to

result in an improved description of the near-bed

velocities, which is important for sediment trans-

port processes.
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Appendix A. Vertical distribution of eddy viscosity

The vertical distribution of the turbulent eddy

viscosity is written as a product of a shape factor,

/s, and a parabolic shape function:

vt ¼ /sv̄trðrs � rÞ ðA1Þ

where rs represents the upper limit at which the eddy

viscosity is zero (Fig. A1) and v̄t depends on the

individual contributions of wave-, wind- and flow-

induced turbulence (Eq. (12)). The shape factor, /s,

follows from the condition that the depth-integrated
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Fig. A1. Example of a vertical distribution of turbulent eddy

viscosity (solid line) with corresponding r-parameters. Trough level

(thick dash-dotted line) and wave boundary layer (thin dash-dotted

line) given as a reference. Dotted lines complete the distribution

according to Eq. (A1) and the dashed line completes the distribution

according to Eq. (A6).
vertically varying eddy viscosity should equal the

depth-averaged eddy viscosity, hence:

Z 1

o

/srðrs � rÞdr ¼ 1 ðA2Þ

which yields:

/s ¼
1

1
2
rs � 1

3

ðA3Þ

The value of rs depends on the relative magnitude

of the various turbulence contributions (Eq. (12)). In

the presence of wave breaking and wind, turbulence is

injected into the upper layer of the flow. This process

is simulated with an increased eddy viscosity at the

surface, vt,surface. Combining Eq. (A1) at the surface,

i.e. r = 1, and Eq. (A3) gives:

rs ¼
v̄t �

1

3
vt;surface

v̄t �
1

2
vt;surface

ðA4Þ

The eddy viscosity at the surface is defined as:

vt;surface ¼
3

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v̄2t;wind þ v̄2t;waveÞ

q
ðA5Þ

which in the absence of flow induced turbulence

results in a rs of 2 (viz. Eq. (A4)), i.e. the maximum

eddy viscosity is located at the surface level. In the

absence of wave breaking and wind rs equals 1,

corresponding to a situation where there is no input

of turbulent kinetic energy at the surface. In the case

of combined eddy viscosity contributions, rs ranges

between 1 and 2.

The vertical distribution of the eddy viscosity in

the bottom boundary layer is obtained by including

additional friction-induced eddy viscosity (Eq. (21)),

and is again described as product of a scale factor and

a parabolic shape function (Fig. A1):

vt ¼ ð/sv̄t þ /bv̄tbÞðrb � rÞr ðA6Þ

where the value of rb depends on the relative magni-

tude of the additional eddy viscosity in the bottom
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boundary layer and the eddy viscosity distribution in

the middle layer:

rb ¼
/sv̄trs þ /bv̄tbd

/sv̄t þ /bv̄tb
ðA7Þ

The shape factor for the bottom boundary layer

follows from the constraint:

1

d

Z d

o

/brðd � rÞdr ¼ 1 ðA8Þ

which yields:

/b ¼
6

d2
ðA9Þ
Appendix B. Vertical distribution of mean flow

velocity

In the following, the analytical expressions de-

scribing the vertical distribution of the flow velocity

within the middle layer and boundary layer are

presented. Starting with the velocity gradient within

the middle layer given by:

Bui

Br
¼ ht

q/sv̄t

ðst;i � FiÞ þ Fir
rðrs � rÞ

� �
ðB1Þ

which is rewritten to facilitate the vertical integration:

Bui

Br
¼ A

Bi

rsr
þ

Bi

rs
þ Ci

rs � r

 !
ðB2Þ

where the coefficients are given by:

A ¼ ht

q/sv̄t
ðB3Þ

Bi ¼ st;i � Fi ðB4Þ

Ci ¼ Fi ðB5Þ

The vertical distribution of the velocity in the

middle layer is obtained by the integration of Eq.
(B2), subject to the condition that the velocity at the

bottom of the middle layer matches the velocity at the

top of the bottom boundary layer, ud,i:

ui ¼ ud;i þ A
Bi

rs

ln
r
d
� Bi

rs

þ Ci

� �
ln

rs � r
rs � d

� �
ðB6Þ

A similar procedure is followed for the bottom

boundary layer, where the velocity gradient is given

by:

Bui

Br
¼ ht

qð/sv̄t þ /bv̄tbÞ

�
ðst;i � Fi þ Df ki

x Þ þ ðFi � Df ki
dx Þr

rðrb � rÞ

 !
ðB7Þ

which is written as:

Bui

Br
¼ Ab

Bb;i

rbr
þ

Bb;i

rb
þ Cb;i

rb � r

 !
ðB8Þ

where the coefficients are given by:

Ab ¼
ht

fvq/sv̄t þ q/bv̄tb
ðB9Þ

Bb;i ¼ ðst;i � Fi þ
Df ki

x
Þ ðB10Þ

Cb;i ¼ Fi �
Df ki

dx

� �
ðB11Þ

Integration of Eq. (B8), subject to the boundary

condition that ui = 0 at r = r0, yields:

ui ¼ Ab

Bb;i

rb

ln
r
r0

� Bb;i

rb

þ Cb;i

� �
ln

rb � r
rb � r0

� �
ðB12Þ

This equation is valid for r>er0. A linear velocity

decay towards the bottom is used below this level.

The depth-integrated velocity is obtained by integrat-
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ing Eqs. (B6) and (B12) over the middle layer and

bottom boundary layer, respectively.
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