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Abstract
This paper presents an assessment of the impact of the ocean circulation on modeled wave fields in the Southern Ocean,
where a systematic positive bias of the modeled wave height against altimetry data has been reported. The inclusion of ocean
currents in the wave model considerably reduces the positive bias of the simulated wave height for high southern latitudes.
The decrease of wave energy in the presence of currents is almost exclusively related to the reduction of the relative wind,
caused by an overall co-flowing current field associated with the Antarctic Circumpolar Current. Improvements of the model
results are also found for the peak period and the mean period against a long-term moored buoy. At the mooring location,
the effect of currents is greater for larger and longer waves, suggesting remotely generated swells are more influenced by the
currents than local waves. However, an additional qualitative analysis using high-resolution currents in a finer grid nested to
the global coarser grid shows that typical resolution of global hydrodynamic reanalysis is not sufficient to resolve mesoscale
eddies, and as a consequence, the simulation of mesoscale wave patterns can be compromised. The results are also discussed
in terms of the accuracy of forcing fields.

Keywords Wind-generated waves · Deep water wave modeling · Wave–current interactions · Relative wind

1 Introduction

Current-induced effects on waves have been extensively
investigated in coastal regions,wherecurrentsare usually strong
and highly variable in space and time. In tide-dominated
environments, for example, it has been shown that currents
can modulate significantly the main wave parameters at the
tide frequency (e.g., Tolman 1990). However, in large ocean
basins, the degree to which currents modify the wave field
requires further investigation, theoretical approaches pre-
vail, and observations of the effects of currents on the wave
field are scarce. The spatio-temporal variability of currents
in relation to typical wave scales is larger in deep water
compared to that in coastal environments. Nevertheless,
previous works suggest that mesoscale currents can have
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a large effect on the waves due to refraction (e.g., White
and Fornberg 1998; Ardhuin et al. 2017). Furthermore,
the moving water surface affects the relative wind speed
(Hersbach and Bidlot 2008), which can reduce or increase
the momentum flux from wind to waves in conditions of
following or opposing currents, respectively.

The effects of currents on deep water waves can be
broadly separated into two categories: generation and
propagation. There is a lack of studies on how a moving
medium modifies the process of wave generation. A notable
exception of observations with wave growth in regions
with strong currents is the work of Haus (2007), where
results indicate that the relative or “effective” wind speed
and a shift of the wind stress away from the mean
wind direction can modify wave growth conditions. The
modulation of wind stress was inferred by Drennan and
Shay (2006) as being caused by the direction shift of
the short wave components that support most of the
stress. Based on the geometrical optics approximation,
Kenyon (1971) concluded that the effects of refraction
and related processes can be significant over mesoscale
circulation features. Kudryavtsev et al. (1995) provided
direct observations of refraction-induced effects on the wave
field in the Gulf Stream frontal zone.
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Numerical modeling provides a valuable tool for
investigating and understanding the interaction of waves
with surface currents. In the nearshore, due to the higher
complexity of this interaction, the two-way coupling of
hydrodynamic and wave models has been shown to bring
improvements in the simulation of wave conditions (e.g.,
Benetazzo et al. 2013; Bolaños et al. 2014). However, the
impact of currents on the large-scale wave field has received
relatively little attention.

The development of spectral wave models has led to
highly accurate simulations of integrated wave parameters.
Validation and calibration of model results on global scales
using satellite altimeter data have contributed to significant
improvements to model source terms (e.g., Ardhuin et
al. 2010; Zieger et al. 2015). With the exception of
peak period and direction, the simulation of spectrally
integrated parameters generally agrees well with available
measurements (e.g., Stopa et al. 2016). However, there are
regions where the model still produces persistent biases in
significant wave height Hs and mean wave period, notably
in the Southern Ocean (e.g., Rapizo et al. 2015).

A number of authors have reported the presence of a
positive bias in modeled Hs in the Southern Ocean (SO)
against altimeter data (e.g., Ardhuin et al. 2015; Zieger et
al. 2010; Durrant et al. 2013) using the WAVEWATCH III
model (WW3 Tolman 1991). Recently, Rapizo et al. (2015)
showed that a similar result is found for a long-term moored
buoy, with considerable biases also for the peak period Tp

and the mean period Tm01. The purpose of this study is to
investigate the current-induced effects on waves in the SO
and the relative impact they have on the biases of main wave
parameters.

The SO has an important contribution to the global
wave climate (Alves 2006). The absence of land barriers
and constant strong winds make the SO one of the main
sources of high-energy and long-period swells to all other
major oceans. At the high southern latitudes, the Antarctic
Circumpolar Current (ACC) runs with the predominant
westerly winds and, consequently, with the resultant mean
wave direction. This represents an interesting opportunity
to investigate and understand how the consistent eastward
mean flow impacts the wave generation and propagation
over this vast oceanic area.

The paper is laid out as follows: Section 2 briefly reviews
the approach used in spectral wave models to account
for current-induced effects, the methods employed are
described in Section 3 including wave and hydrodynamic
models and the data set used, and results of the SO
modeling are presented in Section 4. In Section 4.3,
the potential impact of currents on wave refraction is
investigated. The possible influence of a mesoscale eddy
on the wave field around the SOFS is analyzed in terms of
convergence/divergence of the wave energy, which aims to

give a qualitative sense of the intensity of wave refraction on
mesoscale hydrodynamic features. The accuracy of forcing
fields of wind and current is discussed in Section 5. Lastly,
concluding remarks are given in Section 6.

2 Effects of currents in spectral wavemodels

Third-generation spectral wave models operate on some
form of the radiative transfer equation (RTE) or conser-
vation of wave action. The wave action spectral density
N = E/σ , where E is the spectral energy density and σ is
the wave radian frequency, will vary in space x, time t , and
wavenumber and wave direction spaces, i.e., N(x, t; k, θ),
according to (e.g., Tolman 1991)
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where cg is the wave group velocity in a frame of
reference moving with the current U(x, t), s and m

are coordinates parallel and orthogonal to the k-vector,
and Stot comprises non-conservative processes and wave–
wave nonlinear interactions. Since our interest is in deep
water large scale modeling, depth-induced effects were
disregarded in Eq. 1. The left-hand side of Eq. 1 describes
the wave kinematics and dynamics. It is assumed that
the current field varies slowly in space and time with
respect to wavelength and wave period, respectively, which
is a reasonable approximation in most situations where
the hydrodynamics are controlled by tides or geostrophic
balance (Peregrine 1976). The right-hand side of Eq. 1
represents the positive and negative source of energy as well
as its distribution in spectral space. The wave action is a
property that, unlike wave energy E, is conserved along
a wave packet path (Bretherton and Garret 1969), which
makes it more suitable for spectral wave modeling.

The kinematic equations are modified when applying
the frequency Doppler shift, i.e., σ = ω − k · U, where
ω is the absolute frequency or the frequency in a frame
of reference moving with the Earth. The total velocity at
which the wave action is advected in space becomes directly
proportional to the currents, i.e. U + cg. The wavenum-
ber changes as a function of current spatial gradients in
the wavenumber direction ∂U/∂s and, as a consequence,
waves are refracted by transverse current gradients ∂U/∂m.
In known current fields and in conditions where the wave
linear dispersion applies, the wave kinematics are well
simulated by the action balance equation (e.g., Chawla
and Kirby 2002). However, the model accuracy is com-
promised in opposing currents and near blocking regions



Ocean Dynamics (2018) 68:939–955 941

(Van der Westhuysen 2012; Ardhuin et al. 2012; Rapizo
et al. 2017) where nonlinearities play an important role in
the wave-current interactions (e.g., Chawla and Kirby 2002;
Babanin et al. 2011).

A consequence of the conservation of wave action
E/σ(k) is that if waves propagate over collinear currents
with negative (positive) shear in the along wave direction,
they will experience increase (decrease) in wavenumber
and, consequently, in wave energy. Additionally, refraction-
induced convergence and divergence of wave energy have
been shown to be important factors in modulating the spatial
distribution of wave height on the mesoscale (Ardhuin et al.
2017). One of the most evident examples of wave refraction
is wave trains propagating over mesoscale ocean eddies.
Due to the inverted horizontal current shear, one side of the
eddy diverges the incoming wave rays, whereas the other
side converges the rays (e.g., Mathiesen 1987). Rapizo et al.
(2014) showed numerically that eddy scales as observed
from global reanalysis can potentially create this effect on
Southern Ocean swells.

The forcing terms S on the right-hand side of Eq. 1 has
been historically subgrouped by the energy input from the
wind Sin, dissipation (wave breaking, bottom friction, and
others) Sds , and nonlinear wave–wave interactions Snl . The
last two terms remove and redistribute energy in the spectral
space, respectively. Although the development of wave
models has been primarily performed by improving the
parameterization of these processes, surprisingly, currents
are considered only in the Sin term. Nonlinear interactions
and dissipation by breaking do not directly take into
account the mean water flow. Nonlinear interactions and the
development of a spectral tail, for example, can be perturbed
if the current field is highly variable (Waseda et al. 2015;
Rapizo et al. 2016). By entering opposing currents, wave
breaking probability increases as a consequence of wave
steepening (Chawla and Kirby 2002). In such conditions,
spectral wave models fail in representing the dissipation
rate, which leads to the overestimation of wave energy
(Ardhuin et al. 2012; Rapizo et al. 2017; Ris and Holthuijsen
1996; Van der Westhuysen 2012). More observations and
modeling tests under such conditions are needed in order to
improve parameterizations by including current effects.

The wind input function accounts for the mean current
through a somewhat simplified vector balance between the
local wind and current, which can be expressed as

ue(z) = u(z) − aU, (2)

where u(z) is the wind vector at a certain level z (as
measured by an anemometer, for example), U is the ocean
surface current vector and ue(z) is the resultant effective
wind vector. The largest effect of currents is found for
a = 1. This is a simplistic approach, as pointed out by
Hersbach and Bidlot (2008), since the currents would act on

the wind stress and consequently influence the atmospheric
boundary layer and the whole wind profile. However, a
proper account of this effect would require a fully coupled
wave–hydrodynamic–atmospheric model.

The wind input term in spectral wave models operates
traditionally on the friction velocity u∗, which is parame-
terized in terms of the wind speed at 10-m height (U10) by
considering that the wind profile is logarithmic. Different
terms have been proposed to represent the energy input from
the wind, which commonly use the factor u∗/cp cosφ (e.g.,
Komen et al. 1984), where cp is the wave phase velocity
and φ is the angle between wind and wavenumber vectors.
A wind blowing over a surface in motion will produce a dif-
ferent stress on the water surface. If winds and currents are
running in the same direction, the momentum flux to the
waves is reduced and the resultant waves are smaller. On
the other hand, if waves and currents oppose each other, the
wind stress increases and so does the momentum flux from
wind to waves.

Therefore, spectral wave models include current-induced
effects in a rather simplistic fashion. The implications on
the terms of the left hand side of Eq. 1 are all derived
from the modified Doppler-shifted frequency. Among the
source terms, the effects caused by the presence of currents
are included in the wind input term only. The results of
the simulations presented in Section 4 will be interpreted
and discussed based on the theory given in this section and
accounted for in the wave model.

3Methods

All numerical simulations were performed using the WW3
model version 4.18. This model has been extensively used
for global and regional scale hindcasting (e.g., Chawla et
al. 2012; Rascle and Ardhuin 2013; Durrant et al. 2014)
and is the most widely used operational forecast model
for offshore conditions. Although the simulations were
performed for the whole globe, our main interest is in
the results for the Southern Ocean (SO). The impact of
currents on the typical positive bias inHs will be extensively
discussed throughout the paper. It should be noted that
this study does not aim to perform a statistical climate
analysis. Our goal is to investigate the impact of currents
on waves with the focus on the main physical factors
responsible for the observed changes and the relevance of
using the currently available hydrodynamic reanalysis to
wave hindcasts.

The chosen time frame of the analysis is 13 months,
from 01-Dec-2011 to 31-Dec-2012. This period includes
the second deployment of the Southern Ocean Flux Station
(Schulz et al. 2012), which consists of a moored buoy
in high southern latitudes (see Section 3.2 for details)
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and that will be used in this work. Additionally, satellite
altimetry data are used to validate the numerical results. The
time frame considered includes various available satellite
sources. Satellite data have the advantage of providing spatial
fields of wave height over large ocean areas. By using the
information obtained from the floating mooring, we can also
analyze the response of other wave parameters such as wave
period and direction to the inclusion of currents.

The relevance of currents to wave modeling is investi-
gated by validating the performance of the global model in
the presence and absence of ocean currents with emphasis
on the SO results. In order to separate the effects of cur-
rents on wave generation and propagation, the simulations
in the presence of currents were performed with two dif-
ferent configurations: with the relative wind effect activated
(RWND ON hereafter) and deactivated (RWND OFF) (see
Eq. 2). By not considering the vector balance between winds
and currents, the momentum flux is unaltered and so is the
wind input source. In this case, propagation-related effects
represented by a modified group velocity, wavenumber, and
refraction are the factors responsible for affecting the wave
field. These effects are related, for instance, to changes in
wave energy due to straining/stretching of wavelength or
refraction-induced focusing/defocusing (see Section 2). An
additional simulation is run with high-resolution currents
(1/12◦) interpolated on a finer grid (0.1◦). This grid is nested
to the global coarse grid and is delimited by the coordi-
nates 135–145◦ E and 52–45◦ S. This last simulation is
not validated, but instead it aims to qualitatively investigate
and provide a discussion on the effects of the current grid
resolution on wave refraction. Therefore, a total of four sim-
ulations are performed: in the absence of currents, in the
presence of currents with RWND activated, in the presence
of currents with RWND deactivated, and a last simulation
with high-resolution computational grid and current fields
nested to the coarser global grid.

For the spatial validation and quantitative assessment of
the Hs differences between simulations with and without
currents in the Southern Ocean, the statistical analysis
is performed within the latitude limits of 30◦ S–60◦ S
(Fig. 1). Therefore, although the simulation is performed

using global forcing grids, the analysis of results is
focused on the Southern Ocean, which is subdivided
into three sectors following the major global oceans
(Fig. 1). The statistical variables used to quantify the
differences between observed (O) and modeled (M) values
are defined as follows: absolute bias 1

N

∑
(O − M), root

mean square error RMSE
√

1
N

∑
(O − M)2, normalized
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∑

(O − M)/
∑
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√
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∑
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size.

3.1Wave and circulationmodels

All model runs used a 0.5◦ × 0.5◦ global grid, forced by
hourly 0.20◦ wind fields and 6-hourly 0.5◦ ice concentration
from the Climate Forecast System Reanalysis (CFSR) (Saha
and et al 2010). The spectral space was discretized over
25 frequencies logarithmically spaced from 0.04 to 0.4
Hz and 24 directions (15◦ resolution). The source term
parameterizations of Ardhuin et al. (2010) are used. This
set of parameterizations describes the wind input term (Sin)
adapted from Janssen (1991) with modifications by Bidlot
et al. (2005) and the whitecapping dissipation term (Sds)
as a two-phase process represented by inherent breaking
and a cumulative effect. A term for slow dissipation of
non-breaking swell waves (Sswell) is included. The discrete
interaction approximation (DIA) method (Hasselmann et al.
1985) is employed for computing the nonlinear wave–
wave interactions (Snl). Since topography-induced effects
are irrelevant for the simulations, neither bottom friction nor
triad interactions (relevant in shallow water) are considered.

For simulations in the presence of currents, the CFSR
surface currents are also used. The current fields are
represented by global regular grids of 0.5◦ resolution at
provided every 6 h. For the additional simulation with
high-resolution currents, the HYbrid Coordinate Ocean
Model (HYCOM, details at http://hycom.org), represented
by surface currents spatially spaced in 1/12◦ cell nodes, is
applied. The current fields are interpolated onto the 0.1◦

Fig. 1 Southern Ocean sectors used to validate the performance of the wave model: Atlantic (light red), Indian (green) and Pacific (blue). The
location of the SOFS buoy is shown by the triangle mark

http://hycom.org
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computational grid of dimensions 135–145◦ E and 52–
45◦ S, which is nested to the coarse global grid. This
domain is chosen in order to include relevant circulation
features near the SOFS buoy. The grid is positioned
with the SOFS buoy on its northwest corner so that the
incoming west-southwest waves cross the finer grid area
until they reach the buoy location. By doing so, we have the
opportunity to qualitatively investigate the relevance of the
current resolution to wave propagation and the refraction on
mesoscale current features.

3.2 Observations

Spaceborn radar altimeters have been used for decades to
determine wave height, with accuracy comparable to buoy
observations (Caires and Sterl 2003). These data have been
used by many studies to access wave model performance
(e.g., Tolman 2002; Ardhuin et al. 2010; Durrant et al.
2013). The precise measurement of the distance of the
satellite to the sea surface can provide the total variance ϕ2

of the sea surface elevation, which is related to significant
wave height as Hs = 4

√
ϕ2. Although the altimeter

validation is limited to wave height, it provides the valuable
benefit of looking at a broad spatial scale with an extended
database of more than 30 years. Despite the proven accuracy
of altimeters, they do typically contain systematic biases
(e.g., Cotton and Carter 1994; Durrant et al. 2009) that
must be removed, especially when considering multiple
instruments as is the case in this study. The data used
here were obtained from the Globwave project, a quality-
controlled, calibrated, and homogenized data set maintained
at the French Research Institute for Exploitation of the Sea
IFREMER (Queffeulou and Croizé-fillon 2014). For the
time frame of our analysis, data from the European Spatial
Agency’s (ESA) CryoSat and Envisat and the National
Aeronautics and Space Administration’s (NASA) Jason 1
and 2 were available.

The validation is also performed with in-situ data from
the SOFS. The SOFS is part of the Australian Integrated
Marine Observing System (IMOS, Meyers 2008) and was
planned to provide a better understanding of the meteo-
oceanographic conditions in an area considered to play a key
role in the global climate system. From the five deployments
since 2010, we use in this study the second one (SOFS-
2), which is justified by the presence of two wave sensors,
the success in data acquisition, and the relative long time in
which the buoy was operational (approximately 9 months).
Two wave meters were installed: a motion reference unit
(MRU) and a TriAxys directional wave sensor. Rapizo
et al. (2015) compared the results from both sensors and
showed that the TriAxys is more reliable based on the
longer sampling time used in the spectral estimates and,
consequently, higher confidence levels. We thus use only the

TriAxys output in our analysis. The inclusion of the SOFS
in the analysis expands the investigation to the main wave
parameters, in particular the peak and mean periods (Tp and
Tm01, respectively) and directions (θp and θm), which are
commonly used to describe the wave conditions. The SOFS
was located at approximately 47◦S and 142◦E.

The deployment period of each sensor—satellites and
buoy—and parameters used to validate the modeling results
is given in Table 1.

4 Results

In this section, results of the simulations are analyzed,
compared, and discussed. The simulations performed are as
follows: (1) in the absence of currents; (2) in the presence
of currents with the relative wind effect activated (RWND
ON); (3) the same as (2) but with RWND deactivated
(RWND OFF); and (4) in the presence of currents and
with higher resolution computational grid (0.1◦) and input
current fields (1/12◦). From the comparison of cases (2) and
(3), we can quantitatively examine the relative importance
of currents for wave generation and propagation. It should
be stressed that simulation (4) is not validated; however,
it provides an interesting discussion on how accurate
the resolution of widely used hydrodynamic reanalysis
can represent wave refraction and associated processes of
convergence and divergence of wave energy.

4.1 Effects of currents on the spatial Hs field in the SO

The time averaged bias in Hs and RMSE against the
altimeter data for the global simulations in the absence
and presence of currents is shown in Fig. 2. Statistics
are calculated for the period—Dec-2011 to Dec-2012—in
2◦ × 2◦ bins. All altimeter missions shown in Table 1 are
combined. The significant positive bias in the absence of
currents at high southern latitudes reported in other studies
(e.g., Ardhuin et al. 2010; Durrant et al. 2013; Zieger et
al. 2015) is evident. The global Hs bias is 0.073 m with
RMSE of 0.427 m, where the largest bias and error zone
is found to be in the latitude range of 40◦–60◦ S within
which the SOFS buoy is located. It is possible to see from
the visual analysis a considerable reduction of mean biases
and errors of high southern latitudes in the simulation with
currents (bottom panel). This result was also mentioned
by Zieger et al. (2015) in their calibration of the source
term parameterizations. A progressive decrease of errors is
observed towards the upper latitude limit of 30◦S, where the
modeled energy is more accurate in the absence of currents
and is not as affected by the current field.

It is worth noting the presence of local maxima of RMSE
in the very high latitudes. These are due to the known impact
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Table 1 Details of data sources
used to validate the model
results

Data source Wave sensor Time frame Analyzed

(Mission) parameters

Altimeter Jason-1 Dec-2011 to Mar-2012
Hs

May-2012 to Dec-2012

Jason-2 Dec-2011 to Dec-2012 Hs

CryoSat Jan-2012 to Dec-2012 Hs

EnviSat Dec-2011 to Apr-2012 Hs

Buoy TriAxys Dec-2011 to Jul-2012 Hs, Tp, Tm01,

θp and θm

of wave energy blocking by floating icebergs (Ardhuin
et al. 2011), an effect not accounted for here. Since our
simulations do not include icebergs, these local errors are
ignored to avoid uncertainty in the assessment of the relative
impact of currents on the wave field.

Figure 3 shows the scatter density plots of both
simulations, with and without the presence of current
fields. The analysis is separated by major oceans—Atlantic,
Indian, and Pacific—and also performed for the whole SO
area (top to bottom panel rows, respectively). Statistical
parameters are shown in each panel. Absolute bias of 0.32
m and RMSE of 0.56 m are observed in the absence of
currents when considering the entire SO. The sector with
larger bias and error is the Indian Ocean (panels b), followed
by the Pacific (c) and Atlantic (a) Oceans. When currents are
included in the simulation, the reduction of the mean bias
is of 8 cm and RMSE is improved by 6 cm for the SO. The
reduction of bias is more prominent for the sectors where
bias is larger, i.e., in descending order Indian, Atlantic, and
Pacific Oceans for which biases decrease in 0.087, 0.07,
and 0.064 cm, respectively. The zone of highest bias is
found in the range (40◦–60◦S). The absolute and normalized

statistical measures for all sectors and for the whole SO area
are shown in Table 2.

The reduction of overall bias in Hs in the SO can
be better visualized through the quantile–quantile plots
(up to the 99th percentile) of model against data for
simulations without and with currents (Fig. 4). As shown
in Fig. 3, the inclusion of currents (right panel) reduces
the overestimation of wave height observed in the absence
of current forcing (left panel). The reduction is more
accentuated for larger waves.

There are several likely reasons for the improved
statistics of modeled wave height in the presence of currents,
firstly, the impact of the ACC in weakening the effective
wind since winds and waves have a similar resultant
direction. The predominance of westerly winds and of a
geostrophic eastward ocean flow results in a configuration
of wave growth over co-flowing currents. If the effective
wind is reduced, which in the model is represented by
a simple balance between wind and current vectors, and
the amount of energy from the wind input decreases (see
Section 2). The ACC velocity axis is positioned in the 40–
60◦ S zone as observed from the CFSR reanalysis. Figure 5

Fig. 2 Global distribution of
significant wave height bias (left
panels) and RMSE (right
panels) for simulations in the
absence (top panels) and
presence of currents with
RWND ON (bottom panels)
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Fig. 3 Scatter density plots for
the SO. Results for the
simulations in the absence (left)
and presence (right panels) of
currents are shown, separated by
SO sectors: a Atlantic; b Indian;
c Pacific; and d all. Statistical
parameters of bias, root mean
square error (RMSE), scatter
index (SI), and number of
samples (N) are given for each
plot. Reference line (dashed) and
best-fit line (red) are depicted in
each plot, for which parameters
of slope and intercept (a and b,
respectively) are shown in the
lower right corner of each plot

shows the mean velocity field at 5-m depth for July-2012.
The eastward flow associated with the ACC is clearly visible
in the latitude range where the reductions in bias and error

in wave height are more accentuated (Fig. 2). Larger mean
current speed with a more defined east flow is observed
in the Indian sector, followed by the Pacific and Atlantic



946 Ocean Dynamics (2018) 68:939–955

Table 2 Validation of modeled Hs against altimetry data for the Southern Ocean sectors: Atlantic, Indian, Pacific, and all

SO sectors N Bias (m) NBias (%) RMSE (m) NRMSE (%) SI

Atlantic 4574999 0.2452 7.629 0.5219 16.236 0.1433

Atlantic (C) 4574999 0.1810 5.631 0.4842 15.063 0.1397

Indian 7350696 0.3753 9.904 0.6071 16.022 0.1259

Indian (C) 7350696 0.2877 7.591 0.5439 14.352 0.1218

Pacific 6768716 0.3099 8.896 0.5340 15.330 0.1249

Pacific (C) 6768716 0.2399 6.886 0.4832 13.871 0.1204

All 18693269 0.3198 9.039 0.5611 15.860 0.1303

All (C) 18693269 0.2443 6.904 0.5082 14.363 0.1259

Statistical quantities are represented by: number of samples (N), absolute bias, normalized bias N Bias, root mean squared error (RMSE),
normalized root mean square error (NRMSE), and scatter index (SI). The letter C within parenthesis corresponds to simulation with currents

sectors (except for the strong jet past the Drake Passage),
which are respectively the sectors with larger improvements
in modeled wave height.

Another possible effect is the reduction of energy due to
the decrease (increase) in wavenumber (wavelength). The
co-flowing current lengthens the waves compared to waves
propagating on quiescent water (Longuet-Higgins and
Stewart 1961). This leads to a reduction in wave energy due
to the conservation of wave action E/σ(k) (e.g., Bretherton
and Garret 1969). The currents can also modify the wave
velocity. If waves are still receiving energy from the wind
but start propagating faster due to the moving medium, they
will propagate out of the area of wind influence faster than
expected in the case without currents (e.g., Peregrine 1976).
This would have an impact on the time and length scale
of the generation process. The duration of wave growth
would shorten and the effective fetch on which the waves
grow would be reduced. Furthermore, refraction induced by
current gradients can create zones of convergence (increase)

and divergence (decrease) of wave energy. All these effects
are accounted for in the wave model.

The aforementioned effects (generation and propagation)
can be quantified by activating and deactivating the relative
wind in the model. The differences in the time averaged
Hs between currents and no-currents simulations (�H =
HsCurr − HsNoCurr) are shown in Fig. 6. With RWND
activated (top panel), strong differences are apparent. When
RWND is deactivated (bottom panel), the wind input
quantity is unchanged and the current-induced effects on
propagation are not strong enough to impact the mean
Hs field, except for some mesoscale features that will
be discussed later in this section. This suggests that the
reduction of the mean wave energy (thus the reduction
of the overall positive bias) observed in the presence of
currents is predominantly due to the relative wind effect in
a global scale, except where strong local currents occur. A
strong effect is seen in the SO, indicating that the Antarctic
Circumpolar Current (ACC) plays a key role in reducing the

Fig. 4 Quantile–quantile plots for simulations in the absence (left) and presence (right panel) of currents. Red markers show values up to the 90th
percentile and black markers up to the 99th percentile
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Fig. 5 Mean current field in the SO for July-2012. Color scale
represents current speed in m/s

momentum transfer from the wind to the waves. It should
be noted that Saha and et al (2010) found that the CFSR
current reanalysis underestimates the ACC magnitude, and
therefore the wave height bias reduction observed in this
study is likely underestimated. It is worth mentioning that
current meters were deployed in the SOFS mooring cable.

Fig. 6 Difference between Hs fields for the simulations with and
without currents (�H = HsCurr − HsNoCurr). The top and bottom
panels show results for RWND activated and deactivated, respectively

These data need to be analyzed and will be used in a future
study to assess the accuracy of the CFSR currents at these
Southern latitudes.

Although the overall changes in wave height are strongly
associated with the relative wind, some notable mesoscale
features can be noticed in the lower panel of Fig. 6 (RWND
OFF). Marked positive values of �H over the Agulhas
current are unchanged when RWND is not considered
indicating that changes in the wave energy distribution in
this region are mostly related to propagation, refraction, and
energy convergence due to the opposing flow. Alternating
patterns of positive and negative values can also be
observed on the equator caused by co-flowing and opposing
flows of the equatorial current and counter-current. And
also an alternating color pattern is seen on the Drake
Passage, where the jet flow likely produces convergence
and divergence of wave energy. The downward flow
from the South Pacific gyre and East Australian Current
generates positive �H values around the New Zealand
islands and east of Tasmania. Other mesoscale features
exclusively associated with propagation effects include the
Indonesian Throughflow, the North Brazilian Current, and
the circulation in the South China Sea and Luzon Strait. All
these mesoscale features modify the wave height and have a
potential impact on the wave climate.

The absolute and normalized statistical parameters in the
absence and presence of currents are analyzed by means of
their monthly mean values in Fig. 7. The values correspond
to the entire SO area, where results for all satellite missions
were averaged. Results for the “RWNDON” (effective wind
activated) and “RWND OFF” (relative wind deactivated)
regimes are plotted with different line styles (black dashed
and grey dotted lines, respectively). Despite the non-
patterned behavior of the absolute quantities, the normalized
statistics show lower bias and errors during the austral
winter months with a progressive increase towards the
summer of 2012. Since the absolute bias and error do not
show any clear variation over the 13 months, the normalized
errors decrease in winter since the mean wave height is
higher during this period compared to summer in the SO
(e.g., Rapizo et al. 2015). The analysis of Fig. 7 shows that
the currents affect the mean modeled wave height in the SO
mostly when the relative wind is activated (“RWND ON”),
with the exception of localized areas of strong current jets,
as previously discussed. When RWND is not considered
(dotted lines in the plots of Fig. 7), the differences in the
average monthly statistics are practically imperceptible and
the errors actually increase slightly in some months.

The statistical parameters in Figs. 6 and 7 correspond
to yearly and monthly averaged values, respectively. The
investigation of the separated effects of currents on wave
generation and propagation becomes more interesting when
a snapshot of the results from the “RWND ON” and
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Fig. 7 Monthly mean statistics
of the modeled Hs in the SO.
Panels from bottom to top show:
normalized root mean square
error (NRMSE), absolute root
mean square error (RMSE),
normalized bias (NBias), and
absolute bias. Definition of all
statistical variables used is given
in Section 3
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“RWNDOFF” simulations are analyzed. Figure 8 shows the
effects of the spatial distribution of currents on the wave
field in the SO for a selected time step. Note that this domain
is not the same domain of the SO used in the statistical
analysis. We chose an arbitrary region to exemplify the
effects observed. The distribution of current speed is shown
on panel (a), followed by (from top to bottom) �H fields
for simulations using “RWND ON” and “RWND OFF”
(panels (b) and (c), respectively). The last panel (d) shows
the difference between plots (c) and (b) (“RWND ON”
and “RWND OFF”). The distribution of �H values reveals
an interesting spatial pattern of crests and troughs that
propagate in the direction of the wave fronts. These patterns
are clearly modulated by the spatial distribution of the
currents. However, the magnitude of �H is considerably
different in cases (b) and (c). For “RWND ON,” the current
field predominantly reduces the relative wind speed, which
results in lower wave heights (see Section 2), creating
negative values of �H . A spatial pattern of alternate values
of negative (blue) and null (white) values is created. On the
other hand, in the “RWND OFF” case, the difference �H

increases and the oscillations are represented by alternating
positive (red) and negative values.

The difference between the two simulations can be explained
by the balance between the current effects on wave gen-
eration and propagation. When RWND is deactivated, the
momentum flux from wind to wave is unaltered. Thus, the
wave growth has the same intensity as in the absence of

currents, consequently resulting in the same wave energy
generated. However, waves run on average faster throughout
the Southern Ocean area. This is because the absolute group
velocity Cg = cg + U is increased since waves and currents
have the same mean direction (from west/southwest) (see
Eq. 1 in Section 2). It should be remembered that the term
Cg is responsible for transporting the wave energy in geo-
graphical space (see Eq. 1). In deep water, the magnitude of
the intrinsic group velocity is cg = cp/2, where the phase
velocity is cp, and it has same direction as the wavenumber
vector. Therefore, with no relative wind effect (i.e., a = 0
in Eq. 2), waves are modulated along their propagation
by the distribution of currents through the modification
of Cg. Wave refraction induced by current gradients and
consequent convergence and divergence of energy play a
small role in our simulations, which may be an artifact of
the coarser numerical grid (discussions in Section 4.3). The
correlation of the spatial distribution of wave height with
mesoscale current features was recently shown by Ardhuin
et al. (2017). The curret field used in their study was capa-
ble of reproducing mesoscale vortices well. As we shall
see in Section 4.3, however, the current field provided by
commonly used global reanalysis and applied in our study
is not resolved enough in its spatial distribution and wave
refraction is poorly simulated.

Because the average wave and current directions are very
close in the Southern Ocean, the generated swells run faster
compared to simulations in absence of currents for RWND
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Fig. 8 Spatial effects of current
on the wave field for a selected
time step (2012-02-11T03:00):
(a) current speed (m s−1), (b)
�H = HsCurr − HsNoCurr for
RWND activated, (c) RNWD
deactivated, and (d) the Hs

difference between simulations
using RWND OFF and ON (in
meters).

ON. This process creates a time lag in the propagation of
wave fronts and contributes to the positive values (red) of
�H = HsCurr − HsNoCurr observed in Fig. 8c. In the case
of “RWND ON” (panel (b)), the momentum flux from wind
to the waves is decreased due to following currents. The
generated waves have less energy and lower periods and,
as a consequence, negative values (blue colour) of �H

predominate.

4.2 Validation against the SOFS buoy

In this section, in situ measurements from the SOFS
directional wave buoy are used to estimate the influence of
ocean currents on wave modeling in the Southern Ocean.
We should be careful in the interpretation of the results since
the validation of one point only may not be representative
of the entire SO. The SOFS buoy however lies within the
range of the largest wave height bias observed (40◦–60◦ S)
and it offers a valuable opportunity of validating the WW3
performance at high southern latitudes. The parameters of
Hs , Tp, Tm01, θp, and θm are analyzed. For a detailed
description of the characteristics of the wave sensor and the
spectral estimation method applied, the reader is referred
to Rapizo et al. (2015). When current forcing is included,
the observed reduction of bias for the modeled wave height
seen against altimetry data is also observed for Hs , Tp, and
Tm01 using the SOFS data. Figure 9 shows the histogram
comparison between current and no-current simulations.

The improvements for the run with current are observed for
all absolute and normalized statistics. The magnitude of the
differences is similar to the improvements observed for the
validation against altimeters. For the SOFS, the differences
in absolute and normalized biases are 0.0722 and 0.0189,
respectively, whereas for altimeter (considering the entire
SO), they are 0.0755 and 0.0213.

Overall improvements are observed in the simu-
lation of all wave parameters. To complement this
analysis, we compare the normalized bias difference
between the simulations with and without currents, i.e.,
�NBias = NBiasCurr − NBiasNoCurr, as functions of the
modeledHs and Tp in the absence of currents (Fig. 10). This
analysis shows the waves that are more affected by the cur-
rent field. The mean period exhibits a very similar behavior
to the peak period and is not shown here. The values were
placed in seven bins between the minimum and maximum
value of each range as indicated in Fig. 10. The total num-
ber of 3049 records is analyzed. Although this number is
not as large as it is for altimeters, the distribution of samples
exhibit the known Rayleigh-type and normal-type shapes
for Hs and Tp, respectively. The NBias difference increases
towards higher (top left panel) and longer (top right panel)
waves. This result suggests that the inclusion of currents
affects distant-generated swells more than local seas at the
SOFS location. Rapizo et al. (2015) found a strong predom-
inance of swell for the measured waves at the SOFS, with
swell fraction of ∼ 0.8. Due to practically unlimited fetches
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Fig. 9 Histogram plots of the
model performance between
simulations in the absence and
presence of currents for the wave
parameters Hs , Tp and Tm01

and persistent strong winds, these SO swells are generated
over a large area and long periods of time. Hence, this rel-
ative reduction in wind input in the presence of currents
has a cumulative effect on the swell systems, resulting in a
relatively larger effect on swells than on locally generated
seas. However, we must consider that in our simulations,
the reanalysis current fields have low resolution and can-
not describe well local mesoscale features (discussion in
Section 4.3). Thus, the current-induced modulation of local
seas is not as well represented as the large scale effects on
swell.

Table 3 contains the results of the model performance
for all wave parameters. Only the normalized statistics
are shown for wave height and period. The statistical
variables for validating the peak and mean directions are
represented by the root mean square εrms and standard
deviation εσ of the angle difference between the modeled
and observed vectors. Differently from the one-dimensional
spectral parameters, the directional standard deviations and
errors are not improved much and the mean direction
statistics slightly deteriorate. This result indicates that wave
propagation and refraction on the current field have little
effect on the mean directional properties of waves, which is
probably a limitation of the coarse current resolution. These
limitations are discussed in the next section.

4.3 On the importance of the current grid resolution

The inclusion of currents improves the model results
for all parameters except for the wave direction. The
improvements of modeled wave height are closely related to
changes in the relative wind speed, whereas the propagation
effects seem to be negligible for the mean statistics, except
in areas of strong/localized currents such as the Drake
Passage and the Agulhas Currents. The impact of the current
field on wave propagation and, more specifically, on the
wavenumber and direction is associated with the horizontal
gradients of the current field, which requires a reasonably
accurate spatial resolution in order to represent mesoscale
oceanic features such as geostrophic vortices. Therefore, it
is important to understand the capability of global wave
models in simulating wave refraction properly. Widely
used reanalysis products provide horizontal currents in grid
resolutions usually in the range 0.5◦–1◦.

In this section, the importance of the choice of current
grid resolution is investigated. Firstly, we briefly analyze
how different spatial resolutions can influence wave
refraction on typical mesoscale vortices. To do that, we
revisit the classical example of wave propagation over
a current eddy (e.g., Kenyon 1971; Mathiesen 1987) by
numerically simulating the wave ray trajectories induced

Fig. 10 Difference of
normalized bias
�NBias = NBiasCurr − NBiasNoCurr
(top panels) between current and
no-current simulation and
number of samples (bottom
panels) as functions of modeled
Hs (left) and Tp (right) in the
absence of currents
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Table 3 Validation of the model against the SOFS data for all analyzed parameters (Hs , Tp , Tm01, θp , and θm)

Hs Tp Tm01 θp θm

NB NRMSE NB NRMSE NB NRMSE εσ εrms εσ εrms

(%) (%) (%) (deg) (deg)

No currents 12.2 15.2 15.4 20.5 7.2 10.1 20.9 30.6 15.6 25.0

Currents 10.3 13.9 14.4 19.7 6.1 9.4 20.8 30.5 15.7 25.2

Improvement (%) 15.5 9.0 7.0 3.5 14.7 7.2 0.4 0.35 −0.6 −0.7

Statistical quantities are represented by normalized bias (NB), normalized root mean square error (NRMSE) (for one-dimensional parameters)
and root mean square error (εrms ), and standard deviation (εσ ) of the angle difference (for directional parameters). Improvements of the modeled
parameters in the presence of currents are shown in the last row, where negative values represent deterioration of statistics

by changes in wavenumber and direction. The idealized
eddy model used in Mathiesen (1987) is applied with a
maximum current speed of 1 m s−1 and radius of 1.5◦
(∼ 166.5 km). The velocity transect is represented by a
tangential velocity that increases linearly from the center
to the point of maximum speed and a Gaussian profile
further away from this point. The dimension and magnitude
were chosen to represent similar features to those observed
in the Southern Ocean from the HYCOM reanalysis. The
refraction of a wave train with T = 12 s (the mean Tp value
at the SOFS found in Rapizo et al. 2015) is examined for
various spatial resolutions of the current field: 0.5◦ (∼ 55.5
km), 0.25◦ (∼ 27.75 km), and 0.1◦ (∼ 11.1 km) (Fig. 11).

As the resolution decreases, the refraction and related
processes of convergence and divergence are poorly
represented. The spatial resolution of 0.5◦ (right panel
of Fig. 11) equivalent to the CFSR current grid used is
considerably less accurate than the highest resolution (0.1◦)
in solving refraction induced by eddies of such a length
scale.

In order to demonstrate the impact of a high-resolution
current on wave modeling more clearly, an additional
simulation using the WW3 model is performed. This last
test is for a qualitative assessment only and performed
over a short period of time (1 month). A high-resolution
current grid in the range 135–145◦ E and 45–52◦ S (7◦ ×
10◦) is nested to the global grid. For this finer grid, the
current fields are provided by the HYCOM + NCODA
Global Reanalysis (http://hycom.org/data/glbu0pt08/expt-
19pt1) with 1/12◦ spatial resolution twice daily. The spatial

resolution is thus more detailed than in the idealized model
used in the left panel of Fig. 11 and hence is capable
of representing wave refraction on mesoscale eddies. The
domain of the high-resolution current grid is selected in
order to include possible ocean eddies and to allow the
model to properly represent the refraction of the incoming
waves.

We could observe several eddies in the HYCOM currents
that are formed near the SOFS buoy. These eddies can keep
their approximate position for days and may consistently
affect the waves that propagate over this region. Figure 12
shows an example of the formation of a relatively strong
eddy (∼ 1 m/s) and its effects on the wave height distribu-
tion within the grid area. Four time snapshots separated
by an interval of 3 days and 21 hours are shown. The top
panels (a) show the current speed predicted by the high-
resolution reanalysis, where we can clearly identify the
eddy, which dimension and intensity are very similar to
those given by the theoretical model used in Fig. 11. The
wave height difference �H between the current and no-
current simulations is shown in the middle (b) and bottom
(c) panels, respectively. In (b), the high-resolution grid with
the HYCOM currents is used. Panels (c) show results for
the CFSR currents only. The results of both simulations are
compared in the global output grid (0.5◦). The patterns of
convergence and divergence are considerably better defined
for the nested simulation (b). An alternating pattern of
positive (energy convergence) and negative (divergence)
�H values is evident in the right panel of row (b). This
pattern is typical of the eddy-induced wave refraction (e.g.,

Fig. 11 Wave rays refraction on
a theoretical eddy. Three
different spatial resolutions of
the eddy are shown (from left to
right): 0.1◦, 0.25◦, and 0.5◦
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Fig. 12 Current speed and �H

in the domain used for the
high-resolution grid at four
different moments. Panels (a)
show current speed from the
HYCOM reanalysis. The results
for �H are shown for the
simulations with current, (b) for
global CFSR currents nested to
the high-resolution HYCOM
currents, and (c) for global
CFSR currents only

Mathiesen 1987; Rapizo et al. 2014). When only the global
currents are applied, the refraction-induced�H patterns are
poorly represented.

The results of Fig. 12 together with the patterns of wave
ray refraction for different spatial resolutions of the current
field (Fig. 11) indicate that typical resolutions of widely
used global reanalysis are not sufficient for resolving ocean
eddies and, consequently, wave refraction. Therefore, the
distribution of modeled wave height as well as other wave
parameters can be compromised. The simulations used to
assess the impact of currents on waves shown throughout
Section 4 are based on current fields with 0.5◦ resolution,
and therefore eddies and other mesoscale features are
smoothed out. Consequently, the observed reduction of
wave height bias reflects mostly the importance of the
large-scale relative wind effect. The recent study from
Ardhuin et al. (2017) showed that mesoscale currents can
be significant in modulating wave height due to refraction;
however, the resolution of the current-field reanalysis used
in our simulations does not allow to estimate the importance
of refraction on mesoscale and on the large-scale bias in the
SO.

5 Accuracy of wind and current models

The discussion on the relevance of currents to the Southern
Ocean wave field is incomplete without an assessment of the
accuracy of the forcing fields. The observed wave patterns

are primarily a result of the wind distribution and, as
discussed, are modified by the presence of surface currents.
In the SO, our results showed that the co-flowing currents
decrease the wave energy mostly because of an overall
reduction in the relative wind. However, a considerable
positive bias remains (Section 4). It is not clear from the
results of the previous sections whether the presence of this
remaining bias is associated with wave model physics, due
to the poor resolution of wind and current grid as shown
in Section 4.3 or simply transferred to the wave model by
inaccurate forcing. A quantitative assessment of the impact
of currents on wave refraction is not possible with the spatial
resolution provided by the CFSR as seen in Figs. 11 and 12.
Nevertheless, we can verify if part of the large-scale bias is
directly passed on to the wave model by wind and current
forcing.

The validation of the wind speed provided by the CFSR
against satellite data for the SO is shown in Fig. 13. The
modeled winds, which have mean direction close to wave
propagation (west/southwest), show a very similar pattern
of positive bias in the latitude range considered (30◦–60◦).
Similar results were reported in Chawla et al. (2013) and
Stopa and Cheung (2014). It indicates the Hs bias shown in
this and other studies are partially associated with a positive
bias in the wind product from the CFSR used to force the
wave model.

In this study, we do not validate the current fields from
the CFSR. However, it is worth discussing the results
from Saha and et al (2010). The authors compared the
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Fig. 13 Spatial distribution of absolute bias for CFSR wind speed for the year 2012 in the Southern Ocean (left) and associated scatter density
plot. Displayed statistics are as in Fig. 3

reanalysis currents to surface drifters drogued at 15-m
depth. The CFSR maps were compared to the current fields
derived from the pseudo-Lagrangian motion of drifters. The
modeled currents show good agreement to measurements
in the Northern Hemisphere and in the tropical range but
have a smaller eastward velocities in the Southern Ocean,
specially in the latitudes 40◦–60◦. The ACC was seen
to be a key component in reducing the momentum flux
from wind to waves. Therefore, its underestimation in the
reanalysis used hinders a complete representation of the
role of currents in decreasing the wave height in the SO.
A proper representation of the current field in the Southern
Hemisphere will thus reduce the positive bias in Hs further.
Furthermore, the CFSR poor resolution hinders a proper
evaluation of propagation effects on the large-scale biases.

6 Conclusions

The relevance of ocean currents to wave modeling in large
ocean basins is investigated. The approach taken consists
of simulating wave fields using the WW3 model with and
without surface currents. Some specific model settings are
also modified to understand the cause of the observed
differences, mainly by dividing the possible current-induced
effects into wave generation and propagation. The results
are validated against global altimetry data with the emphasis
on the Southern Ocean and the wave parameters obtained
from the analysis of the Southern Ocean Flux Station
(SOFS). For the spatial validation of model results against
altimeters, we divide the SO into three sectors: Atlantic,
Pacific, and Indian Oceans.

In the absence of currents, the validation of the
significant wave height Hs against altimeters shows positive
biases and errors in high southern latitudes. The Indian
Ocean sector has the highest bias (0.375 m) and RMSE
(0.607 m), followed by the Pacific (0.310 and 0.534) and
Atlantic (0.245 and 0.522) sectors, while for the entire SO,
the values are 0.320 and 0.561, respectively. Biases are also
observed when validating the model for Hs (0.466 m), Tp

(1.762 s), and the Tm01 (0.618 s) at the SOFS location.
For the directional wave parameters, the validation shows
standard deviation and root mean square error of the angle
differences of 20.87 and 30.65 for θp and 15.60 and 25.03
for θm, respectively.

When surface currents are included in the model, a
substantial improvement is observed for the simulation of
the main wave parameters. The bias in the SO is reduced
from 0.320 to 0.244 m and RMSE improves by 0.053 m,
from 0.561 to 0.508 m. The sectors with largest biases
and errors are also the ones with greater improvements of
absolute and normalized statistics. In order to understand
which mechanism is mainly responsible for the model
improvements in the presence of currents, an additional
simulation is performed without considering the relative
wind (i.e., the vector balance between wind and current).
By doing so, the momentum transfer from wind to waves
is unaltered. Interestingly, from our analysis, the current-
induced reduction of wave height is mostly related to the
effective wind in the SO. Propagation effects play a smaller
role in the overall mean reduction of Hs when using the
CFSR currents. However, they are important in regions of
relatively strong currents such as the Agulhas Current, in the
Drake Passage and around the New Zealand islands. These
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differences can potentially impact the wave climate in these
areas. However, the small role of refraction on the reduction
of large-scale biases is possibly a result of the low resolution
of current fields provided by CFSR. Local structures are
crucial to governing mesoscale spatial variations of Hs as
shown in Ardhuin et al. (2017).

The current field improves the statistics for all non-
directional parameters—Hs , Tp, Tm01—at the SOFS. For
Hs , the normalized bias in the presence of currents is
15.57% of the value in the absence of currents, whereas
for mean period, it is 14.70%. The peak period Tp is less
sensitive to the inclusion of currents and Nb is 7.00%
lower than that for no-current conditions. The analysis of
the bias difference �NBias between simulations in the
absence and presence of currents as functions of Hs and
Tp shows that the currents have a stronger impact on
larger and longer waves. Acknowledging that the effective
wind is an important factor for wave height (and period)
reduction, this result suggests that distantly generated swells
are strongly affected and, at least from our simulations
using CFSR currents, more affected than locally generated
waves. However, it is necessary to bear in mind that the
resolution of the current field hinders a proper description of
mesoscale eddies and other features near the SOFS buoys.

Differently from the wave parameters discussed above,
the modeled peak direction θp and the mean direction θm

do not show noticeable improvements when currents are
considered. In fact, mean direction statistics deteriorate.
Although our results indicate that the one of the dominant
mechanisms of wave height reduction is the decrease of
relative winds, the less sensitivity of wave direction to
the inclusion of currents can be an artifact of the coarse
numerical and current grid resolutions. The numerical
simulation of ray trajectories on a theoretical eddy shows
that as the resolution decreases from 0.1◦ to 0.5◦,
the refraction of wave rays and associated patterns of
convergence and divergence becomes inaccurate. Therefore,
the spatial resolution of the current field must be such
that ocean eddies are resolved so that they can reproduce
modifications of the wave propagation path. As a qualitative
test, we nested the global model to a high-resolution current
grid with boundaries at 135–145◦E and 52–45◦S (10◦ ×7◦).
The current field in this grid has high resolution (1/12◦). The
visual comparison of the wave height in this domain shows
that the presence of eddies can modify the wave height
distribution and the definition of zones of convergence
and divergence of wave energy. However, this result is a
qualitative assessment only. Further investigation is planned
to validate the simulations with high-resolution numerical
and current global grids.
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