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Abstract In this paper, a new methodology is proposed for the computation of Background Errors in
wave data assimilation systems. Background errors define the spatial influence of an observation in the
model domain. Since at present the directional wave spectrum is the fundamental variable of both state-of-
the-art numerical models and most modern instrumentation, this is at the core of the proposed methodol-
ogy. The advantage of the spectral approach is that the wave spectrum contains detailed information of the
different wave systems and physical processes at work (e.g., wind-sea or swells). These systems have differ-
ent origins and may be driven by different mechanisms, having therefore different spatial structures, length
scales, and sensitivity to local wind conditions. The presented method enables making consistent and spe-
cific corrections to each component of the spectrum, in time and space. The innovations presented here
require an integral look at the data assimilation algorithm for which a suitable scheme is also proposed.
Examples of computed background errors are presented for shelf and oceanic basins showing the spatial
structures of the different wave systems active in these areas.

1. Introduction

A strong limitation of present wave data assimilation systems is that quite often they consider observed
integral parameters to correct the modeled wave spectrum [e.g., Lionello et al., 1992; Chen et al., 2004;
Wittmann and Cummings, 2005; Greenslade and Young, 2005; Sannasiraj and Goldstein, 2009; Dee et al.,
2011]. This practice has a major drawback because wave conditions are typically complex, involving locally
generated waves (wind-sea) and one or more swell systems. In such conditions, integral parameters provide
a poor representation of the actual sea truth. For instance, a specific wave height may correspond to many
totally different combinations of wave conditions. Therefore, trying to correct a complex sea state with a
limited set of observed parameters is obviously risky, certainly too ambitious. Moreover at present several, if
not most, wave measuring devices aim at obtaining the directional wave spectrum, and there is a steadily
growing amount of such information worldwide [e.g., National Data Buoy Center, 2015; Data Buoy Coopera-
tion Panel, 2015; Rijkswaterstaat, 2015; Marine Automatic Weather Station Network, 2015; The Coastal Data
Information Program, 2015]. In this context, considering the modern modeling and observing technologies,
it is a most natural step forward for wave data assimilation systems to put our attention on the whole spec-
trum, i.e., to move to a fully spectral approach. In this paper, we address some of the key challenges
involved in the development of such a scheme, focusing primarily on the computation of a crucial element,
the background error covariances.

Most of the present operational wave data assimilation systems (e.g., European Centre for Medium-Range
Weather Forecasts, henceforth ECMWF, Meteo France, Australian Bureau of Meteorology) are based on the
scheme of Lionello et al. [1992], which was designed to assimilate altimeter data (i.e., significant wave height
only, Hs). The just mentioned limitations were clear since those initial developments, and Lionello et al. thor-
oughly dealt with some of the related issues. A crucial one is that Hs is not the model variable, but just one
bulk parameter obtained from integration of the spectrum. Therefore an ad hoc function is needed to trans-
fer the Hs corrections to the wave spectrum. However, from information of Hs only, the most straightfor-
ward and only valid solution for correcting the spectrum is an uniformly, or proportionally distributed,
update of energy over the whole frequency-direction domain. The limitation of such a solution follows
directly, because in the wave growth mechanism there is a strong dependence between wave height and
peak period (Tp), in such a way that for an inconsistent balance between wind speed, wave height, and
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peak period the model quickly overrides the corrections and resumes its former behavior. To overcome this
issue, if we are dealing with wind-sea, any update of Hs must involve a corresponding update of Tp. A simi-
lar, but more relaxed, relationship exists for each swell system where the limit is given by the wave steep-
ness. Therefore the update of Tp must in turn consider the stage of wave development, i.e., the wave age.
Correspondingly, Lionello et al. [1992] consider two Hs-Tp correction strategies, for wind-sea and swell,
respectively. However, they did not split the spectrum, because from the altimeter measurements there is
not enough information to properly distribute the correction among the single spectral components. In
their scheme, they check the growth stage of the predominant wave system and apply the corresponding
wind-sea or swell correction to the whole spectrum. In reality in the ocean there is a whole bunch of inter-
mediate situations between wind-sea and swell.

With the advent of more sophisticated and remote sensing instruments, namely directional buoys and the
Synthetic Aperture Radar (SAR), it was apparent that many limitations related to the altimeter would be over-
come, because these instruments provide estimates of directional wave spectra [Hasselmann et al., 1996,
1997]. However, other shortcomings affect the 2-D measured spectral data, some of them addressed in
more detail in the discussion. What is relevant for the present approach is that one cannot expect two sour-
ces of spectral data to match bin by bin with acceptable accuracy. This is due to the statistical conditions
involved in the concept of measuring the spectrum at given time and location [e.g., Donelan et al., 2015;
Donelan and Pierson, 1983]. To deal with this issue, Gerling [1992] and Hasselmann et al. [1996] devised the
partitioning method, which consists of identifying spectral features that can be associated to physical wave
systems. Based on this principle, the wave systems found in the observed spectrum would be ‘‘cross
assigned’’ to those of the model spectrum and each of them would be updated accordingly. However, this
cross-assignment step is not that straightforward for reasons that are not only practical, but mainly concep-
tual. Even if robust spectral partitions are obtained from the two sources, a perfect match between them is
unlikely. In general there will be more partitions in the observed data, some of them corresponding well
with model wave systems, others less so or not at all. The point is that there is substantial uncertainty in the
observed 2-D spectral estimates [e.g., Donelan et al., 2015, discuss well the related limitations], which
appears, or it is interpreted, as natural variability. This variability cannot be handled following a determinis-
tic approach as currently done. Based on this argument, the method proposed here suggests a stochastic
view of the cross-assignment routine. For this purpose, we define the wave systems in a statistical sense,
i.e., independently of time. This new perspective affects every single step of the assimilation routine, start-
ing from the need to assess the wave climate from a spectral perspective. In this paper, we are specifically
concerned with the specification of background errors, because we consider this element central to the
whole data assimilation problem. Nevertheless, because they are all interconnected, we address several
related issues like the spectral correction step and the optimization scheme.

The paper is organized as follows: in section 2, we give an overview of background errors in numerical
wave modeling, focusing on their importance in data assimilation. In section 3, the conceptual framework
of the statistically defined spectral wave systems is outlined. Section 4 is dedicated to the issue of correcting
the wave spectrum. Section 5 explains the methodology proposed here to derive the background errors. In
section 6, we present the related results for two different scenarios (ocean and shelf basins). In section 7,
several issues related to the data assimilation algorithm, including the optimization scheme, are addressed.
Section 8 summarizes our main conclusions.

2. Background Errors in Wave Modeling

One of the inherent characteristics of environmental modeling in regard to data assimilation is the fact that
measurements are point specific, in contrast with the spatial model representation. Independently of the
robustness and accuracy of numerical models data, assimilation is expected to improve the model predic-
tions. This is not only because of the general perception that observations are more accurate than model
results, but mainly because in the Bayesian framework the combination of information is expected to
decrease the overall resulting uncertainties [e.g., Kalnay, 2003]. The basic question then is how the point
measurement information should be distributed into the model spatial domain. Since it is clear that in data
assimilation we are confronted in general with an extrapolation problem, the key issue is that a wrong

Journal of Geophysical Research: Oceans 10.1002/2015JC011309

PORTILLA-YAND�UN AND CAVALERI BACKGROUND ERRORS IN WAVE MODELING 210



spatial distribution of observed data will directly translate into the introduction of errors into the model,
rather than the intended corrections, no matter how accurate observations are [e.g., Sannasiraj et al., 2006].

The mathematical formalism to carry out this spatial distribution is well defined, based on the covariance of
background errors. The error covariance, between a reference point (i) of the spatial grid (the measurement,
hence assimilation, point) and another arbitrary remote grid point (j), is defined as hwi wji, where w is the
error signal we want to analyze, in our case specific to a wave system. Given the respective error standard
deviations r(wi), r(wj), we define their q correlation coefficient as:

qi;j5
hwiwji

r wið Þr wj
� � (1)

q is a very useful parameter, in practice a metrics of the uncertainty of the reference point to represent the
remote point.

Thus, the error covariance is fully specified if the other two terms are known. A sound method for estimat-
ing the error standard deviation is given for instance by the triple collocation method [e.g., Janssen et al.,
2007], but the covariance and the correlation coefficient are tightly linked to each other. A common practice
(and common mistake as well) is to consider that the correlation decays with distance, generally raised to
some negative power [e.g., Lionello et al. [1992]; Voorrips et al., 1997; Hasselmann et al., 1997; Aouf et al.,
2006]. This assumption carries with it several physical and statistical implications, the most important one
being the homogeneity and isotropy of the wavefield. However, when dealing with waves, homogeneity is
hardly fulfilled even in oceanic conditions. At the generation zone, waves depend on fetch, so even for a
homogeneous wind field, the longer the fetch, the larger the wave height and the lower the peak fre-
quency. So from their origin there is a marked heterogeneity of the main wave parameters. After the gener-
ation, waves are subject to dispersion, so heterogeneity is enhanced (although on a larger scale). Similarly,
although there is often a preferential direction for waves at every specific site, more in general there are dif-
ferent wave trains with different genesis, traveling in different directions and with different characteristics.
So the isotropic condition is hardly met in reality.

Greenslade and Young [2005] evaluated the isotropy of the significant wave height field. For an example,
they considered a 3 month period in the Indian Ocean dominated by monsoon regime. In their approach,
they used the anomaly between the time-dependent variable and its expected value (climate) as a metrics
for background errors. They found that even for the overall wave height there is a marked anisotropy which
was then quantified. In nearshore and shelf conditions Portilla [2009] and Waters et al. [2013] found the
homogeneity condition based only on distance as inappropriate, since at that scale there are many geo-
graphical features that influence the wave conditions and therefore also the region of homogeneity. In
order to estimate that region, Portilla [2009] evaluated the spatial variation of several integral parameters,
finding that each of them exhibits a different spatial structure and length scale. Therefore, it was obvious
that a more robust and consistent approach was required, the natural step being to consider the wave spec-
trum as such rather than its integral parameters.

The advantage of the wave spectrum is that it contains a lot of specific information about the local wave cli-
mate including some characteristics of the state of wind forcing (wind-sea and swell), as we can derive from
the steepness and directional distribution of the various wave systems. Its analysis allows us to make spe-
cific and dedicated corrections to each component. Therefore, it is important for data assimilation to have a
good knowledge of the local wave climate, not merely in terms of integral parameters, but mainly on a
spectral basis. This is the subject of the following section.

3. Long-Term 2-D Spectral Statistics

Wave conditions at any specific site are in general complex with wave trains of different characteristics that
in turn are the response to different meteorological events. A common and crude classification is that of
wind-sea and swell, but even within these two categories there might be other wave conditions possible. In
fact, meteorological conditions are highly variable, so wave characteristics will also be different in many
aspects such as genesis, fetch, direction, typical heights and periods, among others. The present representa-
tion of waves based on the directional wave spectrum, both from observations and models, is a good, and

Journal of Geophysical Research: Oceans 10.1002/2015JC011309

PORTILLA-YAND�UN AND CAVALERI BACKGROUND ERRORS IN WAVE MODELING 211



at present the best, source to derive many of these characteristics. A methodology to develop spectral
wave climate variables has been presented by Portilla et al. [2015]. The method is based on the statistics of
spectral partitions, defined as independent wave systems within the spectrum. The partitioning technique
is explained in detail in Portilla et al. [2009]; here a brief summary is given for the sake of completeness. The
concept of partitioning is based on the assumption that waves originated by particular meteorological
events appear as different entities in the wave spectrum. These entities can be identified as spectral pat-
terns, using, for instance, image processing tools. An issue of consideration in this processing is the level of
noise inherent to spectral estimates, which depends on the data source, model, or observations. For robust
partitioning results this noise needs to be consistently disregarded. In general, a level of about 2% of the
total energy is sufficient to characterize noise in observations. In modeled data this level is even lower.

Once consistent and independent wave systems are obtained from a long time series of spectral data, the
partitioning technique can be further exploited to characterize the local wave climate on a spectral basis. A
proposed methodology for this is given in Portilla et al. [2015]. For spectral characterization, several possibil-
ities exist (we can consider different parameters like the mean, median spectrum, or others; some of these
were tested in the cited reference). However, from these many possibilities it was found that the ‘‘empirical
distribution of the peaks of partitions in frequency and direction’’ is particularly skillful for the purpose of
defining wave systems statistically. This bivariate distribution contains information about all possible wave
regimes that can occur at a single location, but two particularly useful indicators are their frequency-
direction domains, and their occurrence probabilities. This information is crucial to understand the local
wave climate in regard to the different possible wave systems. Moreover, it turns out that at every site this
distribution is unique and constitutes a sort of wave climate footprint. Therefore, it can also be used to
establish the spatial distribution of the individual wave systems. This is a key concept in the present meth-
odology because the spatial distribution of single wave systems derived from model data allows us to
understand their structure, extent of homogeneity, isotropy, and therefore their associated correlations,
which is the basic information required to estimate the background error covariances. Clearly the statistics
can be evaluated on a, e.g., yearly, seasonal or other basis. For the present paper, yearly ones have been
considered.

To work out the method, we consider two locations with rather different characteristics, one in the North
Sea and the other in the Equatorial Pacific. Figure 1 shows the spectral statistics at the chosen locations.
These statistics have been obtained using 35 years of ERA-Interim output from the WAM model operated
by ECMWF [see Dee et al., 2011, for details about the data set]. These probability density distributions con-
tain two important pieces of information related to the local wave climate. The first is the spectral domain
of each wave system, the second is their occurrence probability. From these two, the statistics of all the
other spectral parameters (significant wave height, mean wave period, mean direction, among others) for
each wave system can be derived. A relatively detailed analysis of the spectral wave conditions of the two
considered areas can be found in Portilla et al. [2013, 2015]. For the sake of clarity of the overall procedure,

Figure 1. Spectral statistics (occurrence probability of spectral partitions, in percentage) at (a) the North Sea and (b) Equatorial Pacific,
obtained from spectral time series from 1979 to 2013.
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it is convenient to provide here a brief summary of the main spectral wave systems for which the error
covariance is to be estimated. This is done for the North Sea and the Equatorial Pacific.

3.1. Spectral Wave Climate
3.1.1. North Sea
The North Sea is located in the extratropical zone. Therefore, it presents a marked seasonality with strong
storms during the boreal winter months (December–January–February), and relatively calm meteorological
and wave conditions in the summer (June–July–August). A map of its southern part can be seen in Figure 4,
the dot showing the position of the oil tower later used as a reference point. In addition, the whole basin is
nearly closed at its west boundary to incoming swells from the Atlantic Ocean, but local waves can be gen-
erated by winds blowing over the English channel. In turn, the North Sea is open to the north, so that swell
waves generated in the North Atlantic and the Norwegian Sea (to the North of the shown area) penetrate
constantly into the domain. Locally generated waves from those directions are also relatively frequent and
sometimes associated to extremes due to the long fetch. Other wave systems are related to northeasterly
and westerly winds. This information can be derived from spectral statistics as the one shown in Figure 1a.
In the southern part of the North Sea, at the location of K13 (538N–3.28E), up to seven wave systems can be
identified. For the present purposes, from those seven systems we consider only two main groups, the first
encompassing all wave systems propagating to south (i.e., A1, A5, and A6), and the second encompassing
all the wave systems propagating to north-northeast (A3, and A4). Waves in the first group are the most
recurrent, and although their magnitudes in the mean are moderate, as already mentioned, they are associ-
ated to the largest extremes in the series. In turn, waves of the second group are less recurrent, but they
constitute the most energetic condition on average.

Figure 2. Spectral statistics (occurrence probability of spectral partitions in percentage) of neighboring points in the North Sea. The coordi-
nates are 3.28 in longitude for the four points and from 538 to 568 in latitude [after Portilla et al., 2015].
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3.1.2. Equatorial Pacific
As its name suggests, this area is dominated by tropical conditions, and given the large dimensions of the
Pacific Ocean and the geographical position of the reference site at the eastern border (18S, 938W), off the
coast of Ecuador, it is exposed to swell waves arriving from many different directions (Figure 1b; see also
Figure 5 for the geography of the area). Wind conditions vary from moderate to low, preferentially from
southwest, but northeasterly winds are also common during the boreal winter months including the wind
jets from Central America. Therefore, wave conditions in this zone are dominated by swells. The most recur-
rent and energetic are generated in the southern hemisphere (mostly active during the austral winter). Fol-
lowing the analysis by Portilla et al. [2015], these split into two groups, the first with marked swell
characteristics (B1) and the other with characteristics of young swell (B3). In turn, during the boreal winter,
swells generated in the northern hemisphere are dominant (B2). These three wave systems are the ones we
consider here for developing the background error structures. A similar approach could be followed for the
other wave systems seen in Figure 1b (i.e., B4, B5, and B6).

3.2. Cross Assignment
3.2.1. Model to Model Cross Assignment
For the spatial assessment of wave systems, spectral statistics have to be derived for every model grid point.
This overall information allows us to understand the spatial structure, dimensions, and other characteristics
of each individual wave system. For that it is necessary to find at every model remote location (j), the corre-
sponding wave system related to that of the model observation location (i). The key point is that in these
(statistically defined) wavefields we do not have ‘‘discontinuity fronts.’’ Rather, the change from point to
point is progressive, in the sense that a local feature, e.g., a wave system or partition, is expected to appear,
albeit with some little modifications, in the neighboring points, the difference obviously increasing with dis-
tance because of the general meteorological pattern, of local coastal features or others. This can be conven-
iently summarized saying that the field is characterized by a differential variability of the spectra [see, e.g.,
Van der Westhuysen, 2013]. All these properties allow the procedure to be carried out automatically.

We show all this considering the spectral statistics at several neighboring points in the North Sea (Figure 2).
The wave system 1 (A1) is probably the easiest to identify in all grid points. Once this wave system has been
chosen (as target for data assimilation at the corresponding observation location), given its (f, h) peak posi-
tion, the algorithm is set to search in the neighboring points the corresponding (f, h) coordinates, within
some range of variation. Note that the spectral domains of wave systems A5 and A6 are relatively close to
that of A1. Besides, they share other characteristics like the propagation direction. For this reason, these
three wave systems are considered here as a single group.

Similarly, all the other model wave systems can be easily identified and cross assigned in the model spatial
domain. In general, there is a one to one correspondence of wave systems among neighboring points. The
possible exceptions are found in the spatial boundaries of a particular wave system. For instance A3 can be

Figure 3. Spectral statistics (occurrence probability of spectral partitions in percentage) of model and observations at the point 538N–3.28E in
the North Sea corresponding to the Dutch platform K13. (a) Model data (1979–2013), and (b) buoy data (2003–2007) [after Portilla et al., 2015].
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clearly identified at point 538N–3.28E, but it is less and less evident in the other points as one moves north-
ward. This indicates that the boundary has been reached and this condition can be easily specified in the
algorithm.
3.2.2. Model to Observations Cross Assignment
One of the most challenging aspects in spectral data assimilation is the ability (or inability) of the algorithm to
cross-assign information between model and observations. It is clear that such a task cannot be done directly
between the two corresponding matrices. Observed and model spectra typically have different resolutions,
frequency ranges, noise levels, among others. At first sight the partitioning technique seems to be the right
tool to assist this operation because of the data reduction involved. However, there are other difficulties
involved. The spectrum itself is a stochastic variable, and while observations are estimates of that variable
obtained via sampling, models are essentially deterministic computations of that stochastic variable. Of course
this does not mean model spectra are a faithful representation of the truth, and for serious reasons. Reality
can be very complex, with, e.g., wind fields varying over spatial or time scales that are not even represented
by meteorological models. As a consequence, apart from the noise, one cannot expect observations partitions
to be perfectly consistent in time and this complicates enormously the cross assignment of partitions, to the
point that it is nearly impossible to consign this task to a computer algorithm given the level of subjectivity
involved. A feasible solution to this problem is presented here, again by means of long-term 2-D spectral sta-
tistics. The occurrence probability of spectral partitions defines all possible wave systems at the location (eight
wave systems for the example of Figure 3b). All time-dependent partitions and their variability will fall within
these eight clusters. Consequently, this cross assignment can be done using statistical stencils from model
and observations, so that the time dependence issue is overcome.

To this end, similar spectral statistics need to be derived from observed data, which contrarily to the model ones
are point specific. In this case, it is reasonable to expect differences (possibly large) between the observed statistics
and those of the model grid point at the same location, which is one of the reasons why data assimilation is
required. In any case, observed spectral wave systems need to be matched to those of the model at the same loca-
tion. However, in spite of the fact that using spectral statistics of both sources reduces significantly the level of sub-
jectivity making this task a lot easier, it is hard to conceive that a mere computer algorithm can do this model to
observations cross-assignment task correctly. As a matter of fact only a subjective and expert assessment can guar-
antee consistent results. Therefore, although it may be possible to develop an algorithm to carry out this task, in
the present solution we still leave this step to a human. The great advantage in the present approach is that such a
task only needs to be carried out once for every observation point that is introduced in the assimilation system.

For illustration, consider the buoy data from the Dutch platform K13 and model data at the same location
(538N–3.28E) shown in Figure 3. As a whole, there is a relatively good agreement between both statistics.
However, there is not a one to one correspondence. For instance wave systems A1, A5, and A6 from the
model cannot be clearly distinguished in the buoy data, but the general trend is consistent, there are swell
systems propagating southward (C1) and these make the most recurrent condition at the reference point.
Similarly, by visual assessment we can cross-assign A2 from the model to the buoy wave systems C3, C6,
and C8. A slightly more challenging case is that of wave systems A3 and A4 from the model. In the buoy

Figure 4. Background errors correlation coefficients in the southern North Sea, at the K13 location (538N–3.28E). (a) Southward wave system (buoy C1, model A1–A5–A6), (b) northeast-
ward wave system (buoy C2–C4–C5, model A3–A4), and (c) parametric correlation as used by Voorrips et al. [1997]. See Figure 3 for wave system definition.
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data there are three wave systems (C2, C4, and C5) with directions similar to A4, but A3 is not clearly repre-
sented. The question is then whether we can cross-assign model wave system A3 and A4 to buoy wave sys-
tems C2, C4, and C5. For the present application and illustration we have proceeded calling this group
northeastward wave system. Note however that this decision remains subjective and that other possibilities
exist. Note also that consigning such an assignment to a computer automatic procedure can be very diffi-
cult. However, while this is a repetitive task, to be repeated (and judged) at each new application, the
advantage in the present approach is that these two cross-assignment tasks are carried out on a spectral
statistical indicator, hence not on a time-dependent basis, but done only once for every assimilation point.

Note that in the present approach the wave systems are predefined and statistically cross assigned. There-
fore, time-dependent spectra have to conform to the statistical stencils. This approach implies a couple of
interesting aspects. The first is that every observation point and every considered wave system must have
an individually associated background error covariance matrix. The second is that time-dependent spectra
are compared (in real-time data assimilation). If a certain wave system is (is not) present in the observation
data, but it is not (is) in the model, then the system needs to be introduced in (erased from) the model. It
should be noted as well that the wind-sea/swell attribute is considered here implicitly, because each wave
system having a specific spectral domain has also well defined characteristics as for instance the height/
length, i.e., H/T, ratio, regarding the wind forcing [see Portilla et al., 2015].

4. The Spectral Correction Scheme

In principle, the information of the individual wave systems allows to correct as many parameters as
observed by the instrument. For instance, wave measuring buoys based on 3-D accelerometers or

Figure 5. Background errors correlation coefficients in the Equatorial Pacific Ocean, location (18S–938W), (a) Northeastward wave system,
(b) Northwestward wave system, and (c) Southeastward wave system, (d) parametric correlation as used by Lionello et al. [1992].
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corresponding systems are capable of providing the 1-D spectrum plus, for each frequency component, the
first four Fourier coefficients of its directional distribution, information from which variance density, mean
direction, directional spreading, skewness, and kurtosis can be derived [e.g., Kuik et al., 1988]. However,
model spectral errors cannot be evaluated and corrected further than what is measured. Therefore, in the
present approach the estimation of background errors is tightly linked to the spectral estimation scheme.
For the development of the methodology, the following straightforward model is considered:

S f ; hð Þmj;estimate5ao
�S bo

�f ; h1doð Þmi;true (2)

Equation (2) states that the directional spectrum of wave system m at any remote grid point j is estimated
using the information of the ‘‘true’’ corresponding wave system at the observation location i. This estimation
is carried out with the three parameters ao, bo, and do which target the system main wave parameters, i.e.,
variance density (S), frequency (f), and direction (h) respectively.

Note that equation (2) implies that a new field of wave conditions, over a spatial domain around the obser-
vation/assimilation point, is being ‘‘produced’’ purely on the basis of the observed single point information,
obtained by means of a parametric model a, b, and d in equation (2)), hence with the derived partition char-
acteristics, varying from place to place (grid point to grid point). This new information will be combined
with the wave model field, which in turn is built from the physical representation of the dominant proc-
esses. In the Bayesian framework, each of these fields is given a weight according to their error statistics. It
is in this idea that lies the importance of background errors.

In addition, both wind-sea and swell tend to maintain the respective characteristic relationship between
wave height and period. For wind-sea, this dependency is rather strong and related to the growth process
and dynamics of a wind-sea. In the case of swell, it is associated to the propagation history of the system
and to the low spatial gradient of its characteristics. For the present evaluation of background errors, we
expect these relations to be fulfilled to the extent the model is able to represent them. Therefore, for a prac-
tical approach we use the inherent relations developed by the model for each system, but attention has to
be given to the fact that such a relation could be tested and addressed by data assimilation in the present
context.

5. Computation of Background Errors in Spectral Wave Modeling

Equation (1) provides a relationship between the error covariance hwi wji, the error standard deviations
r(wi), r(wj), and the error correlation coefficient q. For the practical use of data assimilation, we need to
know hwi wji. This can be derived knowing r and q. Assuming (soon to be discussed) the availability of the
true spectra at all the grid points, the q between any two points is obtained by evaluating the spectral cor-
rection model given in equation (2), quantified through the coefficient of determination (R2, q � sqrt(R2))
defined as:

Rm
i;j

� �2
512

ð

h

ð

f

Sm
j;estimate2Sm

j;true

h i2
df dh

ð

h

ð

f

Sm
j;true2Sm

j;true

h i2
df dh

(3)

For a given wave system m, (Rm
i;j )

2 provides a relationship between the model grid point (i) (conceived as
the observation location) and the generic remote point (j). Sm

j;estimate is the spectrum (of m) at the remote
point estimated with the scheme given in equation (2) from the true spectrum at the observation location
(i.e., Sm

i;true). With Sm
j;true the true spectrum at (j), the numerator evaluates the differences between the spec-

trum obtained from equation (2) and the true one. The denominator is a normalizing term function of the
true spectrum and its expected value, where Sm

j;true can be defined, for instance, as the average. Note that
the differences are evaluated over the whole spectral domain (f, h), so that the so defined R2 aims to penal-
ize (i.e., to be highly sensitive to) any difference in the spectrum and not only (to) an integrated quantity.
However, given its definition, R2 is itself an integrated parameter. Therefore, it allows us to summarize the
spectral information into a single (spatial grid) parameter, but with a much deeper meaning that what
derived, e.g., from the simple wave height.
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The set of equations from (1) to (3) gives us a complete description of the background errors specific to
every observation/assimilation point and to every wave system. For its full evaluation, we only need a refer-
ence for the true spectra at all the grid points over the domain. Since we are interested in background
(model) errors, an acceptable valid truth can be emulated using model results. There are two main argu-
ments for this choice. The first one is that we cannot expect to have observations at every model grid point,
and, even if we had them, they would not be the true values, but just other estimates. The truth is always
unknown. The second is that the current state-of-the-art wave models represent wave conditions based on
the description of the main physical processes, which are known to a relatively high degree. Indeed using a
good wave model and an up-to-the-level scheme to transform local into remote spectra (equation (2)), bet-
ter estimates of background errors can be obtained.

Ideally, the spectral time series should be as long as possible. Current standards suggest time series of at
least a decade (depending on the application). However, a practical related limitation is the volume of data
for storage and processing, because spectra at every grid point need to be saved at regular intervals. A pos-
sibility is to use archived data from recognized databases, just like the ERA-Interim results presented in Fig-
ures 1 and 2. However, during the course of this study spectral data from ERA-Interim were not openly
available, except at a limited amount of points, and the grid resolution in the North Sea (�0.58) is lower
than what desirable for our purpose. In addition, our main goal here is to illustrate the methodology, rather
than obtaining estimates with the highest precision. Therefore we limit the simulation to one, chosen arbi-
trarily, year period, 2012. In this context, we have emulated a set of true spectra using the WAVEWATCHIII
model v3.14 with default physical packages and parameters (see Tolman et al., 2013 for details). Forcing
winds and ice coverage concentration in the poles were obtained from the GFS system (Global Forecast Sys-
tem) [e.g., Yang, 2013], and bathymetry data corresponds to the ETOPO database [Smith and Sandwell,
1997]. Two different environmental scenarios where considered for evaluation, one in the Equatorial Pacific
and the other in the North Sea, representing respectively the wide open and deep ocean and the typical
conditions in an enclosed sea, with possibly also limited depth effects. The spatial grid resolution is one
geographical degree in the Pacific, and one tenth of a degree in the North Sea. The spectrum in both cases
was discretized into 29 frequencies from 0.0350 to 0.5047 Hz in geometric sequence, and 24 directions
equally spaced. Spectra were saved at 6 h interval.

The scheme parameters ao, bo, and do are derived from the transformation, in time-dependent basis, of the
true observation location spectra (i) into the true remote spectra (j), both known. Naturally this transforma-
tion is based on the same scheme of equation (2), using the time-dependent parameters a, b, and d
obtained via optimization [MATLAB optimization routine fmincon, a constrained minimization function in
which we target the differences between the two spectra, e.g., Byrd et al., 2000]. Note that in fact a, b, and d
are variables themselves, and they carry information about the relation between variance density and fre-
quency for the wave system under consideration. Therefore, the relationship between ao, bo, do, and a, b,
and d is not unique. Rather, we find a distribution of the possible values. Here we consider the most recur-
rent ones, i.e., the peak value of their empirical probability density function. In turn, this choice implies that
the background covariance will also be representative of the most recurrent cases. However, note that
some data assimilation applications may need to target other conditions, extreme values for instance. In
that case, among other conditions, the background errors need to be designed according to the specifica-
tion of the scheme parameters of equation (2).

Finally, a new time series of estimated spectra around the target point is obtained using equation (2). Since
the true spectra are known, we can evaluate the related errors using equation (3). These results are pre-
sented in the next section.

6. Results

6.1. North Sea
For the North Sea case, we consider two main wave groups. The first encompasses the wave systems propagat-
ing southward (A1, A5, and A6), and the second encompasses the wave systems propagating northeastward
(A3, and A4) (see Figure 1a). The southward group is more related to swell conditions, while the northeastward
group is more related to wind-sea conditions. The most direct result shown by Figure 4 is the completely differ-
ent correlation structures of these two wave groups. The correlation domain of the southward waves (Figure 4a)
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is rather large, with values of 0.8 and higher covering a significant fraction of the whole basin. Due to the south-
ward propagation direction, geographical features like the Firth of Forth and Thames delta (points 1 and 2) gen-
erate shadow zones that are decorrelated from the reference (assimilation) point. Something similar occurs at
the Dutch and Belgian coasts (points 3 and 4, respectively) in this case not caused by a shadowing effect, but
due to the shallow bathymetry inherent to that region. Note that these and other similar effects do not need to
be explicitly accounted for in equation (3). Indeed they are generated implicitly due to the changes in the wave
spectra over the spatial domain. This is important as it speaks for the robustness of the method. Another charac-
teristic of the southward correlation is the relatively isotropic shape, especially in the zone of high correlation
(above 0.8).

For the northeastward waves (Figure 4b), it can be seen that the shape of the high correlation area (above
0.6) exhibits highly anisotropic conditions and it is clearly oriented along the English channel with a fanning
out shape toward the north. The associated correlation length scales are also significantly smaller than
those of the southward wave systems. Another remarkable characteristic of this correlation is that for the
medium values (around 0.5) it covers a great area of the North Sea basin (going up to the Norwegian and
Danish coasts, points 5 and 6), indicating the dominance of wind regimes all over the area whose wave gen-
eration patterns are affected by orographic effects.

The classical parametric approach, as used by Voorrips et al. [1997], Figure 4c, leads to a correlation closer to
that of the southward wave systems, but it is clearly ill to fit the complex geography of the area. Its isotropic
distribution looks at once more apt to the open space of the oceans rather than enclosed seas, areas where
the orography, and in some cases the bathymetry, may play a fundamental role. Its most problematic issue
is the unlikely high correlation values between the reference (assimilation) point, and remote points located
near the coasts or behind shadowing areas. The fact is that these high correlations force the assimilation
scheme to impose wave conditions in the remote points that might be unphysical and may certainly lead
to wrong results, but eventually also to model instability, as reported by Portilla [2009].

6.2. Equatorial Pacific
Similar results are obtained at oceanic scales (see Figure 5) with the major difference being the length
scales of the correlations. Of the three wave systems considered, there is a highly regular correlation for the
wave system propagating northeastward (Figure 5a), although with a clearly anisotropic shape. These waves
have marked swell characteristics and are originated in the extratropical storm zone of the southern hemi-
sphere. It can be seen that relatively high-correlation values (above 0.4) include the whole Central American
coasts. Another interesting feature, not only in this correlation, but in the two other ones as well, is the
shadow zone produced by the Galapagos archipelago (where the reference point is located).

The length scales of the northwestward wave system correlation (Figure 5b) are significantly smaller and
the anisotropic condition more pronounced. The reason is that this wave system is more associated to the
local wind conditions and more specifically to the trade winds that are subject to geostrophic directional
changes in the area. Here it is clear that, even though these wave systems have some similarities in the
spectral domain (mainly regarding propagation direction), they cannot be assimilated using a single
scheme because, although both correspond to oceanic conditions, their spatial structure is significantly
different.

In Figure 5c, we see the correlation of the wave systems propagating southeastward, generated in the
Northern hemisphere. In this case, the correlation length scales for the higher values (above 0.6) are signifi-
cantly lower than those of the wave system propagating northeastward, although these last present a more
clearly defined isotropic behavior. Similarly as in the case of the North Sea, here a shadow zone is visible
along the Central American coasts, caused by the geographical features upstream this area. Again the dis-
turbance of the Galapagos archipelago is noticeable, as also visible is the one due to the Hawaii islands
(points 1 and 2 in Figure 5c). The parametric correlation used by Lionello et al. [1992] seems to fit better this
last wave system (shadow zone difference between two panels). However, a major inconsistency of this
structure is the inability to adapt itself to the geographical and physical conditions. For instance, the Carib-
bean wave conditions seem to have little or no correlation with the wave conditions in the Pacific according
to the results of Figures 5a–5c. However, this cannot be specified with the parametric correlation (Figure
5d), and eventually during data assimilation these two basins will be (wrongly) exchanging information. A
similar situation occurs for the coastal zone. For the northwestward and southeastward wave systems
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(Figures 5b and 5c), the conditions nearshore (Central America) seem to be different than in the open
ocean, but this is not taken into account by the parametric correlation.

7. Discussion

We present here a new approach to specify background errors following the spectral framework that is
nowadays standard for numerical wave models and most in situ and remotely sensed observations. This
new perspective goes far beyond the mere specification of errors and requires a thorough redesign of
the data assimilation scheme which itself has to be embedded in the spectral framework. This includes the
need of taking into account from the onset the spectral wave climate of the considered area. Although this
consideration adds an extra rather laborious step to the scheme, it solves two major drawbacks of current
data assimilation systems, namely the transfer of information from the wavefields to the wave spectra (for
the case of integral parameters), and the cross assignment of spectral information (for the case of spectral
data). If wave systems are handled with a stochastic perspective these two steps become actually a lot sim-
pler and the robustness of whole scheme increases significantly.

A data assimilation scheme based on this approach has the structure presented in Figure 6. In this scheme,
spectral partitioning is applied to both sources (model and observations), their spectral statistics are derived
and wave systems are cross assigned. The data assimilation scheme runs for every wave system with a cor-
responding background error covariance matrix (BECM), resulting directly into the analyzed spectra. Note
that in this scheme the spectral wave climate and background errors play a central role together with the
data assimilation (DA), or optimization step. This is not the case in current systems where the major task is
performed by the DA scheme, and background errors are only part of the parameterization.

In this regard, it is worth noticing that a common point of discussion in the data assimilation literature spins
often around the optimization scheme. Currently several approaches exist for this purpose (e.g., Optimal
Interpolation, 3DVAR, 4DVAR, Kalman filtering, among others). From the just presented spectral approach
and from Figure 6, it is clear that the role of the optimization scheme is to properly combine the two avail-
able data sources, i.e., (a) the first guess from the model with (b) the observations based field produced in
the DA process (generated, for instance, through equation (1)). In this context, it is not evident that improv-
ing the optimization scheme ‘‘only’’ would necessary improve DA results. In turn, it is clear that the observa-
tions based field plays a central role.

Consequently, the data assimilation practice in general exerts pressure on observed data. As we have illus-
trated, integral parameters are too limited for consistent wave data assimilation. Moreover, the spectral
wave climate comparison and subsequent cross assignment demand a decent match between model and
observations, and this comparison helps identifying common model shortcomings from the onset. Here we
have used the case of buoy data to work out the examples, but the method should be valid for any spectral
source. There can be specific problems related to a given instrument and its characteristics. We have men-
tioned the SAR spectra, a high potential data source which, apart from the cross-assignment issues referred
to here, have another shortcoming related to the directional ambiguity. If such ambiguity is not properly
resolved the cross-assignment task even on a stochastic basis becomes impossible and this renders the
whole data set unsuited for data assimilation. This was at least the case for the EnviSat data set, although
the more modern instruments carried on board the Sentinel-1 mission seem to be better suited to recog-
nize propagation direction [e.g., Husson et al., 2012].

The example of observed data presented here (Figure 3b) refers to buoy data based on accelerometers, which
nowadays encompass a rich network worldwide. In addition, other modern techniques based on electric,
acoustic, or electromagnetic sampling provide also estimates of the 2-D spectra. However, we should keep in
mind that directional wave estimates are only approximations of the truth. As a matter of fact, at present such
spectral directional distribution is unknown, and assumptions have to be necessarily done to derive the 2-D
spectrum [e.g., Kuik et al., 1988; Donelan et al., 2015]. This issue is not discouraging for data assimilation
because the Bayesian combination of data allows us to specify a weight to every source according to their
related uncertainty. Therefore, data assimilation should not be viewed as a numerical artifact to make up
model results. On the contrary, the practice of data assimilation compels us to be more demanding in regard
to observations and this is a positive driver for further developments. In our example of Figure 3, the match
between model and observations is not perfect, there are components in the two sources that do not have a
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corresponding pair. This is why the cross assignment between model and observations requires expert human
assessment. Nevertheless, the match at the K13 location is very encouraging, with the main spectral features
properly represented by the model, probably because wave conditions in the North Sea are not too complex.
Such a good level of match cannot be expected at every location, less so in the open ocean. In the context of
spectral wave climate and the data assimilation approach presented here, a dedicated evaluation of model
performance at spectral level is a necessary step.

Every data assimilation system must be fit to, and exploit the possibilities of, the system it is trying to
improve. In this paper, we are proposing a new system whose aim is to take full advantage of the informa-
tion provided by the wave spectrum. Indeed the latter is the best and most complete description of the sea
surface we have at present on a large scale, now universally used and somehow taken for granted. Starting
from the historical paper by Pierson and Marks [1952], the spectral approach has been the backbone of
most wind wave studies and of today highly successful wave forecast systems. If this is to be the case in the
future is a tricky question. Except for the deterministic approach presently suitable only for very limited
areas (starting from the Euler equation see, e.g., the Boussinesq and mild slope approximations, Mei [1983],
510–512 and 86–89, respectively), no other solution seems to be lying in the faint light of an early dawn.
However, ideas, supported by the continuously rising computer power, may, and often do, arise unex-
pected. Cavaleri [2006] tried to guess the future, the basic point being how much ground a deterministic
approach will gain on the more economical, but somehow simplifying, spectral one. Thinking to the nonli-
nearity embedded into the evolution of a wavefield (and of its interaction with the atmosphere and the
ocean circulation) a possible intermediate solution could be to work with spectra as basic information, but
estimating their evolution via the deterministic approach on a physical realization of the wavefield derived
at each grid point with random phases from the local known spectrum. Another suggested solution is to
work with wave groups rather than single waves, both these physical quantities still waiting for a rigorous,
if possible, definition in a full two-dimensional field. An expected extension of any data assimilation system
is associated to a more comprehensive view of the interaction between ocean and atmosphere. Here, in the
critical layer that is the sea surface where we model waves, many processes act and interact, something
that somehow will have to be taken into consideration if we want to improve our modeling, and under-
standing, of the overall process. Whichever the new solution, and the likely corresponding increase of avail-
able information, they will require new approaches also for the assimilation technique. Which and how will
depend also on the amount of data available, something that, being basically dependent on technology, is
more likely to see a continuous and rapid development and increase. What we know is that the assimilation
techniques will, and will have to, exploit all the available information for a better forecast, but also, and
probably more important, for a better understanding of the world we live in.

Figure 6. Data assimilation scheme structure in the framework of spectral wave data assimilation. BECM stands for background error
covariance matrix.
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8. Summary and Conclusions

A new methodology is proposed for the computation of background errors in wave data assimilation sys-
tems. This methodology aims to conciliate the physical and statistical constraints involved in the definition
of background errors. In order to do that the present approach exploits as much as possible the information
provided by wave spectra. To this end it is essential to consider from the onset the spectral wave climate of
the study area, from which the different wave systems can be recognized and targeted.

Background errors are at the core of any assimilation scheme because data assimilation consists in deriving
a new wavefield from the observations at a single point. The derived new wavefield is combined in a Bayes-
ian framework with the background field delivered by the model. Therefore we can have a very sophisti-
cated assimilation scheme and also accurate observations. However, if, because of, e.g., a wrong correlation
assumption, the wavefield derived from observations is not correct, this translates into errors rather than
corrections in the analysis, no matter how sophisticated the assimilation scheme or how accurate the point
observation are.

Under the present view of statistically defined (time independent) wave systems, a solution is offered for a
critical step of spectral wave data assimilation, which is the cross assignment of wave systems from different
sources. The execution of this task in time-dependent bases is close to impossible, especially considering
the model-observations cross assignment, because the level of subjectivity required is high. Following the
statistical approach presented here the subjective judgment (still required) is confined to a single and
smooth spectral indicator, making this task now feasible.

Given their different origins, the several wave systems composing the local wave climate are governed by
completely different correlation structures. The present approach produces correlations that are consistent
with the physical processes at work in the area. This is not explicitly introduced in the scheme, but it is
obtained from the memory of the system and retrieved from its wave spectra.
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