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ABSTRACT

Observations of ocean–atmosphere coupling across persistent mesoscale sea surface temperature (SST)

gradients are used to examine the controls of atmospheric stability, pressure gradient force, and heat flux that

are considered central to oft-observed coupling between wind and SST. Moored air–sea flux measurements

near the Gulf Stream are combined with QuikSCAT satellite scatterometer equivalent neutral wind (ENW)

data to assess correlations between SST, air–sea fluxes, pressure, and wind perturbations at scales of 10–

100 days. The net effect of ocean fronts meandering past the site enabled buoy observation of SST impacts on

wind, with coupling coefficients of 0.3–0.5 similar to past studies.Wind stress–SST and ENW–SST correlation

coefficients are slightly higher, and roughly 20% of the ENW perturbation is attributed to stratification im-

pacts predicted byMonin–Obukhov (MO) similarity theory. Significantly higher correlation is observedwhen

relating wind or stress perturbations to buoyant heat flux variation. Atmospheric pressure perturbation with

SST of order 0.5 hPa 8C21 is observed, as well as high negative correlation between wind and pressure

variations. Length and time scales associated with the coupling indicate that peak correlations occur at 50–

70 days and 300–500 km, consistent with mesoscale meander scales. Coupling coefficient values vary signif-

icantly depending on analysis time scale and exhibit a range near to recently observed interbasin variability.

This variability is attributed to the extent of oceanic length scales permitted in the analysis. Together, results

affirm the central role of SST-induced turbulent heat flux in controlling pressure field adjustments and thereby

the wind perturbations over SST fronts.

1. Introduction

Ocean surface wind data from satellite scatterometers

have become indispensable for applications extending

from weather forecasting to climate research. A recent

area of increased attention is the detection and diagnosis

of air–sea coupling across SST fronts via corresponding

wind field gradients seen in scatterometer data (Chelton

et al. 2001; O’Neill et al. 2003, 2005, 2010a; Chelton and

Xie 2010; Zhang and Busalacchi 2009). These studies

find that scatterometer-derived wind speed perturbations

are related linearly to and correlated positively with me-

soscale SST perturbations, with derived coupling co-

efficients that appear to be regionally robust but that can

also change across ocean basins (O’Neill et al. 2012).

However, regions of substantial SST gradients (e.g.,

western boundary currents, tropical instability waves, and

warm and cold core rings) also frequently exhibit changing

currents, atmospheric temperatures, and long waves (me-

anders) in the SSTfield (Park et al. 2006). These effects can

potentially impact interpretation of scatterometer winds in

such regions, because these data are considered to provide

neutral stability wind estimates (e.g., Ross et al. 1985), but

there is typically limited ground truth available to evaluate

potential air–sea interface factors, such as surface currents
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and atmospheric stability and their relative importance in

these process studies (Bourassa et al. 2010). Thus, in-

terpretation of SST impacts on the overlying atmo-

sphere and wind adjustments at varied scales when

using scatterometer winds is an area of ongoing in-

vestigation (O’Neill et al. 2012; Perlin et al. 2014;

Schneider and Qiu 2015).

This study attempts to investigate several facets of the

SST–wind coupling phenomenon within the Gulf Stream

north wall region of the northwest (NW)Atlantic using a

differing but complementary approach to the spatial

perturbation investigations cited above. Here we make

use of a serendipitous dataset on air–sea frontal dynam-

ics: near-surface data collected as the Gulf Stream and its

meanders advected about a fixed meteorological flux

measurement mooring over the course of two years

during the CLIVAR Mode Water Dynamic Experiment

(CLIMODE) field experiment. The strengths of these

data include the ability to directly investigate wind, wind

stress, pressure field, and buoyancy flux adjustments to

SST change and to do so in coincidence with scatter-

ometer measurements.

One study objective is to investigate distinctions be-

tween the wind and stress in SST coupling, in particular

with respect to stability-related wind shear change across

the front; this following on from the recent study ofO’Neill

(2012). Another is to investigate dynamics via assessment

of the coupling coefficients between SST perturbations

and forcing and response terms in the context of Gulf

Streammeanders that impose SST variation at time scales

of weeks tomonths within this time series dataset. Because

of subtleties in the relation between scatterometer wind

and surface flux buoy measurements, a brief review is

provided belowbefore themethods, results, and discussion

are presented.

a. Marine atmospheric boundary layer dynamics and
Monin–Obukhov similarity theory

The layer of the atmosphere above the surface of the

ocean is referred to as themarine atmospheric boundary

layer (MABL) because here the atmosphere is affected

by friction with the sea surface, leading to turbulent air–

sea exchanges of momentum, heat and mass. The region

of theMABLwhere fluxes differ by nomore than 10% is

called the surface layer (or a constant flux layer), and its

depth is generally the lowest 10% of the MABL. The

surface layer indicates that region of the atmosphere

where the flow is governed by the generation of turbu-

lence by wind shear, and enhanced (suppressed) by

buoyancy (stratification). The wave boundary layer

(WBL) is the base of the surface layer where wave-

induced fluctuations can impact momentum, heat, and

mass exchange.

The turbulent flow statistics within most of the surface

layer (i.e., outside of the WBL) can be investigated

using a set of scaling arguments known as Monin–

Obukhov (MO) similarity (MOS). In MOS, variables

associated with turbulent flows are made dimensionless

using length, temperature, humidity, and velocity scales

based on the constant surface fluxes. The velocity scale u*
is the MO velocity scaling parameter, also known as the

friction velocity, and is used to define the surface stress:

t52r
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u0w0 ffi r
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* , (1)

where ra is the density of air; w0 and u0 represent the
turbulent fluctuations of vertical wind and streamwise

horizontal wind, respectively, with the overbar denoting

a time average. The magnitude of the friction velocity is

similar to turbulent velocity fluctuations in the surface

layer.

A critical variable in turbulent surface layer definition

is the vertical wind shear. In surface layer scaling, the

wind shear is made dimensionless by the friction velocity

and a length scale corresponding to the height above the

surface. MOS predicts that the dimensionless shear is a

universal function of z/L:
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where z is the height above mean sea level, L is a length

scale known as the MO length, and k is the von Kármán
constant, chosen so that the dimensionless shear equals

1 in neutral conditions where z/L5 0. The MO length L

is defined as
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where Qy is the mean virtual potential temperature, g is

the local gravitational acceleration, and w0u0y 52u
*
Ty*

represents the buoyancy flux, where Ty* is the virtual

temperature scaling parameter. The MO length repre-

sents the height at which the generation of turbulence by

shear is equal to the generation of turbulence due to

buoyancy. A key factor near strong horizontal SST

gradients at sea is that the dimensionless shear may be

strongly affected by buoyancy, which acts to enhance

mixing in unstable conditions where um , 1 and sup-

pressmixing in stable stratified conditions whereum. 1.

MOS theory and its dimensionless functions, in-

cluding um(z/L), have been validated in numerous field

experiments conducted over the ocean (e.g., Edson and

Fairall 1998; Edson et al. 2004, 2013), and MOS func-

tions are widely applied in marine surface layer
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investigations. For example, the dimensionless shear can

be integrated to model vertical wind shear as a semi-

logarithmic profile:

U(z)5U(z
o
)1

u*
k
[ln(z/z

o
)2c

m
(z/L)] , (4)

where zo is the aerodynamic roughness length, and cm is

related to the integral of um. Under neutral conditions

where z/L 5 0, the values of the stability functions are

given by um 5 1, and cm 5 0.

The semilogarithm profile can also be used to de-

termine the surface drag coefficient CD required to es-

timate surface fluxes using bulk aerodynamic methods

(e.g., Smith 1988). For example, the bulk method relates

the air–sea velocity difference to the surface stress using
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a
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where CD is the drag transfer coefficient for momentum

and Ur is the vector wind speed relative to the water

surface. The drag coefficient can be parameterized as a

function of atmospheric stability and surface roughness

(represented by roughness length zo) by combining Eqs.

(1), (4), and (5) to obtain
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This is the approach taken in the Coupled Ocean–

Atmosphere Response Experiment (COARE) algo-

rithm (Fairall et al. 1996, 2003; Edson et al. 2013) used in

this paper.

b. Scatterometer winds

The basic principles of ocean scatterometry rely on

the relationship between wind waves, wind stress at the

interface, and wind. Through field studies using tower-

based (Colton et al. 1995), airborne (Weissman 1990;

Weissman et al. 1997), and previous spaceborne sensors

(Freilich and Dunbar 1999; Verschell et al. 1999;

Weissman and Graber 1999), it is generally held that the

radar backscatter responds to changes in gravity–

capillary waves that are, in turn, controlled by the lo-

cal wind stress (e.g., Ross et al. 1985; Liu and Tang 1996).

Because in situ wind stress measurements are rare

compared to buoy-measured winds, scatterometer vec-

tor wind geophysical models functions (GMF) are cre-

ated by relating radar backscatter to ocean surface

equivalent neutral wind speed (ENW) and direction,

where the ENW includes compensation for stability-

dependent differences between wind and stress (Liu and

Tang 1996).

The concept of ENW is an extension of the wind speed

relationship given by Eq. (4) in the previous section.

Using this equation, and recognizing under neutral

conditions cm 5 0, the ENW equation for neutral wind

relative to the ocean surface Ur becomes

U
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�
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This ENW can be related back to stress through a drag

coefficient, in this case a neutral drag coefficient:
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Therefore, the surface stress, and consequently ENW

relative to the sea surface, is a function of the surface

roughness and, to a lesser extent, air density. Studies

such as Ebuchi et al. (2002) have validated ENW from

scatterometers in an overall sense using meteorological

buoy arrays such as those from the National Data Buoy

Center (NDBC). Each GMF is sensor specific and takes

into account the radar frequency, angles of azimuth and

incidence, and polarization. Given these relationships

and previous discussion, it is clear that both radar

backscatter and the surface roughness to which it re-

sponds are directly related to the gravity–capillary wave

field at the ocean’s surface, not to the wind field itself.

Although the winds are the primary forcing on the wave

surface at the length scales to which the radar responds,

any additional atmospheric or oceanic processes present

may also contribute to surface roughness. In this study,

we assume that atmospheric stability and surface cur-

rents are first order in differentiating between ENWand

the measured wind and that CD can be taken from the

COARE algorithm when deriving wind stress from the

scatterometer ENW.

c. Scatterometry and SST fronts

As noted earlier, a significant number of studies have

used spatiotemporally averaged scatterometer winds to

investigate mesoscale wind field adjustment near SST

fronts (cf. Chelton et al. 2001; O’Neill 2012). O’Neill

et al. (2012) provides an overview of the consensus and

remaining questions and also includes more recent in-

vestigation of various and disparate oceanic regions (the

Gulf Stream, the Kuroshio, the Agulhas Return Cur-

rent, and the South Atlantic Current) with an improved

methodology. Onemain outcome is the observation that

wind speed perturbations are linearly related to and

positively correlated with mesoscale SST perturbations

over all four of the regions examined by O’Neill et al.

(2010a). The aforementioned study uses 75 months of
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monthly averaged spatially high-pass filtered fields of

QuikSCAT wind speeds, AMSR-E satellite SST data,

and the equation

DU5a
y
DSST, (9)

where ay is a linear coupling coefficient between bin-

averaged wind speed perturbation DU and mesoscale

sea surface temperature perturbations DSST. The au-

thors provide ay estimates for each of these regions,

which range from 0.30m s21 8C21 over the Gulf Stream

to 0.44m s21 8C21 over theAgulhas (O’Neill et al. 2012).

Previous observational studies of this coupling co-

efficient using satellite data have covered a wide range

of spatial scales (days to months) and temporal scales

(25–1000 km), as discussed by Spall (2007). The con-

sensus result is that surface winds are enhanced over

warmer water and suppressed over cooler water. A

number of different mechanisms have been suggested to

explain these observations, which are well summarized

in Small et al. (2008). Briefly, four main mechanisms

have been put forward to explain this behavior in

scatterometer-derived wind field across SST fronts:

1) surface layer adjustment (SLA) of shear because of

changing atmospheric stratification explained by MOS

[Eq. (4)]; 2) the enhancement of vertical mixing because

of cool air advection over warmer water that mixes

down larger momentum from aloft on the warm side of

the front; 3) the horizontal pressure and boundary layer

height gradients set up by the adjustment of air tem-

perature and humidity to the underlying SST; and

4) changes in wind stress related to changes in the rel-

ative wind due to large surface currents often associated

with fronts (e.g., the Gulf Stream).

The last mechanism is more closely related to differ-

ences between the wind, wind stress, and surface cur-

rent vectors rather than a coupled air–sea mechanism.

Plagge et al. (2012) and others (Kelly et al. 2001;

Quilfen et al. 2001) have fairly convincingly shown that

scatterometer-derived winds are better correlated with

the wind speed relative to the ocean Ur than the wind

speed relative to earth. Therefore, this investigation

attempts to minimize the impact of currents in our an-

alyses by using the buoy-measured currents to produce

relative winds in this study. The first mechanism is al-

most certainly present for wind flowing across the hori-

zontal SST gradient; in essence this surface layer

adjustment is predicted a priori by MOS. The only

question then is how closely does MOS fit with the ab-

solutemagnitude of the observed versus predicted ENW

changes, and how well can this be validated with the

limited MABL data available in most studies? Next,

numerous observational and numerical studies have

concluded that boundary layer adjustments (BLA) due

tomechanisms 2 and 3 are both occurring at large spatial

scale [O(100) km] across SST gradients with derived

wind perturbations that significantly exceed surface-

driven change alone. Thus, perhaps the more central

debate lies in determining the relative importance of

these mechanisms to control of the observed correlation

between SST and wind speed (Small et al. 2008). This

study attempts to use direct covariance air–sea flux data

collected in the dynamic MABL of the Gulf Stream

north wall region to shed further light on this debate as

well as to further clarify the contribution of SLA to this

coupling coefficient.

2. Data and methods

The region of interest for this study centers on an air–

sea flux measurement buoy moored near the Gulf

Stream north wall (see Fig. 1) as part of a field experi-

ment conducted from November 2005 through January

2007. CLIMODE was conducted to investigate the for-

mation and subsequent evolution of subtropical North

Atlantic Mode Water (Marshall et al. 2009). Of partic-

ular importance in the mode water formation is the

advection of cold, dry air from the wintertime continent

out over the warmGulf Stream and north wall meanders

during such cold air outbreaks. The airflow can drive

extremely high sea-to-air latent and sensible heat fluxes

because of large interfacial temperature and humidity

differences and also because of the strong winds typi-

cally associated with these events. This then drives

intense convective activity and strong vertical exchange

of both moisture and heat with combined values of

the latent and sensible heat flux often exceeding

1000Wm22 (Marshall et al. 2009). The present study

makes use of data from these cold air outbreaks but also

all data from over the entire buoy deployment where

two features of the dataset are most critical. First, over

the course of 14 months both Gulf Stream north wall

instabilities (warm core eddies or meanders) as well as

seasonal zonal migration of the mean stream position

effectively allowed the fixed CLIMODE buoy to sample

both warmer in-stream and colder external waters. The

resulting fixed mooring dataset provides an effective

spatial SST gradient measurement. Second, the large

range of atmospheric boundary layer stability that oc-

curred over the buoy as well as the large range of in- and

out-of-stream surface currents combined to provide

dynamic range within the time series that can help to

distinguish wind stress from the wind. The distinction

may help to better evaluate the coupling between near-

surface wind, wind stress, and horizontal SST gradients

and may also apply to the interpretation of satellite
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scatterometer ENW when combined with buoy wind

stress data.

The primary in situ dataset used in this investigation

was collected on a 2.7-m met–ocean discus buoy that

served as the central air–sea flux time series platform for

CLIMODE. A detailed description of the buoy design,

deployment, and measurements are provided by Weller

et al. (2012) and Bigorre et al. (2013). Briefly, the buoy

supported two separate Air–Sea Interaction Meteoro-

logical Systems (Hosom et al.1995) to provide redundant

measurement of wind speed and direction, air tempera-

ture, humidity, barometric pressure, rainfall accumula-

tion, and downwelling longwave and shortwave radiation.

Below the buoy, near-surface current vector, water tem-

perature, and salinity were each measured hourly. Fluxes

of momentum and buoyancy were computed using a low-

power version of a direct covariance flux system (DCFS;

Edson et al. 1998). The DCFS comprised a three-axis

ultrasonic anemometer–thermometer for velocity and

sonic temperature measurements, a strapped-down in-

ertial sensing system to record platform motion (pro-

viding three-axis accelerations and angular rates), and a

compass for heading. The sonic temperature closely ap-

proximates virtual temperature (Larsen et al. 1993), and

its correlation with the vertical velocity can be used to

compute the buoyancy flux. The high-rate (20Hz) DCFS

data are used to compute hourly 20-min estimates of

momentum and buoyancy fluxes using the direct co-

variance (or eddy correlation)method after correcting for

platform motion (Edson et al. 1998; Miller et al. 2008).

The combination of scalar and eddy correlation mea-

surements then permits calculation of the wind, stability,

andwind stress estimates of Eqs. (1)–(8) via both bulk and

direct covariancemethods.Where bulkmethods are used,

we apply COARE 3.5 algorithms. The collection of long-

term direct covariance flux measurements and current-

corrected winds in tandem with scatterometer winds is

uncommon and will be assessed in the next sections.

FIG. 1. Sequential maps off theU.S. East Coast showing SST variability asmeasured from theAVHRR fromNovember 2005 to January

2007. The large blue circle shows the CLIMODE DCFS buoy location and central study site, while the dashed line gives the average

orientation of Gulf Stream northern wall. The other circles represent 2006 locations for NDBC buoys 44004 (red), 44008 (green), and

44011 (cyan). The dumbbell indicates a distance of 330 km representing the typical wavelength of Gulf Stream meanders. The satellite

imagery is courtesy of the Ocean Remote Sensing Group of Johns Hopkins University Applied Physics Laboratory.
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The study also takes advantage of three nearby

NDBC buoys (NOAA/National Data Buoy Center

2012) located northeast (NE) of the CLIMODE region,

as shown in Fig. 1. Two of these buoys are located to the

north of the Gulf Stream. The westernmost buoy 44004

is occasionally located within north wall meanders, as

shown by the spatial structure of the SST field in Fig. 1

(and the sea temperature time series in Fig. 3). These

Gulf Stream meanders result in sea temperatures at

the westernmost buoy that can be warmer than at the

CLIMODE buoy because of the spatial structure of

the eddy field. This is discussed further in section 3.

The satellite scatterometer data considered here are

from the QuikSCAT sensor, specifically the 12.5-km

resolution L2B QuikSCAT version 2 product from

NASA JPL’s Physical Oceanography Distributed Ac-

tive Archive Center (SeaPAC 2013). We have checked

results using recent QuikSCAT version 3 data pro-

cessing and find no significant alteration of study con-

clusions. The QuikSCAT orbit and swath provided twice

daily coverage of the study region. The process for col-

locating in situ and QuikSCAT data both spatially and

temporally is documented in previous work (Plagge

et al. 2009). Briefly, for a successful collocation pairing,

wind observations between the buoy and scatterometer

must occur within 30min of each other. For each satel-

lite pass within this time frame, all scatterometer wind

estimates, or wind vector cells (WVC), within a 10-km

radius of the buoy have been averaged to provide a

single wind speed and direction estimate. We discard

anyWVC that has been flagged as contaminated by rain.

With the exception of a few outliers, there is good

agreement between QuikSCAT wind speed and in situ

surface-relative wind speed, as shown in Fig. 2. Figure 2

includes both the buoy-measured wind and ENW (U10N),

both adjusted to a 10-m height. Close inspection indicates

better agreement between the QuikSCAT and ENW.

That agreement is further quantified in section 3.

3. Results

Using both buoy and satellite datasets, the following

results focus on wind speed variation within this region

characterized by proximity to strong SST fronts. Direct

measure of the turbulent fluxes and pressure by the

CLIMODE platform allows exploration of the ad-

justment of the surface layer winds and stress to the

underlying SST through a substantial range of z/L. The

investigation is aided by the long data collection win-

dow, allowing an investigation of the temporal re-

sponse of wind speed and surface stress to variability in

the SST and heat fluxes on weekly to seasonal

time scales.

a. Surface layer adjustment

Given questions that have arisen surrounding controls

on wind adjustment across SST fronts, we first examine

the extent to which one observes that the scatterometer

winds are more closely aligned with equivalent neutral

wind rather than the unadjusted ‘‘true’’ value. This can

be assessed in Fig. 3, which shows the observed ratio

between QuikSCAT and measured winds and that be-

tween the neutral and measured winds, both as a func-

tion of z/L. The stability range spans from strongly

unstable (z/L ’ 21) to strongly stable (z/L ’ 0.5). Al-

though it is difficult to discern from the individual point

measurements, the bin-averaged results versus z/L in-

dicate that both satellite and the buoy neutral winds

show similar offsets from the measured or true wind.

Scatter is not unexpected, as MOS is not supposed to

collapse these results as a function of z/L. For example,

MOS predicts that the wind speed difference is given by

U
N
(z)2U(z)5

u*
k
c
m
(z/L) . (10)

Therefore, variability in u* (i.e., variability in wind shear

and surface stress) will lead to variability in the wind

speed difference for any given stability level. The bin

averaging is expected to provide results for the average

value of u* for conditions at the buoy versus the aver-

age value of the conditions in the QuikSCAT footprint

around the buoy. Indeed, we observe overall agree-

ment between the bin-averaged results that clearly

FIG. 2. Scatterplot showing collocated QuikSCAT vs buoy wind

speeds for the entire dataset (N 5 581). The red circles represent

direct measurements of the wind adjusted to 10m. The blue circles

represent buoy data that have been adjusted to estimate the wind

speed at 10m under neutral conditions. Both buoy wind estimates

have been adjusted for surface current and thus represent wind

speeds relative to water.
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differentiate both the buoy and satellite ENW from the

nonadjusted measurements and that the close agree-

ment between these two ENW estimates across the full

range of z/L indicates that the satellite ENW data are

adhering quite well to the MOS model within this

dataset. Figure 3 ratios indicate 10% increase in neutral

versus actual winds for unstable conditions and a slightly

larger decrease in stable conditions, close to that pre-

dicted by MOS using COARE.

Using these results, one can predict that such surface

layer wind adjustment due to atmospheric stability

controlled by the ocean across an SST gradient could

amount to a 5%–20% change in ENW. For example,

consider advection southward and a transition from a

neutral MABL to an unstable layer over warm Gulf

Streamwater. Values in Fig. 3 suggest that the ENWwill

increase by approximately 0.5m s21 over the warm wa-

ter for a wind of 5m s21. The opposite effect would be

seen for an air mass moving from warm to cold. The

maximum perturbation would be close to 20%.

Such changes in near-surface stability for airflow from

cool to warm or warm to cool is the basis for why SLA is

expected to induce a positive coupling coefficient be-

tween ENW and SST in Eq. (9) even if the actual wind

remains constant. In most cases, determining the extent

of SLA impact on this coupling coefficient requires

knowledge of the horizontal variability in both the wind

speed and SST. This can be further complicated by the

surface currents and thermally driven processes that

drive variability in both the ENW and true wind speeds.

These processes and SLA contributions are further in-

vestigated in the following sections, but we note that the

first-order surface current impacts on wind and ENW

should already be removed because of the use of ob-

served water-relative velocities.

b. Wind velocity–SST coupling observed between
paired moorings

Next, a regional estimate of the relationship between

wind perturbations and SST perturbations (DSST) is

derived following the approach of O’Neill (2012) and

using paired buoy measurement differences among four

sites shown in Fig. 1 to determine the coupling co-

efficient of Eq. (9). The wind and SST differences are

spatial and computed across distances of 100–200 km in

this case, while in the following section an alternate

temporal derivative approach for computing DSST and

DV is taken using solely the CLIMODE mooring data.

Significant differences in the SST between stations are

observed over the annual cycle, as shown in Fig. 4. The

northernmost buoys are always found in the cooler shelf

water and agree to within a few degrees of each other

over the year. This contrasts with the two southernmost

buoys that show significant variability over shorter time

scales. This is because of the proximity of these buoys to

the northern wall of the meandering Gulf Stream. For

example, the CLIMODE buoy was originally deployed

(late 2005) in warmGulf Streamwaters well south of the

northern wall. By January, however, the buoy was in

cooler water just north of the wall as a result of a Gulf

Stream meander. In late March through April, the

westernmost NDBC buoy (44004) was in warmer water

FIG. 3. Plot of the ratio of neutral stability against measured wind

vs z/L. Black dots indicate buoy-neutral winds over buoy-measured

winds; gray dots indicate scatterometer wind over buoy-measured

wind. Binned averages for black dots are indicated by the black di-

amonds connectedwith a solid line, and binned averages for the gray

dots are indicated by the circles connected by the broken lines. The

error bars indicate the standard error of the data with each bin.

FIG. 4. Time series of near-surface sea temperature measure-

ments from the four buoys used in this analysis. The location of

these buoys is shown in Fig. 1, and the colored symbols match the

color of the line used for the time series.
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than the CLIMODE buoy because of a Gulf Stream ring

that propagated west to this station.

Our buoy-difference calculations do not reproduce

the rigorous analysis of O’Neill (2012), in part because

the focus is on a smaller region of interest as well as a

shorter 15-month time period when the CLIMODE

buoy was deployed. Rather, here we only compute the

coupling coefficient between the measured winds and

SST (i.e., ENW and wind stress are not addressed in this

subsection), and the winds are only corrected for surface

currents at the CLIMODE mooring. However, the in-

clusion of the CLIMODE mooring does provide an

additional complete time series near to the warmer

surface waters associated with the Gulf Stream for

comparison with three of the buoys used in O’Neill

(2012), as well as gradients between two buoys at the

edge of the meandering Gulf Stream (i.e., the

CLIMODE buoy and NDBC 44004). As such, it pro-

vides some test of the consistency with relationships

found in O’Neill (2012) near to and north of the Gulf

Stream region.

Similar to the processing and quality control steps

taken in O’Neill (2012), individual measurements and

differences in the wind speed and SST between buoy

pairs that exceed three standard deviations from their

30-day running means are removed. The time series are

then smoothed using a 10-day running average to filter

out synoptic weather disturbances. Wind speed and SST

perturbations are defined as the computed differ-

ence between the CLIMODE mooring and each of the

3 NDBC buoys. These perturbations between the

CLIMODE and NDBC buoys are then bin averaged

according to the SST gradient, as shown in Fig. 5. A

linear fit to the bin-averaged data provides an estimate

of the coupling coefficient of Eq. (9). The least squares

regression yields a slope and 95% confidence interval of

0.19 6 0.04 and a correlation coefficient of 0.92.

The y intercept of the line for the three buoy pairs

is 20.32m s21. The slope is in good agreement with the

average value of 0.22 reported by O’Neill (2012) for his

Gulf Stream region analyses. Note that all of the neg-

ative values of DSST are a result of differences between

the CLIMODE buoy and the westernmost NDBC buoy

when it was in warmer water because of a Gulf Stream

ring. All three buoy pairings contribute data with pos-

itive values of DSST.

c. Velocity–SST coupling derived using only the
CLIMODE mooring

Referring to the significant SST variations in time

observed at the CLIMODEbuoy (Fig. 4) and their likely

attribution to known Gulf Stream meanders and fila-

ments (Fig. 1) near the buoy’s north wall location, we

investigate an alternative approach for examining wind–

SST coupling by using data collected at a fixed location.

In essence, we now substitute observed time variability

for the spatial gradients in the SST, wind, and other di-

agnostic variables that have been addressed in past

studies of SST-induced MABL dynamics. The analysis

closely follows the method described by O’Neill (2012),

where the key change is the use of temporal perturba-

tions about running means from our single buoy rather

than spatial perturbations between buoy pairs. First,

bandpass filtering is applied to the 15-month-long time

series collected on the buoy. As in O’Neill (2012), a

10-day running averaging (i.e., low-pass filter) is applied

to remove synoptic-scale variability in all time series from

here forward in this study. The low-pass filtered SST

time series is shown by the red line in Figs. 6a and 6c.

Next, a high-pass filter is applied that consists of the

subtraction of a longer-time-scale running mean signal

from the low-pass filtered signal. To illustrate, blue lines

in Figs. 6a and 6c, respectively, represent the 30- and

90-day SST running means. The differences between

the red and blue lines are shown in Figs. 6b and 6d.

These are time-variant SST perturbations (DSST) from
the bandpass filtering of the raw SST time series. Using

an identical approach for wind, the 10-m buoy wind

speed perturbation (DU10) is shown by the blue lines in

Figs. 6b and 6d.

Examination of DSST and DU10 data of Fig. 6 does

suggest qualitative coherence between the wind and SST

perturbations with either the 30- or 90-day filtering.

FIG. 5. Wind speed perturbations between buoy pairs

(CLIMODE–NDBC) binned according to DSST, where the bin

size is 28C. The error bars represent the standard deviation about

the mean for each bin. The solid line is a fit to the data shown with

a slope of 0.19m s21 8C21, a y intercept of 20.032m s21 and a cor-

relation coefficient of 0.96 (R2 5 0.92).
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FIG. 6. Two temporal perturbations examples computed from 30-day or 90-day running

means. (a) The 10-day low-pass filtered SST time series (red) and the 30-day running mean

(blue). (c) As in (a), but for 10 and 90 days. Also shown are the (b) 30-day and (d) 90-day band-

passed filtered time series for DSST [i.e., the difference between these two lines in (a); red] and

10-m wind speed DU10 (blue; generated using the same procedure).
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Given the interest in the atmosphere–ocean coupling

carried in the wind–SST relationship, we next compute a

coupling coefficient between SST and wind speed time

residuals. Using the overall dataset, the computation is

made for U10 and U10N for the buoy as well as for the

collocated ENW from QuikSCAT. The results for wind

speed versus SST perturbations when using a 30-day

running mean are shown in the top panel of Fig. 7. The

coupling coefficients (ayN 5 0.33 buoy and ayN 5 0.32

QSCAT) derived in this manner are in close agreement

with the North Atlantic value of ayN 5 0.30 reported by

O’Neill et al. (2012), with near equivalence between the

scatterometer and buoy-derived U10N results.

A similar analysis can be conducted for any of the

meteorological variables measured at the buoy; key

among these is the coupling coefficient between SST and

wind stress perturbations. Results are provided in Fig. 7,

where the coupling coefficient derived from perturba-

tions obtained from both the direct covariance (DC) and

bulk aerodynamic (BA) surface stress time series are

shown. Again, the values of the coupling coefficient for

the wind stress, at ’ 1.3, is in good agreement with the

value of at 5 1.4 reported by O’Neill et al. (2012). The

linear regression correlation coefficients R between SST

and wind speed and SST and wind stress are noted in

Fig. 7 and are nearly statistically equivalent. This is

consistent with O’Neill et al. (2012), who provide an

analytical argument [see their Eqs. (6) and (7)] that

predicts a nearly equivalent relationship between t–SST

and U10N–SST perturbations over the length (time)

scales of atmosphere–ocean coupling and themagnitude

of the wind perturbations that underlie these analyses.

d. Temporal and spatial scales of the coupling

The quantitative agreement between results produced

in the previous section using time variable data at the

CLIMODE station and results from many previous

studies that use direct assessment of the spatial gradient

fields of SST and wind implies that there was sufficient

oceanic advection about the buoy site to effectively

create a type of Lagrangian measurement framework:

one that permits sampling sufficient to obtain results

that are consistent with an observed SST-induced sec-

ondary circulation. As noted in several studies (cf. Small

FIG. 7. (top) The coupling coefficients for measured, neutrally adjusted and QuikSCAT

winds and (bottom) the coupling coefficient for the measured and bulk-derived surface stress.

Respective time series are high-pass filtered using a 30-day runningmean. The bin averages are

computed using an equal number of points in each bin. The symbols and uncertainty bars

represent the bin mean and standard deviations. The lines are least squares fits to the data

assuming a zero intercept. Coupling coefficients are determined from the slope.
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et al. 2008), there are several physical processes that

likely contribute to this observed linear coupling be-

tween wind and the SST at the oceanic mesoscale but

also to an observed and unexplained range of variation

in the absolute value of ay among ocean basins that can

span between 0.3–0.44 (O’Neill et al. 2012) and 0.21–

0.41 among buoy pairs in the NW Atlantic Gulf Stream

region (O’Neill 2012). The present time series data ap-

proach may provide additional information on this issue

by exploiting the potential to examine variation in

a over time scales of weeks to months in the region

under study. To address this, the low-pass running

means used to extract the perturbation time series are

now varied between 15 and 100 days. We define a tem-

poral length scaleT, whereT is the duration or cutoff (in

days) defined by the high-pass filtering applied to these

time series. The same 10-month period is used to com-

pute the correlations among scalars using only the first

CLIMODE buoy deployment dataset. This allows a

better comparison between results at all temporal scales

from 10 to 100 days and avoids the issue of a gap that

exists between the first and second buoy deployments.

Coupling coefficients are determined by a least squares

fit to the data (i.e., the same procedure used to calculate

the T 5 30 day result shown in Figs. 6 and 7).

Results are shown in Fig. 8 and provide a measure of

a as a function of T. It becomes obvious that both this

slope and the correlation coefficient (bottom panel) of

the wind–SST relationship vary by nearly a factor of two

and generally increase with time duration to a local

maximum near T 5 60–70 days. The symbol and un-

certainty bars in Fig. 8 represent the mean and standard

deviation of the values found by varying the low-pass

filter used in the analysis between 8 and 12 days where

the correlation coefficients were found to converge. This

is consistent with the findings reported by O’Neill

(2012), who used similar smoothing to attenuate the

atmospheric synoptic scale. The North Atlantic value of

FIG. 8. Correlation between SST and wind perturbations as a function of running average

time used in the high-pass filter. The wind speeds represent the true wind speed at 10m (blue),

the neutral value adjusted to 10m (red), and the satellite wind from QuikSCAT (green). The

symbols and uncertainty bars represent themean and standard deviation of the values found by

varying the time scale used in the low-pass filter between 8 and 12 days. (top) The broken lines

represent the mean values found over the Gulf Stream (GS) and the Agulhas Current (AC), as

reported in O’Neill et al. (2012). The vertical dotted line corresponds to T 5 30 days, as also

shown in Fig. 7. (bottom) Solid curves represent the value of the correlation coefficient at the

90% confidence level.
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ayN5 0.30 (60.05) reported byO’Neill et al. (2012) used

temporal averaging that corresponds to filtering using a

30-day running mean (T 5 30), as indicated by the ver-

tical line in Fig. 8 (and results in Fig. 7a). Overall, when

comparing Fig. 7a to results in Fig. 8 at T5 30, one sees

consistency in values of a and in correlation coefficients.

The lines shown on the bottom panel of Fig. 8 and

again in Figs. 9 and 10 are computed to help gauge sta-

tistical significance at the 90% level for the linear cor-

relation coefficients. They represent the correlation

levels that could be achieved in 10% of cases where the

two time series under test are random (null hypothesis).

These levels are computed following Emery and

Thomson (2001), with the effective degrees of freedom

Neff computed using the method described by Chelton

(1983). The maximum lag used to integrate the corre-

lation functions is set to 30% of the time series (or ap-

proximately 100 days), as described by Pineda and

Lopez (2002) and Whitney and Garvine (2006). The

symbols are shown in bold if values exceed significance

levels of 90%. Using that measure, the correlation be-

tween SST and the buoy neutral wind speed perturba-

tions are significant for mean periods between

approximately 35 and 65 days. But the p test does not

disqualify the results at short and longer time scales; it

merely indicates the R values have slightly less confi-

dence (;85%). This also applies to the results of Fig. 7 at

T5 30 days shown in Fig. 7. Moreover, in recent studies

of SST to wind coupling (O’Neill 2012; O’Neill et al.

2012), large datasets have been assembled to confirm

that correlation coefficients on the order of 0.2–0.5 are

not a statistical artifact.

Note that the coupling coefficient for U10N (or ENW)

is consistently higher than U10 (i.e., the measured wind)

by approximately 20% at all T. This increase and its

magnitude are consistent with what one expects from

the surface layer adjustment discussed in section 5a, and

also with that observed in Fig. 7a. As shown already,

QuikSCAT winds are expected to closely approximate

ENW, and indeed the QuikSCAT-derived coupling co-

efficients shown in Fig. 8 indicate that the satellite winds

actually indicate equal or greater wind–SST coupling

levels than levels obtained using buoy U10N.

It is also of possible interest to note that the observed

range of variability in theU10N coupling coefficient with

time scale in Fig. 8 is roughly bounded by the differ-

ing coefficients found near the Gulf Stream and

Agulhas Current, as reported inO’Neill et al. (2012), where

30-day averaging and spatial high-pass filtering was

used. Here is it not the region that is changing, merely

the extent of the time scales of signal permitted into the

correlation analysis. One speculation is that the longer

time scale allows the more energetic signals associated

with advecting Gulf Stream meanders to enter into the

perturbation time series. This suggests that the value of

the coupling coefficient may be changing as a function of

the dominant scale of mesoscale SST variability. This

idea has some merit: for example, if one combines the

finding in O’Neill et al. (2012) that ayN increased from

west to east along the Gulf Stream extension with the

study of Lee and Cornillon (1996; see their Fig. 7), who

analyzed Gulf Stream meanders to show that their am-

plitude, period, and length scale also increase west to

east and that a 45-day period represents the median of

the most energetic meanders along the north wall.

e. Further investigation via dynamical response
variables

It is assumed in this and previous studies that meso-

scale SST gradients serve as the primary control for the

observed atmospheric stratification and horizontal ad-

justment of the wind field. This is true whether the

actual cause for observed wind gradient is 1) surface

layer adjustment due to changing surface stratification

explained byMOS; 2) vertical momentum exchange due

to cool air advection over warmer water that mixes

down larger momentum from aloft; and/or 3) the hori-

zontal pressure gradient set up by the adjustment of air

temperature and humidity to the underlying SST. Our

flux measurement platform provides several additional

measurements that may help to shed light on the relative

role of these processes within this study region and

timeframe.

First, the analysis can be extended to compute the

correlation between surface level wind variation and

coincident perturbations in the sea–air virtual temper-

ature difference D(DTy), as well as in the measured

buoyancy heat flux (BHF) D(rcpw0u0y). These two

quantities are known to more directly define thermally

driven ocean–atmospheric adjustment processes in

comparison to a proxy like the ocean temperature gra-

dient, and we anticipate that the wind perturbations

induced by SST change are ultimately, andmore closely,

coupled to these SST-induced perturbations. Results,

shown in Fig. 9, are quantified in terms of correlation

coefficients that can be compared directly to Fig. 8. As

expected, a first obvious difference is that covariance is

markedly elevated with respect to the SST–wind cou-

pling shown in Fig. 8b. The increase in R is nearly a

factor of 2 for both the air–sea temperature difference

and BHF and for any time scale T. Highest correlation is

seen between the buoyancy flux and the wind.

A separate observation in Fig. 9 is an increase in R

levels when using U10N rather than U10, equivalent to

that seen when using SST, and consistent with wind

stress (;U10N) adjustment being partly attributed to
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surface layer stability change as discussed above. An-

other indication of more direct coupling is that all

computed wind cross correlations calculated with the

buoyancy flux perturbations are statistically significant

for p , 0.01.

A second aspect of the dynamics that can be in-

vestigated with these data is found in the surface level

pressure and wind stress perturbations as shown at the

bottom of Fig. 9 and then in Fig. 10. Pressure changes in

Fig. 9 are shown to be significantly and negatively

FIG. 9. The correlation coefficients between perturbations in winds with (top) those in the

sea–air virtual temperature difference, (middle) buoyancy heat flux, and (bottom) atmospheric

pressure as a function of T. Note that the correlation is negative in (bottom). The symbols and

uncertainty bars are the same as those shown in Fig. 8. The lines show the value of the cor-

relation coefficient at the 95% confidence level for (top) and 99% for (bottom). Symbols in

bold indicate values above these levels.
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correlated with the wind field regardless of wind product

and at a level between 20.45 and 20.6 for all T.

Results of Fig. 10 document the strength in the linear

relationship observed when one relates a response

change in wind, stress, and pressure to the variation in

SST, the sea–air temperature difference, or buoyancy

heat flux. Inspection of the relative magnitude change

for any time T within each panel shows an increase in

correlation as one progresses through these latter three

thermal control variables for all three response factors.

The largest correlation is seen between the BHF and

wind stress (middle panel), a value slightly greater than

FIG. 10. (top) The correlation coefficients between temporal QuikSCAT wind perturbation

and perturbations in SST, sea–air virtual temperature difference, and buoyancy flux as

a function of time series filtering; (middle) as in (top), but for wind stress; (bottom) as in (top),

but for the anticorrelation with surface level pressure. The lines in (top)–(bottom) represent

the level for statistical significance at the indicated value of confidence. Symbols in bold in-

dicate values above these levels.
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for that seen between BHF and QuikSCAT wind. The

correlation between SST and wind stress is less than half

that for BHF–wind stress and significant only for T near

60 days. The magnitude of their respective anti-

correlations with the pressure perturbations are lower,

all falling below 0.4 and most significant only near T of

60–80 days.

Additionally, the increase in the negative correlation

between P and DTy, and between P and the buoyancy

flux shown in Fig. 10, is smaller than the increase seen in

the positive correlation between wind speed and these

parameters shown in Fig. 9. The increase in correlation

between wind speed and buoyancy flux is expected be-

cause of the wind speed dependence of the buoyancy

flux (i.e., the flux is proportional to u*, which is pro-

portional to U10N). However, the hydrostatic pressure

change across an SST front is directly related to the

depth-averaged change in temperature across the front

as described by O’Neill et al. (2010b). Therefore, the

smaller increase may be due to the fact that the change

in hydrostatic pressure is only proportional to Ty* (i.e.,

the scalar component of the buoyancy flux), which is

proportional to DTy. The smaller increase also suggests

the change in pressure is fairly insensitive to the en-

hanced mechanical mixing (i.e., due to an increase in u*
and surface stress) across the front.

The increase of correlation with increasing temporal

scale beyond 30 days in Figs. 9 and 10 is similar to that

for wind–SST correlations seen in Fig. 8. A measurable

temporal difference seen in Fig. 10 is that the maximum

correlations between the direct thermal forcing and

wind or thermal forcing and wind stress are observed at

significantly shorter T, closer to 40 days rather than 60–

70 days for SST. This shift to shorter T indicates that

some fraction of the atmospheric thermal adjustment

and resulting coherent wind speed perturbations occurs

at slightly shorter space and time scales than for the

results seen when using the SST gradient as the surro-

gate for controls (such as the pressure gradient force and

heat flux). Coherency here may occur at longer scales,

more in line with that seen for the pressure field per-

turbation in Fig. 10.

While the time-variant correlation coefficient results of

Figs. 8, 9, and 10 provide some indication of the time

(length) scales contributing to cross-frontal atmosphere–

ocean coupling, an additional assessment may be found

by computing the coherence spectra between U10N and

the thermal forcing variables, as shown in Fig. 11. The

time series used to compute the coherence in this figure

are unfiltered and span 12 months (November 2005–

November 2006). The dashed line in Fig. 11 represents

the limiting coherence squared at probability level p 5
0.1 (Thompson 1979), where the time series have

necessarily been divided into 90-day segments using a

Hanning window with 50% overlap in order to achieve

sufficient signal to noise. This provides approximately 13

degrees of freedom.Although limited by the length of the

data record and 90-day partitioning, the results do indi-

cate consistency with the previous analyses. In partic-

ular, the coherence is again smallest between U10 and

SST and largest between U10N and the buoyancy flux.

Moreover, the wind speed coherence with both DTy and

the buoyancy flux perturbations is significant (at p5 0.1)

between periods of approximately 20 and 45 days, and

the peak is at a measurably shorter frequency than that

between SST and the wind.

To relate time and length scales, we suppose that re-

gional ocean temperature variability is dominated by

Gulf Stream meanders. Translating maximum values in

T shown in Figs. 7–11 to regional spatial scales of cor-

relation can be addressed using previous Gulf Stream

instability wave studies (e.g., Hansen 1970; Halliwell

and Mooers1983; Lee and Cornillon 1996) that quanti-

fied the period, wavelength, and phase speed of these

meanders. Halliwell and Mooers report phase speeds of

the Gulf Stream meanders between 5–10 cm s21 and

wavelengths between 200 and 400 km. This is used to

convert the period in Fig. 11 to wavelength, and this is

shown as the top x-axis label using an average meander

velocity of 7.5 cm s21. The statistically significant values

of the coherence in Fig. 11 fall between 300 and 700 km,

consistent with Lee and Cornillon (1996). Moreover, the

results here show a shift toward longer scale for the SST–

wind cospectrum similar to the differences observed in

Figs. 8 and 9. Thus, at least for the CLIMODE site in

2006, the coupling observed represents air–sea in-

teraction at a fairly long duration and length scales that

are consistent with a secondary circulation process tied

to north wall meanders.

4. Discussion and summary

Results from this study are, in many respects, consis-

tent with and complementary to recent investigations

that address the apparent coupling between near-

surface wind and oceanic surface temperature gradi-

ents at 30-day and 200–300-km length scales (cf. Chelton

et al. 2004; Small et al. 2008; O’Neill 2012). Salient

components of this dataset include in situ relative wind

speed (i.e., corrected for surface currents), atmospheric

pressure, and air–sea fluxes of buoyancy and momen-

tum. Somewhat surprisingly, time series analysis of data

from a single fixed mooring yields a nearly linear cou-

pling coefficient (Fig. 7) between temporal SST and

wind speed perturbations about a 30-day running aver-

age that is in close agreement with results obtained by
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many investigations that find this relationship in observed

horizontal spatial gradients (e.g., Xie et al. 1998; Chelton

et al. 2001; Song et al. 2006). These studies have primarily

been performed using satellite SST and wind data but

also more recently using measurements between an ex-

tensive set of distant buoy pairs (O’Neill 2012). We

performed a similar but more localized buoy-pairwise

analysis to corroborate that work and to find an SST–

wind coupling coefficient (0.196 0.04) that is statistically

identical to the average value for the NWAtlantic results

obtained by O’Neill (2012). We thus conclude that the

conditions surrounding this CLIMODE buoy site from

2005 to 2007 exhibit similar SST control of the winds.

More critically, temporal variability in SST driven by

Gulf Stream meanders and advection of smaller-scale

gradients about the single CLIMODE station allow the

buoy to sufficiently sample oceanic horizontal gradients

and resulting air–sea coupling.

Using these data, we have come to several conclusions

that augment previous work and provide further support

for ongoing studies to attribute observed near-surface

wind variation to controlling processes.

First, the data clearly show that cross-gradient wind

adjustment due to atmospheric stability, as predicted by

Monin–Obukhov similarity, is a contributing but not

dominant factor in the observed coupling between

wind stress or ENW and SST. The increase observed in

ay for ENW versus the wind speed itself is found to be

about 20%–30% (see Figs. 7 and 8). This increase is

consistent with observations in O’Neill (2012) and also

that predicted much earlier in the simulation of Wai

and Stage (1989). Moreover, QuikSCAT satellite wind

speed data, combined with the in situ flux measure-

ments, show that the satellite winds are more closely

related to wind speed adjusted to neutral conditions

using MO similarity (i.e., ENW) than the actual

(measured) wind speed (Fig. 3). Throughout the cor-

relation analyses in section 5, results using theQuikSCAT

wind are most congruous with the in situ U10N. Thus,

satellite winds can be interpreted to act like an ENW

(O’Neill et al. 2012), and the dominant process in the

wind coupling to the SST gradients is not surface layer

adjustment.

Next, results of section 5 can be distilled to a few key

findings. One is that the absolute value of the sensitivity

between SST and wind ay or wind stress at varies de-

pending on scale of the temporal variability. The time

variation is controlled by the high-pass filter cutoff

set by the running mean. Observed variation in ay was

50%–80% (Fig. 8), with highest values near a time scale

FIG. 11. Observed coherence squared coefficients as a function of period and wavelength.

Duration has been converted to wavelength using a phase speed of 7.5 cm s21. The coherences

between U10N and SST, DT, and buoyancy flux are shown. The dashed line represents the

limiting coherence squared at probability levels of p 5 0.90 and 0.95.
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of 60 days. The variation is consistent in magnitude with

the interbasin geographical variability in ay shown in

O’Neill et al. (2012) using satellite data. That study also

concluded that their data led to a regionwide value of ay

(0.30 6 0.05) for the NW Atlantic that was significantly

smaller than our observed maximum of 0.48 in this same

region. Our ay variation within this region is also larger.

The data and the data analyses approaches are clearly

not equivalent, but we do arrive at ay and at values

similar to that work when using a time scale of 30 days.

Those authors speculated that one reason for the as yet

unexplained larger interbasin variability in ay could be

differences in large-scale ABL structure and coupling

with the ocean. The present study shows averaging time

scales and the variability in the horizontal scales of the

ocean mesoscale features themselves may contribute.

Another finding is that the highest correlation with

wind or wind stress perturbations is obtained with the

variation in buoyancy heat flux (BHF), not the SST. The

observed increase in explained variance is large. This

result is not too surprising when one considers BHF

depends on both u* and the sea–air thermal forcing and

that SST-induced heat flux gradients are central in all

modeling to date surrounding this ocean–atmosphere

phenomenon. Still, it is instructive to show through di-

rectly measured heat fluxes that this apparent linear

SST–wind coupling, as observed for many years and in

numerous studies, is indeed mediated through this

thermal forcing.

A third finding is that anticorrelation with the pres-

sure perturbations (Figs. 9, 10) confirms the fundamen-

tal expectation that surface level pressure change (due

to hydrostatic adjustment with changing temperature) is

involved in and consistent with the observed flow and

overall dynamics. In effect, surface winds are enhanced

over warmer water with lower pressure and suppressed

over cooler water with higher pressure in part because of

the resulting pressure gradient force.

Finally, the time-variable analyses among diagnostic

variables indicates that the maximum impact of SST on

wind as well as the pressure (Fig. 10) and BHF (not

shown) is observed at slightly longer time scales [O(60–

70) days] than for the wind–BHF or sea–air temperature

difference correlations. Moreover, we relate this former

time scale to oceanic mesoscale variation of length 300–

500km, consistent with the previous works that identify

the length scale of Gulf Stream instability fronts and

meanders found near the north wall.

A summary result in Fig. 12 is provided to document

coupling coefficients among the diagnostic variables that

can be related to past and future numerical simulations

dealing with surface level perturbations within these

systems (cf. Wai and Stage 1989; Small et al. 2008;

O’Neill et al. 2010b). A high-pass filtering time scale of

60 days is used to correspond with the scale of strongest

SST impact. Again, as in Fig. 10, the most prominent

feature is the increase in the correlation coefficient as

one moves from left to right in each row, indicating that

the heat flux is fundamental in the system at a time scale

of 60 days and less.

We believe this is one of the first studies to document sur-

face pressure variation due to SST change in theGulf Stream

region. The observed coupling level of 20.69hPa 8C21

slightly exceeds that found in the tropical Pacific by

Cronin et al. (2003) and in theAgulhas region numerical

simulation ofO’Neill et al. (2010b). But this higher value

is consistent with what is predicted for theMABL height

and temperatures found near the Gulf Stream (see

Cronin et al. 2003). While not shown, the same term for

buoyancy heat flux abhf is about 8Wm22 8C21 (R 5
0.49). This is large and is likely to drive a strong thermally

direct secondary flow based on the study results of

O’Neill et al. (2010b), where values of 15Wm22 8C21

were predicted. This also agrees well with the values

given in Wai and Stage (1989), a simulation examining

the atmospheric response to a strong SST gradient using

an idealized model over this Gulf Stream region. To-

gether, these observations yield results consistent with

modeling (e.g., Wai and Stage1989; O’Neill et al. 2010b)

that suggest the oceanic mesoscale SST gradients

induce a secondary circulation via air–sea coupling,

thermal forcing, and subsequent horizontal pressure

adjustment that together control a near-surface wind

gradient that varies somewhat linearly (R 5 0.3–0.45)

with the SST variation. This supports the third finding

above that the observed wind perturbations were due to

the formation of a horizontal pressure gradient driven

by the adjustment of air temperature and humidity to

the underlying SST at the oceanic mesoscale.

This study was not without limitations, central among

them being the dependence on oceanic advection about

the buoy, lack of any observations aloft to more fully

examine processes such as the vertical stress profile and

divergence, and the relatively short length of the mea-

surement time series. The latter hindered the ability to

examine results because of variation in the advective

processes as a result of changes in wind direction relative

to the SST front, as well as the possible seasonal varia-

tion in wind stress to SST coupling at, such as that ob-

served inO’Neill et al. (2012). Still, the dataset and study

may provide some constructive information for future

satellite or in situ efforts that wish, for example, to ex-

amine potential air–sea coupling at oceanic sub-

mesoscale. In this event, it appears a fairly modest

complement of instruments (e.g., a precise barometer

and air and sea surface temperature sensors) on a few

15 FEBRUARY 2016 P LAGGE ET AL . 1599



well-placed moorings or drifters may produce data

to support refined understanding of the generation

and maintenance of the air–sea coupling across such

features.
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