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Longshore Surface Currents Measured by Doppler
Radar and Video PIV Techniques
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Abstract—Mean longshore surface currents within the surf zone
were measured using two remote sensing techniques: microwave
Doppler radar and optical video. Doppler radar relies on small-
scale surface roughness that scatters the incident electromagnetic
radiation so that velocities are obtained from the Doppler shift of
the backscattered radiation. Video relies on texture and contrast of
scattered sunlight from the sea surface, and velocity estimates are
determined using particle imaging velocimetry (PIV). This paper
compares video PIV and Doppler radar surface velocities over a
1-km alongshore by 0.5-km cross-shore area in the surf zone of a
natural beach. The two surface velocity estimates are strongly cor-
related (R2 ≥ 0.79) over much of the surf zone. Estimates differ
at the outer edge of the surf where strong breaking is prevalent,
with radar-estimated velocities as much as 50% below the video es-
timates. The radar and PIV velocities at particular locations in the
surf zone track each other well over a 6-h period, showing strong
modulations in the mean alongshore flow occurring on 10–20-min
time intervals. In one case, both systems observe a strong eddylike
mean flow pattern over a 200-m section of coastline, with the
mean alongshore current changing direction at about the mid
surf zone. The good spatial and temporal agreement between the
two remote measurement techniques, which rely on very different
mechanisms, suggests that both are reasonably approximating the
true mean longshore surface velocity.

Index Terms—Electromagnetic scattering, radar velocity mea-
surement, sea surface, video signal processing.

I. INTRODUCTION

THE PROCESSES of erosion and sediment transport deter-
mine the bathymetric evolution of natural beaches. The

alongshore transport of sediments and pollutants in the surf
zone is primarily driven by mean currents, with the circulation
often characterized by mean longshore flows. These flows are
affected by local bathymetry, as well as spatial and temporal
changes in incident-wave energy and direction. The ability to
capture the spatial and temporal variations in mean flows in the
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surf zone is key to predicting the morphological change of the
nearshore topography and shoreline.

Much of the field research in the nearshore zone has been ac-
complished with in situ measurement techniques using instru-
ments such as pressure sensors and current meters that are fixed
on pipes jetted into the sandy bottom [1] or instruments that are
mounted on moving platforms such as drifters [2]. However,
the nearshore is difficult to study comprehensively using only
in situ instrumentation because a large number of instruments
are required to adequately sample the scales associated with
nearshore circulation, typically on the order of 103−104 m.
The instruments present a hazard to recreational swimmers,
surfers, or boaters and are difficult to install and maintain in
the harsh nearshore environment for a given length of time. Re-
cently, remote sensing technology has been applied to studies
of nearshore processes. Remote sensors are less invasive, are
generally easier to deploy and maintain, and offer wider areal
coverage than typical arrays of in situ instruments. However,
because the remote measurements are indirectly related to
the quantity of interest, field verification is required to estab-
lish the validity of the measurements and to understand their
limitations.

Optical video-based remote sensing is perhaps the most
common form of remote sensing used by the nearshore science
community (e.g., [3] and [4]). Video measurements produced
by so-called “time-stacking” techniques [5] have enabled esti-
mation of quantities such as wave phase speed (celerity), wave
period and direction [6], [7], and longshore surface currents
[8]. Video data are also used to describe coastal morphology
in terms of sandbar migration [9]–[11] and subaerial beach
profiles [12]. More recently, video data have been used to
estimate subtidal morphology using wave phase velocity [7],
[13] and wave energy dissipation from time-averaged video
images [14]. Techniques such as particle imaging velocimetry
(PIV), borrowed from the fluid mechanics community [15],
have been used to estimate surface currents in the swash and
surf zones over relatively small spatial distances (≈100 m) [16].

The use of video imagery to detect surface currents relies
on adequate contrast of features in its field of view. In the
surf zone, foam and bubbles generated by the breaking process
create contrast with the ambient water and provides a means
to observe currents by quantifying the passive advection of co-
herent features. Additionally, video techniques require adequate
lighting conditions, which limits its utility to daylight hours.

On the other hand, radar remote sensing—with a long
history in oceanographic applications resulting in the oper-
ational use of satellite-based scatterometers, altimeters, and
synthetic aperture radars—is not limited to daylight hours and
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can be utilized under most atmospheric conditions typical of
coastal environments. Coarse spatial resolution, infrequent
sampling, and (often) interference by adjacent land areas limits
spaceborne microwave measurements of the sea to large-scale
oceanographic applications in regions well seaward of the surf
zone. However, because radar is largely insensitive to visibility
conditions in the atmosphere, it offers the possibility of making
continuous observations over large spatial areas from land-
based deployments. Although the spatial resolution of radar
imagery is generally inferior to that of optical techniques, it has
potential to generate useful data in conditions where video data
are generally unavailable.

Most radar applications in nearshore studies rely on marine
navigation radars that typically operate at S-band (≈3 GHz)
or X-band (≈10 GHz) frequencies or on high-frequency (HF)
radars that typically operate at a few tens of megahertz
[17]–[19]. Marine radars are useful for making observations to
a range of a few kilometers with spatial resolution, O(10 m),
that is sufficient to resolve the dominant surface-wave motions.
HF radars are used to observe near-surface currents over re-
gions spanning several tens of kilometers with approximately
kilometer-scale spatial resolution, and while proven useful for
many years for larger scale coastal oceanography, their utility
at smaller scale close to the shore is limited.

Young et al. [20] demonstrated the use of marine radar
to infer wave dispersion characteristics by photographing and
subsequently digitizing successive scans of surface waves on
plan-position indicator displays. Advancements in processing
techniques since that time have led to applications in estimating
wave and current fields [21]–[23]. Bell [24] used time series of
intensity images from shore-based radar to estimate bathymetry
by observing changes in the phase velocity of dominant waves.
Frasier et al. [25] and Moller et al. [26] used surface Doppler
signatures coupled with wavenumber-frequency wave spectra
to estimate surface and subsurface current profiles. In some
instances, the measurements of near-surface currents using HF
radar have been taken as the true measurement of ocean surface
current [18], [27] and have been taken as ground truth compared
to other radar measurements of surface currents, such as those
made with INSAR [28].

The focus of this paper is on comparison of radar- and video-
based measurements of longshore currents obtained in the surf
zone of a natural beach over a 1-km stretch of coastline. Pre-
vious observations of surface velocities obtained with Doppler
radar were compared with coincident video-based observations
focused on bores propagating onshore through the surf zone
[29] and to subsurface in situ cross-shore current measure-
ments [30]. These studies restricted the analysis to cross-shore
motions within about 125 m of the radar sensor location and
showed that, although radar-derived surface currents were co-
herent with surface video and subsurface in situ measurements,
mean values were offset typically 0.5–1.0 m/s and, in the case
of subsurface flows, were in the opposite direction (with the
latter result being attributed to typical vertical structure found
ubiquitously in cross-shore flows on natural beaches).

In this paper, we compare mean alongshore surface currents
estimated from a single Doppler radar with an array of video
PIV-based observations spanning the surf zone (approximately

200–250 m wide) and over alongshore distance up to 1.1 km
from the sensor locations. Velocities estimated from the radar
are along the radial beam that is oriented approximately along-
shore over the extent of the investigated region of coastline.
The video PIV methods allow observations of vector velocities
(i.e., in both the cross-shore and alongshore directions); in the
analysis herein, video-derived velocities are rotated to align
with the radar radial directions and compared directly. We
find that radar- and video-estimated alongshore surface currents
are highly correlated both spatially and temporally. Given the
differences in the scattering and imaging mechanisms, upon
which the two methods rely, it is most likely that both methods
are capturing the true surface flow.

This paper is organized as follows. Section II describes the
field experiment, giving the layout of the instruments used in
this paper. Section III outlines the theory behind radar and video
imaging techniques in the surf zone and methods used to extract
surface velocities from both measurements. The comparisons
of surface velocity measurements are given in Section IV.
Discussion and summary of results are presented in Sections V
and VI, respectively.

II. NEARSHORE CANYON EXPERIMENT

The measurements used in this paper were obtained as part of
the Nearshore Canyon Experiment (NCEX), conducted in 2003
over the months of October and November, at Black’s Beach
just north of La Jolla, CA. NCEX was aimed at understanding
the influence of complex offshore bathymetry, such as that of
the La Jolla and Scripps submarine canyons shown in Fig. 1,
on wave transformation and nearshore circulation and the evo-
lution of nearshore bathymetry. The figure shows the location
of the video and radar mounted 73 m above sea level atop
the NOAA Southwest Fishery Science Center building at the
Scripps Institution of Oceanography (SIO). Also shown is the
location of the SIO pier and contours of the bathymetry (dashed
lines) and subaerial topography (solid lines). The study region
of interest in this paper is located to the north of the video and
radar location within about 400 m of the shore between along-
shore coordinates of 500 and 1700 m. The coordinate system is
local in northings and eastings translated to an arbitrary origin
located near the third piling of the SIO pier. Fig. 2 shows a
view of the area of interest along the coast overlooking Black’s
Beach from the position of the radar and video camera.

The Microwave Remote Sensing Laboratory at the Univer-
sity of Massachusetts (UMass) deployed a specially modified
marine radar (Fig. 2) [31] at the location shown in Fig. 1. The
radars were based on Raytheon Pathfinder ST/MK2 high-seas
navigation radars employing 25-kW peak-power magnetron
transmitters producing a 100-ns pulse every 400 μs, resulting in
a range resolution of approximately 15 m over the scanned area.
The antenna rotated at 40 r/min, giving a revisit time of 1.5 s.
Modifications to the radars included the following: 1) changing
antenna polarization (from horizontal to vertical) to improve the
sensitivity to the sea surface and 2) enabling Doppler velocity
measurements by replacing the receiver’s stable local oscillator
and data acquisition system and by recording the transmitted
pulse.
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Fig. 1. Elevation contours (dashed lines: below sea level at 10-m intervals;
solid lines: above sea level at 15-m intervals) showing the complex nearshore
bathymetry at the NCEX field site. Coordinates are in local northing and easting
relative to the SIO pier. Also shown is the location of the two video cameras
and the radar atop the NOAA building.

Fig. 2. View overlooking the NCEX field site from the roof of the NOAA
building with the University of Massachusetts’ X-band Doppler radar in the
foreground. The video cameras and RF transmitters are just out of view to the
left about 2 m from the radar location.

Two Sony DC10 2-3 in analog video cameras were mounted
on the NOAA building within about 2 m of the radar (Fig. 2;
cameras not shown). Video images were transmitted over an
RF link to a receiving station at the end of the SIO pier, ap-
proximately 1 km to the south, and digitized at 3 Hz using ATI
TV-Wonder image capture boards in host personal computers
running the SuSE 8.1 Linux operating system. They were time
synchronized to GPS using a Horita master time code generator.
Backup analog images were recorded on time-lapse video tapes
at 3.75 Hz. Video images were collected during daylight hours
spanning dawn to dusk. Image-to-ground-coordinate transfor-

Fig. 3. Data from October 31, 2003, at 1000-h PST. Depth contours are shown
in meters relative to MSL. Offshore is to the left, and the shoreline is between
the 0- and 1-m contour lines. (a) Nine-minute time average of range-corrected
radar echo (proportional to NRCS) indicating strong echo from the surf zone.
Point echoes offshore are due to buoys deployed around the Scripps canyon.
(b) Nine-minute merged video intensity from video cameras also showing surf
zone extent.

mation, as well as lens distortion corrections, was done using
standard methods [32]. The ground coverage of the overlapping
video used in this paper is shown in Fig. 3(b), with a 9-min
time-averaged mosaic of the overlapping camera views.

In this paper, we will focus on data obtained during daylight
hours on October 31, 2003. On this day at 1000-h PST, the
offshore root-mean-square (rms) wave height was 1.31 m, the
spectral peak wave period was 7.14 s, and the dominant wave
direction was 282◦ from the north, approximately 12◦ clock-
wise from shore normal. The wave conditions were obtained
from a CDIP directional wave buoy located in 27-m water depth
at location 779 m alongshore and −233-m cross-shore distance.
Two other CDIP buoys located just off Black’s Beach in 100-
and 20-m depths showed similar conditions indicating a near-
homogeneous offshore wave field. Wave conditions in the surf
were modified by wave–bottom interactions over the submarine
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canyons that produced alongshore variations in wave height and
angle at the break point. This offshore refraction produces the
complex surface flow observed over the study area.

III. THEORY OF MEASUREMENT

A. Radar

Fig. 3(a) shows a 9-min time-averaged image of radar
backscatter over the experiment area. Bright areas indicate
regions of strong backscatter, while dark areas indicate regions
of little or no backscatter. The backscattered power received by
the microwave radar from an area extensive target is described
by the normalized radar cross section (NRCS). For moderate
incidence angles (between 20◦ and 70◦), the NRCS is typically
dominated by the resonant interaction of incident electromag-
netic waves with surface water waves. At microwave fre-
quencies, this Bragg-resonant scattering typically comes from
wind-driven capillary or capillary–gravity waves [33].

Bragg scattering theory states that the NRCS is proportional
to the surface displacement spectrum evaluated at the Bragg-
resonant wavelength, ΛB = (λ/ sin(θ0)), where λ is the radar
wavelength and θ0 is the local angle of incidence. In the case
of a 10-GHz radar at near-grazing incidence, the Bragg wave-
length is approximately 1.5 cm, representing coincidentally the
surface waves of minimum phase velocity. Larger scale gravity
wave orbital velocities are observable through their modulation
of the local slope and through hydrodynamic modulation of
capillary waves [34]. To capture these larger scale effects,
composite surface models are often sufficient to explain most
of the features of the sea surface backscatter [35].

Bragg scattering requires the surface to be only “slightly
rough,” meaning that surface displacement and surface slopes
are small compared to the wavelength of the microwave radi-
ation. The Bragg/composite surface theory does not, however,
fully explain scattering within the surf zone where wave break-
ing is prevalent and the sea surface is often covered by foam,
and the small-scale roughness exceeds the conditions of the
slightly rough surface. Radar backscatter is significant in the
surf zone, even in the absence of wind [30], since most of
the roughness is mechanically generated by breaking waves
(rather than solely wind generated).

Radar scattering from breaking waves is often described by
the colloquial term “sea spikes” and is a significant contributor
to the microwave scattering at low grazing angles. The prop-
erties of radar sea spikes due to deep-water breaking (white-
caps) differ from the surf zone (curling breakers and bores).
Although they remain poorly understood, sea spikes are typi-
cally characterized by large impulsive NRCS values and large
Doppler velocities, with magnitude being not inconsistent with
that of typical breaking wave phase velocities. Early studies
associated sea spikes to wave breaking events by comparison
with video data [36]. Later studies found that sea spikes are not
always associated with visible breaking waves when observed
at low grazing angles and concluded that sea-spike events may
arise from scattering by steep-wave features, microbreakers,
or plumes [37]–[40]. Additional field and laboratory studies
of low-grazing-angle microwave and video scattering have ob-

served broad Doppler spectra for breaking waves in the surf and
swash zones [29], [41]–[44] and show significant backscatter
for steepening, breaking, as well as broken bores.

B. Doppler Radar Signature in the Surf Zone

Fig. 4(a) shows a 9-min time-averaged image of Doppler
velocities obtained from the radar at NCEX. The mean Doppler
shift is calculated by means of a very efficient covariance or
“pulse pair” technique. The covariance calculation estimates
the first moment of the Doppler spectrum using the phase
difference of echoes from successive pulses [45]. The velocity
estimate is given by

v(t) = − λ

2π

φ(t)
2τ sin θi

(1)

where λ is the radar wavelength, θi is the local angle of
incidence between the incident radar pulse and the ocean sur-
face, and φ(t) is the angle of the covariance of echoes from
successive pulses separated by the pulse interval τ

φ(t) = arg (〈EiE
∗(t − τ)〉) . (2)

This phase difference is proportional to the radial displacement
of a scatterer over the period τ given in seconds.

The apparent velocity determined from the Doppler centroid
includes contributions from Bragg-resonant wave phase veloc-
ities (when Bragg scattering dominates), the line-of-sight com-
ponent of the surface current, and the line-of-sight component
of the orbital velocity of larger scale surface waves. Hence,
to extract a true surface current measurement from a Doppler
velocity, the influences of Bragg-resonant phase velocity and
of wave orbital velocities should be removed. Determining
the first requires knowledge of the directional spectrum of
capillary waves (or, at least, the relative wind direction if the
capillary waves are wind driven [26]). Temporal variations in
the Doppler velocity are dominated by the wave orbital velocity.
In the case of well-resolved waves, such as the one in this
paper, averaging sufficiently over time (i.e., over many wave
periods) will largely mitigate the effects of orbital velocities,
although it will not completely eliminate them. For the purpose
of this paper, it is sufficient to note that the region observed
by the radar is dominated by mechanically induced, rather than
wind-induced, roughness, with Doppler velocities associated
with roughness elements being advected laterally by surface
currents. Furthermore, scatterings from bores and from regions
of “white water” likely violate the assumptions of a slightly
rough surface. Thus, contributors to Doppler velocity, such as
the phase velocity of Bragg-resonant waves, may not apply. We
discuss this issue further in Section V.

C. Video Signature in the Surf Zone

The contrast in video images comes from changes in bright-
ness due to wave breaking and reflection of incident light off
the sea surface. The sharp contrast between specular scattering
of light from foam and bubbles generated by breaking waves
and bores and the nonbreaking (darker) water provides the
primary signal used to infer nearshore processes. For example,
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Fig. 4. Nine-minute averaged radial (approximately longshore) surface velocity starting at 1000-h PST, October 31, 2003, along Black’s Beach, La Jolla, CA.
(a) Radar Doppler radial velocity. (b) Video PIV radial velocity. Velocity magnitudes are shown by the color bar on the right-hand side. Wind direction and
magnitudes are shown with the direction arrows relative to true north in the bottom left.

time-averaging video images over (typically) about 9 min pro-
duces a smooth pattern of average wave-breaking distribution
qualitatively related to patterns of wave dissipation [3], [14].
Fig. 3(b) shows a time-averaged video intensity composite
image combining the views from two colocated video cameras.
The time-averaged imagery from each camera view is extracted
separately over the same period and then overlaid on top of
one another to produce a mosaic. The image intensities are
recomputed in the overlapping region by a weighted average of
the overlapping pixels from all cameras that cover the region.
The weight is based on the exponential decay across the image,
left and right about the center line of the camera view, and a
hyperbolic decay away from the image based on the distance
from the camera center. The weights are then normalized so that
the average in the overlapping region is equal to one. The bright
area in the image is produced by wave breaking in the surf
zone. The darker areas are regions where there is no significant

breaking. For our purposes, only the highly dynamic region of
the surf zone produces the necessary contrast to detect surface
currents.

Surface currents are estimated using particle image ve-
locimetry (PIV) techniques, similar to previous methods [16].
PIV methods are based on the assumption that advection of
surface features optically visible in video frames (for surf zone
applications, most commonly bubbles and foam created by ac-
tively breaking waves and bores) is determined by comparative
analysis of two successive frames. The main assumption is
that the features, particles, or textural patterns are passively
advected by the flow. An area of interest is selected within
a pair of rectified (orthonormal) video images, for example,
a region corresponding to the surf zone and extending down
the coast a given distance that is dependent on the image
resolution. A square search window, I , of defined dimensions is
selected from the first image and correlated with many spatially
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lagged search windows with the same dimensions, S, obtained
from the second image separated by a small time Δt. In our
case, we do not compute the 2-D cross-correlation function
since it has poor properties compared to the least squares error
approach because the scales of variation are often larger than
the integration window I [46]. Typically, a minimum error
function is used in PIV techniques, including those used in surf
zone applications [16], [29]. In our methods, we use the motion
estimation processor (MEP) defined by [47]

Φi,j = 1 −
∑a

1

∑b
1 (|I − S|)

2
∑a

1

∑b
1(I)

(3)

where i and j are the spatial indices and a and b are the pixel
dimensions of I . A 2-D Gaussian distribution is fit to the peak
of the MEP matrix to estimate displacements (Δx,Δy) with
subpixel resolution [48]. Cross-shore and alongshore velocity
magnitudes are calculated as u and v, respectively, by

u =
Δx

Δt
v =

Δy

Δt
. (4)

Instantaneous velocities obtained with PIV are inherently
noisy and must be filtered to remove spurious vectors. Typi-
cally, velocity vectors are compared with neighboring vectors
and then replaced if they exceed a threshold in either magnitude
or direction (e.g., [15], [16], and [48]). For our methods, we
smooth the data with scales 2I using optimal interpolation
[49]. Results presented herein were computed with I equal to
8 × 8 m, pixel resolution of 0.25 m/pixel, and Δt = 1.0 s.

A fundamental assumption when quantifying video data with
nearshore applications is that the elevation of the sea surface is
known and uniform at the same elevation. This is, of course,
not true as there are surface waves that modulate the surface
and a mean slope owing to setup processes (the superelevation
of the water level driven by radiation stress gradients in the surf
zone). In most applications, the relative difference between the
height of the waves and the elevation of the camera makes the
errors associated with uncertain image-to-ground transforma-
tion insignificant, except perhaps in the situation where waves
in the far field block the view of the sea surface behind wave
crests. However, in our PIV application, we wish to detect
motion of passively advected features. If we assume a constant
sea surface elevation in the rectification of all images, then
any vertical motion not accounted for will move the apparent
position of surface features horizontally. This is most easily
visualized by assuming a sea surface without waves, but that
is moving vertically up and down as a plane. Although there
is no horizontal velocity, the video frames detect an apparent
velocity that is dependent on both the rate of vertical motion
and the camera look angle. For camera views looking directly
downward, there is no apparent change in horizontal motion
at the nadir pixels. For oblique look angles, however, there is
an apparent velocity that is induced in the PIV estimates. The
magnitude of this change depends on the look angle relative
to the sea surface slopes. As the front and rear faces of the
waves are of opposite signs, there is also a mean bias that
is introduced. This bias is zero for downward-looking camera
views, approaches the wave phase speed as the look angle

moves toward the horizon, and becomes infinite when the wave
crest shelters the rear-facing slope of the wave from the camera
view. Corrections for bias velocities to PIV-estimated surface
currents within the surf zone can be made, provided that the
bathymetry is known and wave saturation is assumed. Bias
velocity corrections were made to the NCEX databased on the
formula derived in the Appendix. Because the wave field was
propagating approximately normal to the camera look direction,
magnitudes of bias velocities were small (< 0.10 m/s) over
most of the study area; a notable exception is in the far field
at the outer reaches of the surf zone where the resolution is
poor, look angles are more grazing, and bias velocities are
correspondingly higher (approaching 1 m/s). Fig. 4(b) shows
a 9-min time-averaged alongshore surface velocity (oriented
along the radial component of the radar beams) derived from
video data using PIV techniques with bias corrections.

It should be noted that bias velocities can typically be
neglected for purely along-crest look angles (for example,
looking alongshore down the coast) or at close range from the
camera (within 100–200 m of the camera location for typically
high-oblique look angles). These bias velocities have not been
considered in previous work, but because of the relatively close
ranges considered in those studies, they were probably not a
large concern in relation to other sources of error.

IV. RESULTS

Fig. 4 shows the color contour images of 9-min time-
averaged radar and PIV radial velocities over the region cor-
responding to the field of view of the video cameras at 1000-h
PST on October 31, 2003, during NCEX. The velocity scale
shown in Fig. 4 ranges ±1.5 m/s and is colored the same in
the radar and PIV surface velocity maps. As the radar only
measures the radial velocity component from its location, the
PIV vector velocity estimates were projected onto the radar’s
radial direction for comparison.

A right-hand Cartesian coordinate system was used with
positive y-axis pointing north and positive x-axis pointing east,
with origin being located near SIO pier piling number 3 (as in
Fig. 1). The PIV velocity data were smoothed onto a 5-m cross-
shore (x-direction) by 20-m alongshore (y-direction) grid. The
radar data had an approximate 15-m radial range resolution (ap-
proximately alongshore) and continually decreasing resolution
in the cross-shore due to beam spreading with increasing range
distance.

The location of the radar and video cameras (Fig. 1) is such
that the radial velocity is very nearly alongshore at NCEX; thus,
the velocities shown are essentially longshore currents. Both
radar and video data were linearly interpolated onto a common
grid with 5 m × 5 m spacing for comparison in Fig. 4. The white
region in Fig. 4 is outside the video field of view, on dry beach,
or represents the missing data in both images. Good agreement
between radar and PIV is clearly evident. Similarities of spa-
tially varying longshore current features are clearly visible. At
about 1100-m distance alongshore the surface, the longshore
current reverses direction with southerly flow near the shore
(toward the radar; blue color) and northerly flow (away from
the radar; red color). This feature is suggestive of a strong
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Fig. 5. As in Fig. 3(a), with video PIV velocity transect locations being
overlaid. Successful PIV retrievals are limited to the surf zone.

seaward flowing current and eddylike structure at that location.
In general, the radar and PIV surface velocity maps agree quite
well over the 1-km alongshore region examined.

This particular period is of particular interest because the
wind conditions at the time of collection measured at the end of
the SIO pier (2.7 m/s from south to southwest) were below the
threshold needed for significant (Bragg) scattering outside the
surf zone. This is consistent with low radar signal levels beyond
the surf zone, as indicated by the time-averaged backscatter
intensities [Fig. 3(a)]. Similarly, the mosaicked video image
[Fig. 3(b)] shows a distinct lack of breaking (whitecapping)
seaward of the surf zone.

Fig. 5 shows the cross-shore transects where video PIV
velocity estimates were computed. These are overlaid on top of
the averaged backscatter radar image. We find that the extent of
the transects for which reasonable PIV estimates were obtained
corresponds closely to the enhanced backscatter of the surf
zone. This result is expected as the video contrast (hence signal
strength) decays rapidly seaward of the surf, and is a useful
check of the cross-shore alignment of the two data sources.

Fig. 6 shows a scatter plot of radar radial velocities versus
PIV radially aligned velocities over all transects shown in
Fig. 5. The plot shows a positive correlation (value r2 = 0.65)
between video and radar data. When all points are included, the
dotted line is the best fit to scatter data with a slope of 0.60,
while the solid line represents the ideal (1 : 1) fit.

We note three somewhat distinct clusters of points appearing
in the scatter plot, labeled by boxes 1, 2, and 3. By examining
the points that lie within these boxes, we find that these clusters
of points correspond to particular spatial locations shown in
Fig. 7(a), where we have overlaid the points on top of the
Doppler radar velocity image. White squares indicate the po-
sitions of points in the scatter plot that belong to box 1, black
asterisks represent the points within box 2, and black squares
are the points collected in box 3.

Approximately 80% of the points within boxes 1 and 2 are
found along a contour line following the outermost edge of the

Fig. 6. Scatter plot of all available radar Doppler velocities versus correspond-
ing PIV radial velocities. The correlation coefficient squared is calculated at
0.65. Clusters of dense points are identified in boxes 1, 2, and 3 described in
text and in Fig. 7. These clusters are primarily responsible for the (dashed line)
slope (0.60) of the best fit through the data.

surf zone. This is the area where the waves steepen sharply
and initially break and are viewed obliquely by the radar with
a slightly northward component to their phase velocity. The
remaining 20% of points in boxes 1 and 2 occur along a contour
where the alongshore velocity changes sign from up- to down-
coast directions. Most of the points contained in box 3 are found
along a contour line following the inner edge of the swash zone.

We can eliminate the biasing locations close to the breaker
and swash edges by extracting only those data between the
swash zone and seaward edge of the breaker line (i.e., the surf
zone), represented by the dashed contours in Fig. 7(b). The
locations of surf zone edge and shoreline were estimated from
the time stacks of video data. A scatter plot of only these surf
zone data is shown in Fig. 8. The best fit line for the velocities
within the surf zone between the dashed lines has a slope of
1.02, which is very close to the ideal 1 : 1 slope fit. The rms
difference in velocity values for the surf zone is 0.18 m/s, while
the correlation coefficient squared is 0.79. Thus, within the surf
zone, the longshore velocities observed by both techniques are
quantitatively consistent and with small (2%) bias.

For the data examined here, the good agreement between
radar Doppler velocities and PIV radial velocities within the
surf zone suggests that no Bragg-resonant phase velocity cor-
rection is required to account for wind effects, as would
normally be the case in open water beyond the surf. One pos-
sible reason is that the dominant scatterers are broken waves
and bores that are largely traveling across the radar beam,
inducing little radial velocity component other than lateral
advection by the longshore current. These roughness elements,
with displacements of a few to several centimeters, are better
characterized as a “very rough” surface and do not fit the
Bragg scattering model. Between bores, it may be the case that
Bragg scattering occurs, however, since the source of surface
roughness is largely mechanical, and the directional spread-
ing of Bragg-resonant waves may be expected to be broad,
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Fig. 7. Radar Doppler velocity image overlaid with (a) locations of points in
clusters 1, 2, and 3 from scatter plot in Fig. 6 and (b) (dashed) surf zone width
and shoreline locations determined from video intensity time stacks.

Fig. 8. Scatter plot of radar Doppler velocities versus corresponding PIV
radial velocities over the surf zone alone, between the dashed contours in
Fig. 7(b). The correlation coefficient squared is 0.79.

such that the radar encounters waves traveling both toward
and away from it, thereby inducing a net component of near
zero, as described by Moller et al. [26] and Thompson and
Jensen [50].

Fig. 9. Cross-shore transect of Doppler and PIV velocities at 1140 m along-
shore. Velocity estimates are 9-min averages. The dashed line on the left marks
the approximate location of the initial breaker zone, and the dot–dashed line on
the right marks the approximate edge of the swash zone.

In nearshore process field studies, the cross-shore profiles
of the near-bottom alongshore currents have been observed
and confirmed with numerous models, leading to the primary
understanding of dynamics in the surf (e.g., [1], [51], [52],
and many others). Typically, current profiles are observed at
a single or few sparsely (O(10–20 m) spacing) instrumented
cross-shore transects [53]. The nature of remote sensing instru-
ments examined herein allows for dense observation of mean
longshore currents and horizontal circulation patterns, revealing
the strong spatial variability missed with more sparsely located
instrumentation (for example, the eddylike current structures
seen in Fig. 4). Fig. 9 shows a comparison of the longshore
current profile along a single transect at the alongshore distance
of 1140 m. Both PIV and radar velocities show the same
form, going from negative (southerly) flow at distances farther
offshore to positive (northerly) flow closer to the shore. The
radar velocities between 130- and 170-m cross-shore distances
are approximately constant at −0.5 m/s, whereas PIV velocities
range smoothly from −0.9 m/s at 120 m to −0.5 m/s at 170 m,
peaking at about −1.0 m/s at a cross-shore location of 140 m.
Also, PIV velocities peak at a higher northerly flow (1.0 m/s)
at 230-m cross-shore distance, and between 240- and 280-m
cross-shore distances, the radar and PIV velocities track each
other closely. Video-derived estimates of the mean surf zone
width on this transect indicate that the seaward edge of the surf
zone is located at approximately 154-m cross-shore distance
and labeled by the dashed line in Fig. 9, placing most of
the divergent velocity points near the seaward breaker line.
The approximate position of the shoreline (estimated from the
intersection of mean sea level with the foreshore beach profile)
is shown with the dot–dashed line in Fig. 9.

The spatial variation spanning about 1 km alongshore in
longshore current profiles is shown in Fig. 10. The inner
breaker zone edge and the outer swash zone edge are shown
as dashed and dot–dashed lines on the left- and right-hand
sides, respectively. In general, the radar and video mean surface
longshore current profiles track each other reasonably well. In
particular, flows are always recorded in the same direction (up
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Fig. 10. As in Fig. 9 at several alongshore locations: (a) y = 750 m, (b) y =
800 m, (c) y = 1140 m, (d) y = 1150 m, (e) y = 1275 m, (f) y = 1350 m,
(g) y = 1450 m, and (h) y = 1650 m.

or down coast), even in situations where the longshore current
reverses direction along a cross-shore transect, and the point
where zero-crossing occurs is, in general, the same between
sensors. However, at some locations, the measurements deviate
in magnitude by as much as 0.5 m/s, with the radar currents
generally about one-half that of the video. Part of the spatial
variation is due to inaccuracies in the video image-to-ground
transformation, particularly for the estimate of tilt angle in the
far field where the resolution degrades and the uncertainties
in the measured orientation increase. Small errors in ground
coordinates can result in significant mismatch if the spatial
variability in mean flow is high, such as the case for the data
examined on October 31, 2003. Coregistration is also com-
plicated by degrading spatial resolution owing to finite radar
beamwidths. These errors will be discussed further in the next
section.

The temporal variation of short 3-min averages of currents
derived from each sensor is examined with time series of
mean velocities at 800-m alongshore and 175 m cross-shore
coordinates and is shown in Fig. 11. The total duration of the
time series is 6 h starting at 0600-h PST on October 31, 2003,
and ending at 1143-h PST. The correlation coefficient squared
is 0.78, and the rms difference is 0.05 m/s. The time series each
follow one another closely, showing temporal variations on the
order of 0.5 m/s over 10–20-min intervals, as well as a general
trend to weaker mean flows toward the end of the run. A short-

Fig. 11. Six-hour time series of (solid line) radar and (dashed line) video
velocity estimates beginning at 0600-h PST on October 31, 2003, and located
at 800-m alongshore and 175-m cross-shore distances. The velocity estimates
are 3-min averages.

duration temporal lag (persisting for about 1 h) between PIV
and radar measurements of 3–6 min is observed toward the end
of the 6-h time series.

V. DISCUSSION

In the previous section, we described the comparison be-
tween video- and radar-derived mean longshore surface ve-
locities across the surf zone over a 1.1-km distance up the
coast. The two techniques obtain very similar estimates of
mean longshore currents within the surf zone, while there are
differences in measurements at the seaward (breaker line) and
shoreward (swash) edges of the surf zone (Figs. 6, 9, and 10).
These differences can amount to as much as 0.6 m/s, signifi-
cantly higher than can be attributed to either wind-induced or
Bragg-resonant phase velocities detected in the radar signal. A
possible explanation is that radar- and/or video-derived long-
shore velocities in the breaker zone are contaminated by steep
breaking waves that, at these locations, are viewed obliquely.

Near the breaker line, the rms velocity difference between
radar and video mean longshore surface currents is 0.33 m/s,
while in the surf zone, this difference reduces to 0.18 m/s.
Also, in this region, PIV-derived velocities are generally larger
than the estimates from radar. As the waves on October 31,
2003, approach the shore from a northerly direction (driving the
strong alongshore current to the south; observed in the figures),
we expect some contamination at the breaker line (as reported
by Puleo [29]). Although steps to eliminate the high velocities
are made in the filtering procedures, it is likely that some bias
in PIV estimates at the edge of the surf zone exists. This effect
is apparently much reduced in the radar estimates. Similarly,
the peak incident-wave direction at the offshore break point
indicates that the waves were not perpendicular to the radar
and video look angles, and so, their apparent alongshore phase
speed might contribute to measurements of surface velocity.
Waves with 7.14-s period have phase velocities of O(5–6 m/s)
at the edge of the surf zone in about 3-m water depth. The max-
imum radial component of this velocity along the breaker zone
(considering both 12◦ wave direction and the look direction of
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the radar beam) is estimated at approximately −2.4 m/s. We
do not see evidence of velocities of this magnitude in the radar
data, except in the video data, suggesting that contamination
by obliquely propagating waves is likely evident in the radially
aligned PIV current estimates, particularly near the breaker line
where the wave angle is greatest.

With respect to the influence of wind effects impacting
Doppler measurements, we chose to not attempt any correc-
tion for wind (i.e., Bragg-resonant phase velocity correction).
The reason for this is twofold. First, the dominant source of
microwave backscatter observed within the surf zone, namely,
the bores, is non-Bragg scattering elements. Second, attempting
a wind correction here is problematic due to the proximity
and influence of large cliffs near the shoreline. Offshore wind
estimates, either from buoys or the SIO pier, may not be
indicative of the wind at the location(s) probed by the radar.
Winds were low in any case. The impact of wind-generated
roughness in the surf zone may be expected to be different at
less sheltered beaches under stronger wind forcing.

In images of radar surface Doppler velocities, we note that
the exposed beach and cliffs often return nonzero Doppler
velocities, even though they are stationary targets. The nonzero
Doppler velocities are distributed somewhat randomly in space
but do not change with time. We attribute this observation to the
mechanical scanning of the antenna viewing the oblique surface
during the finite integration time used to estimate velocities.
Although the surface is stationary, the centroid of scattering
“moves” radially as the antenna’s beam passes over it. This
effect is not present in the time-varying water surface that is,
on average, flat. Thus, the scatter in velocities seen by the radar
at the shoreline is likely influenced by this scanning effect.

At the larger observation distances, the differences between
video and radar velocity estimates generally increase. As range
increases, both radar and video spatial resolutions degrade,
resulting in larger averaging areas or footprints. The increase in
footprint sizes reflects in differences in spatial location between
the two systems. In regions of high spatial variation in the
mean flow field, this spatial location error would account for
some of the differences observed at distances greater than about
600 m from the camera. In addition, small errors in orientation
parameters used to transform video images into orthonormal
reference frame lead to large spatial errors in pixel ground
locations. Errors of 0.1◦ in tilt angle result in 24.6-m ground
errors at a range of 1000 m from the camera. As this region
exhibits high spatial and temporal variabilities in mean flow
patterns, spatial offsets in comparison with radar can be large.
This spatial error does not enter into radar estimates as distances
to targets are precisely known (within the footprint of the radar
pulse) from the travel time between the transmitted pulses and
the received echoes.

A 2-D (spatial) lagged cross-correlation between radar and
PIV velocities was computed over the entire study area, re-
sulting in a peak correlation squared of 0.93 occurring at the
alongshore shift of 30 m corresponding to the distance covered
by two radar range bins and 2–45 image pixels, depending
on range from the camera and radar (corresponding to 15–
0.66 m/pixel, respectively). The images were divided into five
sections up coast starting from 725 m alongshore distance every

150 m, and a 2-D cross-correlation was computed on each
section. The maximum correlations were found to peak at dif-
ferent alongshore shifts, and the corresponding lag indicates a
positional error as large as 15–30 m in the alongshore direction.
Shifting of video data resulted in a decrease in rms difference of
velocities in the surf zone from 0.18 to 0.13 m/s and an increase
in correlation coefficient squared from 0.79 to 0.91.

The time lag of about 3–6 min observed for a 1-h period in
the 3-min mean alongshore flows is also likely due to spatial
misregistration between radar and PIV measurements in the
presence of high spatial variability. As the spatial misregistra-
tion was approximately 15–30 m in the alongshore direction,
the current features propagating in the alongshore direction are
estimated to be moving at speeds between 0.06 and 0.12 m/s,
quite possibly associated with alongshore migrating current
structure that is common to most natural beaches. If we com-
pare this range of speeds with Fig. 4 at 800-m alongshore
and 175-m cross-shore distances, and assuming that the radar
measures the alongshore component of the flow, we observe
the same range of velocities. As a result, we believe that the
observed differences between radar and video within the surf
zone are dominated by errors in external image-to-ground geo-
metrical transformations and internal intrinsic camera param-
eters (such as lens distortion [32]). The problem is further
exaggerated by physical changes to the camera system that
occurs as the temperatures of components vary during the day
[54]. This evolution in geometry could lead to temporal offsets
observed in the time series.

VI. SUMMARY

This paper has presented a comparison of mean longshore
surface currents measured by video PIV and Doppler radar
remote sensing techniques. In general, surface currents show
very good quantitative agreement as the changes in the direction
of the surface currents varied alongshore over the 1.1-km range
from the radar and video locations. Correlation between PIV
and Doppler radar estimates shows reasonable agreement over
most of the surf zone, resulting in a best fit line with the
slope of close to one and rms difference of 0.18 m/s. Some
6-h time series of 3-min averages at mid surf zone positions
are highly correlated (r2 = 0.78) and have low rms difference
(0.05 m/s), suggesting that both remote sensing techniques are
reasonably and accurately measuring the mean longshore sur-
face current. The spatial and temporal misregistrations of data
sets account for much of the scatter in the data and are believed
to be responsible for both apparent spatial and temporal lags
observed.

Radar and video surface current measurement techniques
have historically suffered from a lack of independent verifi-
cation. As they both sense surface properties, it is often very
difficult to compare remote observations to in situ measure-
ments that are necessarily obtained at depth (usually near the
bottom well below the surface). The fact that both measure-
ments indicate very similar surface velocities within the surf
zone and that both rely on very different mechanisms suggests
that the true surface velocity is being captured with reasonable
accuracy.
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Fig. 12. (Top) Coordinate system aligned with the look direction showing
rotation relative to wave angle and the Cartesian coordinates with x shore
normal. (Bottom) Schematic showing the apparent horizontal displacement
observed from an oblique point of view during the passage of a wave crest
over a short time interval.

APPENDIX

In this section, mean (phase-averaged) corrections to esti-
mates of surface velocities derived from video PIV analysis in
the presence of a shoreward-propagating surface wave field are
derived. The bias velocities are dependent on the camera view
geometry relative to the wave direction.

The video camera is located at an elevation H above mean
sea level and at the origin of a right-handed coordinate system,
with the positive x-axis being directed shore normally and the
positive y-axis being directed alongshore. The look direction
of any point in the image (pixel) is defined by a rotation angle
measured counterclockwise from the positive x-axis θ and a
tilt angle τ measured downward from horizontal. The bias
velocities will be derived in a rotated coordinate system (r, s)
defined by θ (Fig. 12, top).

We consider a general wave field η composed of a sum
of N discrete sinusoids with radian wavenumber vector κn

and radian frequency σn, propagating toward the shore in the
general −x direction

η(x, y, t)=
N∑

n=1

an cos(knx+lny−σnt)+bn sin(kn+lny−σnt)

(5)

where kn and ln are the cross- and alongshore wavenum-
ber components, respectively, that define the wave direction
αn = arctan(ln/kn) of each wave component with frequency

fn = σn/2π, t is time, and the Fourier coefficients an and
bn describe the wave amplitude ηn = (a2

n + b2
n)1/2 and phase

φn = arctan(bn/an), respectively. Thus, η describes the time-
varying displacement of the sea surface at any locations x and y.
In PIV analysis, horizontal displacements of a surface signature
are determined over a time interval Δt. If we consider the wave-
field one-half time step before and after any arbitrary time,
η− and η+, respectively, then

η− =
N∑

n=1

an cos
(

knx + lny − σn

(
t − Δt

2

))

+ bn sin
(

kn + lny − σn

(
t − Δt

2

))
(6)

η+ =
N∑

n=1

an cos
(

knx + lny − σn

(
t +

Δt

2

))

+ bn sin
(

kn + lny − σn

(
t +

Δt

2

))
. (7)

Video systems that observe the wave field at the look angle
τ perceive the location of the wave surface at horizontally
displaced positions that are dependent on their elevation relative
to mean sea level (a common occurrence for 2-D imaging
systems that record nonplanar processes such as surface ocean
waves). This so-called layover has a time-varying distance that
is dependent on the height and phase of the waves and causes
an apparent, or bias, velocity in PIV analysis. The magnitudes
of the bias displacements in the cross-shore and alongshore
directions, Δx and Δy, respectively, are manifested in the video
as apparent phase shifts, knΔx and lnΔy, shared between
η− and η+, such that

η−=
N∑

n=1

an cos
(
kn

(
x+

Δx

2

)
+ln

(
y+

Δy

2

)
−σn

(
t − Δt

2

))

+ bn sin
(
kn

(
x+

Δx

2

)
+ln

(
y+

Δy

2

)
−σn

(
t − Δt

2

))

(8)

η+ =
N∑

n=1

an cos
(
kn

(
x−Δx

2

)
+ln

(
y−Δy

2

)
−σn

(
t+

Δt

2

))

+ bnsin
(
kn

(
x−Δx

2

)
+ln

(
y−Δy

2

)
−σn

(
t+

Δt

2

))
.

(9)

Using simple geometrical considerations (Fig. 12, bottom), the
apparent bias displacement along the look direction (+r-axis),
Δr, of a surface signature over the time interval between image
pairs is then given by

η− − η+ = −Δr tan τ. (10)
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Substitution of (6) and (7) into (10) gives

η− − η+ =
N∑

n=1

2an sin(knx + lny − σnt)

× sin
(

kn
Δx

2
+ ln

Δy

2
− σn

Δt

2

)

− 2bn cos(knx + lny − σnt)

× sin
(

kn
Δx

2
+ ln

Δy

2
− σn

Δt

2

)

= − Δr tan τ. (11)

When

kn
Δx

2
+ ln

Δy

2
− σn

Δt

2
� 1 (12)

(11) can be solved for the bias velocity in the look direction

Δr

Δt
=

−∂η
∂t

∂η
∂x cos θ + ∂η

∂y sin θ − tan τ
(13)

where we have used the trigonometric relations Δx = Δr cos θ
and Δy = Δr sin θ. The corresponding cross-shore ubias

and alongshore vbias components of the bias velocity are
given by

ubias =
Δr

Δt
cos θ vbias =

Δr

Δt
sin θ. (14)

Equation (13) shows that the bias velocities are determined by
the vertical motion of the sea surface as waves propagate past
any given point, divided by the difference in the sea surface
slope along the look direction of the camera and the tangent of
the tilt angle relative to the horizon. When the camera view is
directly overhead, tan τ is infinite, and the bias velocities go
to zero; thus, it is advantageous to have camera views that are
as downward looking (hence highest camera vantage point) as
possible. At some intermediate value, a critical tilt angle, 0 <
τc < π/2, will equal the seaward slope of the wave in the look
direction, in which case the bias velocities become undefined.
As τ approaches τc, the bias velocities rapidly increase. When
τ > τc, the sea surface is obscured by the wave crest, and
in the limit, as τ approaches the horizon (τ = 0), the PIV
estimates are biased toward the phase speed cn of the individual
wave components, such that (ubias, vbias) = cn/ cos(θ − αn) ·
(cos θ, sin θ).

Owing to refraction across the inner shelf, wave angles are
generally small in the surf zone, particularly for the larger
(breaking) waves that contribute more heavily to the bias
velocities; thus, ∂η/∂y � ∂η/∂x, and (13) takes the approx-
imate form

Δr

Δt
=

−∂η
∂t

∂η
∂x cos θ − tan τ

(15)

except when θ → π/2. In this case, the look angle is directly
down the coastline parallel to, and very near, the shoreline
where η is small and αn ≈ 0; thus, ∂η/∂y · sin θ contributes
negligibly to the bias. In order to arrive at a first-order analytical
solution to the mean bias velocity, we will further assume that

Fig. 13. (Solid lines) Contours of mean bias corrections from October 31,
2003, at NCEX for (left) cross-shore, (center) longshore, and (right) radially
aligned currents. Also shown are (dashed lines) the 0-, 2-, and 10-m-depth
contours.

the wave field is defined by a narrow spectral peak defined by
a single sinusoidal wave propagating directly onshore (α = 0)
with amplitude a, wavenumber k, and peak radian frequency σ;
thus, (15) becomes

Δr

Δt
=

σ

k cos θ

(
sin(kx − σt)

sin(kx − σt) + tan τ
ak cos θ

)
. (16)

The mean bias velocity Δr̄/Δt is found when (16) is phase
averaged over a wave period to yield

Δ̄r

Δt
=

σ

k cos θ

⎛
⎜⎝1 − 1(

1 − a2k2 cos2 θ
tan2 τ

)1,2

⎞
⎟⎠ . (17)

In order to use this formula in practice, an estimate is
needed for the wave amplitude, frequency, and wavenumber
of the approximately (assumed) shore-normally propagating
narrow-banded wave field. In general, the wave frequency is
assumed known (obtained by other means), and the wavenum-
ber and amplitude are approximated by the shallow water dis-
persion relation (with amplitude dispersion) and surf similarity
considerations

c =
σ

k
= (gh(1 + γ))1,2

a =
1
2
γh (18)

where γ is a constant, g is the gravity, and h is the water depth.
The mean cross-shore Ubias and alongshore Vbias bias velocities
are then given by

Ubias =
Δ̄r

Δt
cos θ Vbias =

Δ̄r

Δt
sin θ. (19)

As an example, using the measured bathymetry obtained at
NCEX from October 30 to November 2, 2003, a peak wave
period of 7.14 s and γ = 0.32 mean bias velocities are shown
in Fig. 13 for the camera deployment geometry used during
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NCEX for the data presented in this paper. The free parameter
γ roughly accounts for truncating the Fourier representation
of the wave field and should be verified in the field if at all
possible. For this calculation, the value of 0.32 is taken as
reasonable for a narrow-banded wave field at the site [55], [56].
In any case, the effect of γ on the bias is negligible when the tilt
angle becomes large.
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