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1. Introduction

It is a well known fact that wind-generated waves propagate in
the ocean in sequences of contiguous high waves with nearly equal
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periods (Longuet-Higgins, 1984; Goda, 2010). This phenomenon is
commonly named as wave grouping. These groups of waves are
specially dangerous for the safety of marine systems, such as mov-
ing ships, off-shore platforms, coastal structures, etc., because the
periods involved in those groups can cause effects of mechanical
resonance when they are close to the motion or vibration periods
of the marine systems (Clauss et al., 2008). The physical explana-
tion of the wave grouping phenomenon is not yet fully clarified
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(Mollo-Christensen and Ramamonjiariosa, 1980; Ochi, 2005). Tra-
ditionally, wave grouping features have been characterized in the
temporal domain t from wave elevation time series acquired by
in situ-sensors (i.e. anchored buoys, wave lasers, etc.) moored at
a fixed position (Hamilton et al., 1979; Medina and Hudspeth,
1990; Donelan et al., 1996). Alternatively to those point measure-
ments, in the recent years different remote sensing techniques
capable of studying the sea surface in space and time have been
developed. Some of these techniques are based on the use of pas-
sive sensors, like video cameras (Piotrowski and Dugan, 2002; Gal-
lego et al., 2011; Benetazzo et al., 2012). For instance, other
techniques use active microwave sensors, such as incoherent and
coherent radars mounted on off- and on-shore stations or moving
vessels (Ziemer and Dittmer, 1994; Buckley et al., 1994; Buckley
and Aler, 1997, 1998; Nieto-Borge et al., 1999; Trizna, 2001; Zie-
mer et al., 2004; Bell et al., 2005; Wu et al., 2011). All those remote
sensing techniques are able to acquire temporal sequences of
images of the sea surface. Hence, the evolution of sea surface can
be analyzed in the two spatial coordinates that define the mean le-
vel of the sea surface r ¼ ðx; yÞ and time t.

This work deals with the analysis of wave grouping properties
in space and time by using time series of X-band marine radar
images of the sea surface. Some previous works has been carried
out to analyze wave grouping properties from space-borne SAR
images, as well as temporal sequences of marine radar images
(Dankert et al., 2003), where the analysis of wave groups is derived
from estimations of the wave envelope obtained from Gabor filter-
ing techniques. As an alternative, this paper estimates the wave
envelope in the spatio-temporal domain using a technique based
on the Riesz Transform (King, 2009b), which is closely related to
dynamical features of the wave field evolution. For that purpose,
the Riesz Transform is applied to estimations of the sea surface ele-
vation field gðx; y; tÞ scanned by X-band marine radars by using
inversion modeling techniques (Nieto-Borge et al., 2004b; Terrill
and de, 2009). Although, this work uses the wave elevation fields
derived from the X-band marine radar analysis, the methods de-
scribed in this paper are suitable to be applied to any measurement
of the wave elevation field in space r ¼ ðx; yÞ and time t retrieved
from other sensors capable to scan areas of the sea surface for dif-
ferent time steps.

The paper is structured as follow: Sections 2 and 3 describes the
theoretical background used in this work to analyze wave grouping
properties in the three-dimensional spatio-temporal domain
ðx; y; tÞ. The following Section 4 introduces briefly the methodology
to analyze wave fields by using marine radars. This section de-
scribes as well the inversion modeling technique to estimate the
wave elevation field gðx; y; tÞ from the marine radar data sets. Sec-
tion 5 shows the results of the wave grouping detection derived
from records acquired by a wave measuring station based on X-
band marine radar technology. The consistence of the techniques
used in this work are compared with standard one-dimensional
wave grouping analysis method using stochastic simulations of
sea surfaces. This comparison is shown in Section 6. Finally, Sec-
tion 7 deals with the conclusions of the work.

2. Theoretical background

Under the frame of the linear wave theory the Eulerian descrip-
tion of the wave elevation g at a position r ¼ ðx; yÞ of the sea sur-
face and at time t is regarded as a superposition of different
monochromatic wave components (Ochi, 2005; Krogstad and Trul-
sen, 2010). Hence, using a discrete notation, gðr; tÞ can be ex-
pressed as

gðr; tÞ ¼
X

m

am cos km � r�xmt þumð Þ; ð1Þ
where the index m denotes the mth-wave spectral component that
is characterized by its amplitude am, wave number vector
km ¼ ðkxm ; kym

Þ, angular frequency xm and phase um. The different
wave numbers k1;k2; . . . and frequencies x1;x2; . . . are non-har-
monic. Wave fields given by the expression (1) are considered as
zero-mean Gaussian stochastic process, where the spectral compo-
nents are statistically independent, being am and um random vari-
ables. The wave field representation given by Eq. (1) is
appropriate for sea state conditions (Goda, 2010), where the free
wave components of the surface do not change in space and time
(e.g. statistical temporal stationarity and spatial homogeneity are
assumed). Furthermore, as Eq. (1) represents a Gaussian process,
this model describes wave fields with statistical symmetry between
wave crests and troughs. In that case, the amplitudes am are derived
from the linear wave spectrum (Fedele et al., 2011b; Krogstad and
Trulsen, 2010), which do not take into account high-order nonlinear
contributions (Tayfun and Fedele, 2007; Fedele et al., 2011c). In the
following, all the spectra used in the text correspond to linear spec-
tra consistent with the first-order description of wave fields given
by Eq. (1). Under these conditions, the variance of gðr; tÞ is given by

r2 ¼ g2 ¼ 1
2

X
m

a2
m ¼ m0 ð2Þ

where the overline denotes the mean value, and m0 indicates the
0th-order moment, which is commonly estimated from the wave
spectrum.

2.1. Wave groups and local and instantaneous energy

Wave groupiness is related to the wave energy propagation.
Those phenomena are proportional to the square of g. Hence, the
local and instantaneous potential wave energy per unit of area
Epðr; tÞ is related to g2 as (Gran, 1992)

Epðr; tÞ ¼
1
2
qgg2ðr; tÞ ð3Þ

where q is the density of the sea water and g the acceleration of the
gravity. From Eq. (1), g2ðr; tÞ can be expressed as (Massel, 1996)

g2ðr; tÞ ¼ 1
2

Gðr; tÞ þ Pðr; tÞ½ �; ð4Þ

where Gðr; tÞ and Pðr; tÞ are known as group train and pulse train
respectively (Gran, 1992). These magnitudes are given by

Gðr; tÞ ¼
X

m

X
n

aman

� cos km � knð Þ � r� xm �xnð Þt þum �un½ �; ð5Þ

and

Pðr; tÞ ¼
X

m

X
n

aman

� cos km þ knð Þ � r� xm þxnð Þt þum þun½ �: ð6Þ

Eqs. (5) and (6) show that Gðr; tÞ and Pðr; tÞ contain second-order
spectral contributions of the wave field gðr; tÞ given by Eq. (1). Eq.
(5) indicates that Gðr; tÞ contains the spectral contributions of low
frequencies xm �xn and low wave numbers km � kn. Therefore,
Gðr; tÞ is responsible of the wave energy propagation for long scales
in time and space. The velocity of these spectral components are gi-
ven by

xm �xn

km � knj j �
dx
dk

; ð7Þ

which is the group velocity. Eq. (6) indicates that the spectral com-
ponents of the pulse train Pðr; tÞ correspond to short scale evolution
in time and space of the wave energy propagation.
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Assuming that the wave spectral components of the wave ele-
vation field gðr; tÞ are statistically independent, and taking into ac-
count Eqs. (5) and (6), the spatial and temporal ensemble averages
of Gðr; tÞ and Pðr; tÞ are respectively

Gðr; tÞ ¼
X

m

a2
m ¼ 2m0; ð8Þ

Pðr; tÞ ¼ 0: ð9Þ

Therefore, under the theoretical assumptions described above, only
the group train contains the information of the propagation of aver-
aged wave energy. Taking into account Eq. (4) the local and instan-
taneous potential energy per unit of area takes the form

Epðr; tÞ ¼
1
4
qg Gðr; tÞ þ Pðr; tÞ½ �: ð10Þ

The local and instantaneous kinetic wave energy Ekðr; tÞ per unit
of area can be computed as well. From Eq. (1), and assuming the
linear wave theory, the local and instantaneous kinetic energy
per unit of area is obtained by integrating the squared modulus
of the orbital velocity ðu;v ;wÞ over all the water depth column
(Gran, 1992)

Ekðr; tÞ ¼
1
2
q
Z 0

�h
u2ðr; z; tÞ þ v2ðr; z; tÞ þw2ðr; z; tÞ
� �

dz; ð11Þ

where h is the water depth, uðr; z; tÞ;vðr; z; tÞ, and wðr; z; tÞ are the
three components of the orbital velocity of the water particles at
depth z (�h 6 z 6 0) (Massel, 1996)

uðr; z; tÞ ¼ �
X

m

cmðzÞamxm
kxm

kmj j cos km � r�xmt þumð Þ ð12Þ
vðr; z; tÞ ¼ �
X

m

cmðzÞamxm
kym

kmj j cos km � r�xmt þumð Þ ð13Þ
wðr; z; tÞ ¼
X

m

smðzÞamxm sin km � r�xmt þumð Þ ð14Þ

where cmðzÞ � cosh km hþzð Þ½ �
cosh kmhð Þ , and smðzÞ � sinh km hþzð Þ½ �

sinh kmhð Þ . In first approach,
taking into account only the contributions of those wave compo-
nents traveling close to the mean wave propagation direction (e.g.
long crest approach), and assuming deep water conditions
(h!1), Eq. (11) is approached as (Gran, 1992)

Ekðr; tÞ �
1
4
qgGðr; tÞ ð15Þ

where the dispersion relation for linear waves in deep waters
x2

m ¼ g kmj j has been taking into account. Hence, the local and
instantaneous total wave energy per unit of area Eðr; tÞ is given by

Eðr; tÞ ¼ Epðr; tÞ þ Ekðr; tÞ �
1
2
qg Gðr; tÞ þ 1

2
Pðr; tÞ

� �
ð16Þ

The equipartition of energy in Eq. (16) is a consequence of assuming
a linear wave field shown in Eq. (1). The total energy per unit of area
is a constant given by the ensemble spatio-temporal average
Eðr; tÞ ¼ qgm0.

All these wave energy expressions shown above depend on the
determination of the group and pulse trains. In practice, due to the
complexity of the calculations, the magnitudes Gðr; tÞ and Pðr; tÞ
are not determined respectively by using the bispectral expres-
sions given by Eqs. (5) and (6). This analysis is easily carried out
by the estimation of the wave envelope, which is the subject of
the following sections.
2.2. Relation between wave envelope and the local and instantaneous
wave energy

Wave energy propagation can be determined towards the so-
called wave envelope. Assuming the wave elevation g is a narrow
banded process, the expression (1) can be factorized using a char-
acteristic wave number kc and frequency xc (Goda, 2010). These
parameters are usually identified with the mean wave number
vector and the mean frequency of the wave field, which are esti-
mated respectively from the directional wave number spectral
density FðkÞ and the frequency spectral density SðxÞ of the wave
elevation field gðr; tÞ. Under these conditions, Eq. (1) can be rewrit-
ten as

gðr; tÞ ¼ gcðr; tÞ cos kc � r�xctð Þ � gsðr; tÞ sin kc � r�xctð Þ ð17Þ

where

gcðr; tÞ ¼
X

m

am cos km � kcð Þ � r� xm �xcð Þt þum½ � ð18Þ

and

gsðr; tÞ ¼
X

m

am sin km � kcð Þ � r� xm �xcð Þt þum½ �: ð19Þ

Defining the variables

Aðr; tÞ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2

c ðr; tÞ þ g2
s ðr; tÞ

q
; ð20Þ

/ðr; tÞ � tan�1 gsðr; tÞ
gcðr; tÞ

� �
; ð21Þ

the quantities gcðr; tÞ and gsðr; tÞ are rewritten as

gcðr; tÞ ¼ Aðr; tÞ cos /ðr; tÞ; ð22Þ
gsðr; tÞ ¼ Aðr; tÞ sin /ðr; tÞ; ð23Þ

and the wave elevation field gðr; tÞ is expressed as

gðr; tÞ ¼ Aðr; tÞ cos Uðr; tÞ ð24Þ

where Uðr; tÞ � /ðr; tÞ þ kc � r�xct. Eq. (24) indicates that Aðr; tÞ is
the local and instantaneous wave envelope, and Uðr; tÞ is the local
and instantaneous phase. Taking into account Eq. (20), and the def-
initions given by Eqs. (18) and (19), it can be seen that

A2ðr; tÞ ¼ g2
c ðr; tÞ þ g2

s ðr; tÞ ¼ Gðr; tÞ ð25Þ

where Gðr; tÞ is the group train given by Eq. (5). Knowing the wave
envelope Aðr; tÞ and the wave elevation field gðr; tÞ, the pulse train
Pðr; tÞ is given by

Pðr; tÞ ¼ 2g2ðr; tÞ � A2ðr; tÞ: ð26Þ

It can be seen that, while Gðr; tÞ ¼ A2ðr; tÞ takes always positive
values, the pulse train Pðr; tÞ can take positive or negative values
depending on the relationship between the values of 2g2ðr; tÞ and
A2ðr; tÞ.

2.3. Estimation of the wave envelope by using the Riesz Tansform

In practical cases the local and instantaneous wave envelope
Aðr; tÞ is not determined using the expression given by Eq. (20)
introduced in Section 2.2. In the case of one-dimensional wave ele-
vation fields (e.g. heave time series recorded by anchored buoys)
the so-called instantaneous amplitude AðtÞ is usually estimated
by using the Hilbert transform (HT) (Medina and Hudspeth,
1990). For higher dimensions there is not a unique generalization
of HT (Bülow et al., 2000; King, 2009b). All the different multidi-
mensional generalizations of HT hold two main properties: the first
one is that they coincide with the conventional HT for the one-
dimensional case, the second one is that each generalization fac-
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torizes the original signal as an amplitude multiplied by the cosine
of a phase as Eq. (24) shows. To compute the local and instanta-
neous amplitude Aðr; tÞ of the wave elevation field gðr; tÞ, this work
uses the Riesz transform (RT) as multidimensional generalization
of the HT. In the same way than the HT for the one-dimensional
case, RT is related to the horizontal displacements of the water sur-
face particles (Krogstad and Trulsen, 2010), which are as well used
to derive the Lagrangian description of the sea surface elevation
(Nouguier et al., 2009).

Hence, assuming the linear wave theory, the Riesz transform of
gðr; tÞ is closely related to the kinetic properties of the wave field
evolution. For a given time t, the two-dimensional RT of the wave
elevation field gðr; tÞ is defined as (King, 2009b; Sierra-Vázquez
and Serrano-Pedraza, 2010)

ĝjðr; tÞ ¼
1

2p
lim
e!0

Z
kj j>e

gðr; tÞ xj � kj

r� kj j3
dk1dk2; j ¼ 1;2; ð27Þ

where k ¼ ðk1; k2Þ. The index j takes the values j ¼ 1 or j ¼ 2 denot-
ing the directions x and y respectively. From the two components of
RT, ĝxðr; tÞ � ĝ1ðr; tÞ and ĝyðr; tÞ � ĝ2ðr; tÞ, a vector field gðr; tÞ is
constructed as (King, 2009b)

gðr; tÞ ¼ gðr; tÞ; ĝxðr; tÞ; ĝyðr; tÞ
� �T

: ð28Þ

The estimation of the local and instantaneous amplitude Aðr; tÞ by
using RT, Arðr; tÞ, is obtained as the norm of the vector field gðr; tÞ
(Bülow et al., 2000)

Arðr; tÞ ¼ gðr; tÞj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2ðr; tÞ þ ĝ2

x ðr; tÞ þ ĝ2
yðr; tÞ

q
: ð29Þ

The respective RT estimation of the local and instantaneous phase
Urðr; tÞ is given by

Urðr; tÞ ¼ tan�1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ĝ2

x ðr; tÞ þ ĝ2
yðr; tÞ

q
gðr; tÞ

2
4

3
5: ð30Þ

From Eq. (29) and (30), the wave elevation field g is derived as an
equivalent expression than Eq. (24)

gðr; tÞ ¼ Arðr; tÞ cos Urðr; tÞ: ð31Þ

For practical cases, Eq. (27) is not applied and RT is computed by
using the relationship between the Fourier transforms of the
original signal g and its respective RT vector components (Sierra-
Vázquez and Serrano-Pedraza, 2010)

F ĝj
� �
¼ �i

kj

kj j F g½ �; j ¼ 1;2; ð32Þ

where F denotes the Fourier Transform, i ¼
ffiffiffiffiffiffiffi
�1
p

, and k1 and k2 are
the two components of the wave number vector k (e.g. k1 � kx, and
k2 � ky). Taking into account Eq. (32), the two components of the
Riesz transform of the wave elevation field gðr; tÞ given by Eq. (1)
are then given by

ĝxðr; tÞ ¼
X

m

am
kxm

kmj j sin km � r�xmt þumð Þ ð33Þ

ĝyðr; tÞ ¼
X

m

am
kym

kmj j sin km � r�xmt þumð Þ ð34Þ

At it was mentioned before, Eqs. (33) and (34) correspond to the
horizontal wave displacements at the mean sea surface (e.g.
z ¼ 0) (Krogstad and Trulsen, 2010). Therefore, the horizontal orbi-
tal velocity components ðu;vÞ at z ¼ 0 can be derived from the par-
tial derivative in time of ĝx and ĝy respectively (see Eqs. (12) and
(13)).

Knowing the RT components ĝxðr; tÞ and ĝyðr; tÞ, the local and
instantaneous wave envelope is estimated using Eq. (29) (Nieto-
Borge et al., 2010). Hence, the group and pulse train are as well
estimated by applying Eqs. (25) and (26), and, therefore, the poten-
tial, kinetic and total wave energies per unit of area can be as well
estimated by using Eqs. (10), (15), and (16) respectively.

Apart of the estimation of the wave energy features, the wave
envelope Aðr; tÞ permits as well to estimate local and instantaneous
properties of the wave height. Hence, assuming that the wave ele-
vation field gðr; tÞ is a Gaussian process, the probability density
function of the envelope Aðr; tÞ process follows a Rayleigh distribu-
tion (Longuet-Higgins, 1984, 1986). Therefore, considering that the
wave elevation gðr; tÞ is a narrow-banded process, the probability
that the maxima of gðr; tÞ are located elsewhere than the wave
crests is small (Ochi, 2005). Hence, Aðr; tÞ is strongly correlated
with the amplitudes of the individual wave heights. In addition,
for narrow-banded processes, there is a statistical symmetry for
crests and troughs. Therefore, the wave height H can be derived
from the wave envelope as H ¼ 2A (Ochi, 2005; Goda, 2010). For
those wave fields that cannot be described as Gaussian and nar-
row-banded processes, the wave profile presents two or more local
maxima and minima for one single wave cycle. In those cases a un-
ique wave envelope cannot be defined properly (Ochi, 2005), and
the wave height cannot be regarded as twice the envelope. Then
it may be more appropriate to consider two statistically indepen-
dent envelopes separated by one-half of the average wavelength.
The Gaussian and narrow-band approach is used in further sec-
tions of this paper to estimate three-dimensional wave groupiness
parameters from the wave envelope.
3. Wave grouping detection from the local and instantaneous
envelope

Taking into account that the wave height H can be regarded as
twice the wave envelope for Gaussian and narrow-banded wave
fields (see the above Section (2.3)), a method to analyze wave grou-
piness features is to generalize the concept of run used in one
dimension (e.g. wave elevation time series) (Medina and Hudspeth,
1990; Goda, 2010) to three dimensions ðx; y; tÞ. In one dimension a
run length is defined as the number of consecutive waves with
wave heights higher than a given threshold height H0 (Goda,
2010). Hence, in the spatial domain ðx; yÞ a run area can be defined
by the region of the sea surface where the contiguous waves are
higher than a given threshold height H0 (Nieto-Borge et al.,
2004a). Time dependence is included considering the temporal
evolution of those run areas. Thus, the areas of each detected
run, as well as the spatial distribution of them, and their respective
temporal evolution in the oceanic area of study, provide informa-
tion about the three-dimensional wave groupiness features of the
sea state.

Wave grouping analysis considers consecutive waves of high
waves of comparable heights. Therefore, the detection of the grou-
piness phenomenon must take into account different analysis than
the study of extreme individual wave events, like rogue waves
(Onorato et al., 2010; Gramstad and Trulsen, 2010, 2011), sharp
crests (Baxevani and Richlik, 2004; Forristall, 2006; Fedele et al.,
2011a, 2012), etc., which should not be considered as a group. In
addition, it is well known that the estimation of the envelope by
the HT, or any other multidimensional generalization, like RT, in-
duces some additional components of high frequency (King,
2009a,b). These effects were taken into account in Longuet-Higgins
(1984, 1986) by applying a band-pass filter to the wave elevation
time series. Hence, a smoothed instantaneous envelope derived
from the filtered wave elevation time series was estimated to carry
out the wave group study in the one-dimensional case (e.g. the
temporal domain). For wave grouping analysis in three dimensions
ðx; y; tÞ, the wave envelope has to contain only long wave lengths
and periods (low wave numbers and frequencies) defined by the
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second-order difference of wave number ðkm � knÞ and frequency
ðxm �xnÞ components of the relevant spectral components of
the wave field gðr; tÞ. For that purpose, in this work a three-dimen-
sional low-pass filter in the ðk;xÞ-domain is applied to the enve-
lope estimation derived from the RT given by Eq. (29). Hence, the
short spatial and fast temporal contributions to the wave envelope
are vanished. In this work the low-pass filter keeps all the spectral
components of Arðr; tÞ (e.g. the RT estimation of the envelope
Aðr; tÞ) located for those wave numbers kA and frequencies xA that
hold the conditions kAj j 6 1:5 kp

		 		, and xA 6 1:5xp, where kp

		 		 is
the peak wave number derived from the directional spectrum
FðkÞ and xp is the peak frequency obtained from the scalar spec-
trum SðxÞ. The subindex A in kA and xA indicates that those wave
numbers and frequencies are related to the spectral components of
the envelope rather the spectral components of the wave elevation
field gðr; tÞ. Hence, the vectors kA are related to the wave number
differences ðkm � knÞ of gðr; tÞ. In a similar way, the frequencies
xA depend on the difference of the wave field frequencies
ðxm �xnÞ. Once the smoothed local and instantaneous envelopeeAðr; tÞ is obtained, and considering the wave field as a Gaussian
narrow-banded process (see Section 2.3), the next step is to esti-
mate the local and instantaneous wave height as 2~Aðr; tÞ. Hence,
using the significant wave height as threshold height H0 ¼ Hs,
the areas of the sea surface where consecutive waves higher than
Hs can be analyzed. Extending the ideas used for wave elevation
time series, those areas are called in this work as run areas. Apply-
ing this technique to consecutive time steps, the temporal evolu-
tion or the run areas can be investigated as well. Furthermore, to
avoid the effect of some spikes that can remain in the smoothed
envelope ~Aðr; tÞ, only significant run areas are taken into account.
For that purpose, the mean wave size is computed from the wave
number spectrum FðkÞ using the so-called covariance matrix K
(Krogstad et al., 2004)

Kij ¼
Z

k
kikjFðkÞdkxdky; i; j ¼ 1;2; ð35Þ

where, following the notation used above, k1 � kx, and k2 � kx. The
matrix K takes the form

K ¼
k2

x kxky

kxky k2
y

0
@

1
A: ð36Þ

The maximum and minimum eigenvalues of K (k2
max and k2

min) are re-

lated with the mean wave length as km ¼ 2p=
ffiffiffiffiffiffiffiffiffi
k2

max

q
and the mean

crest length kwc ¼ 2p=
ffiffiffiffiffiffiffiffiffi
k2

min

q
respectively (Krogstad et al., 2004).

Therefore, the mean wave size area is given by Dws ¼ kmkwc . In this
work only the run areas larger or equal than twice the mean wave
size, 2Dws, are taken into account.

4. Wave field analysis by using X-band marine radars

X-band marine radars are the common radar systems mounted
on maritime traffic control towers, as well as on off shore platforms,
and on moving vessels. Those radar systems are incoherent real
aperture radars, working with horizontal polarization at grazing
incidence (Skolnik, 2008). Although, marine radars are designed
for navigation purposes, these systems are suitable to be used as
a microwave remote sensing tool for oceanographic purposes
(Buckley et al., 1994; Robinson et al., 2000; Wyatt et al., 2003; Reic-
hert and Lund, 2007). This capability is based on the well-known
fact that signatures of the sea surface are visible in the near range
of X-band marine radar images (Young et al., 1985; Ziemer et al.,
2004). These signatures are known as sea clutter, which is an unde-
sirable signal for navigation purposes. Sea clutter is caused by the
backscatter of the transmitted electromagnetic waves from the
short sea surface ripples in the range of half the electromagnetic
wavelength (i.e.�1.5 cm) (Alpers et al., 1981; Frasier and McIntosh,
1996). Longer waves like swell and wind sea become visible as they
modulate the backscatter signal mainly via different modulation
mechanisms, such as the hydrodynamic modulation of the ripples
caused by the interaction with the longer waves, tilt modulation
due to the changes of the effective incidence angle along the long
wave slopes, and the partial shadowing of the sea surface by higher
waves (Keller and Wright, 1975; Alpers and Hasselmann, 1982;
Plant, 1990; Lee et al., 1995). Since standard X-band marine radar
systems allow to scan the sea surface with high temporal and spa-
tial resolution, they are able to monitor the sea surface in both time
and space (Nieto-Borge et al., 1999; Reichert and Lund, 2007). Thus,
the combination of the temporal and spatial wave information al-
lows the determination of unambiguous directional wave spectra,
as well as their related sea state parameters, such as significant
wave height (Nieto-Borge et al., 2008), mean wave lengths and peri-
ods, wave propagation directions (Izquierdo et al., 2005; Reichert
et al., 2005), etc. Detail descriptions of the methods used to analyze
wave fields with standard marine radars can be found in Nieto-
Borge et al. (1999); Ziemer et al. (2004); Reichert et al. (2005); Reic-
hert and Lund (2007). The analysis of radar image time series per-
mits to derive additional information, such as the two-
dimensional sea surface current (Young et al., 1985; Nieto-Borge
and Guedes-Soares, 2000; Senet et al., 2001). Fig. 1 shows an exam-
ple of sea clutter image time series acquired by a X-band marine ra-
dar system located in the North Sea. In addition to those statistical
and spectral parameters that describe sea states, information of the
wave elevation field g can be as well estimated for each sea surface
position r ¼ ðx; yÞ and for different times t. That technique, which
was originally published in Nieto-Borge et al. (2004b), permits to
derive information of individual waves and it is briefly described
in the following section.

4.1. Estimation of wave elevation fields from sea clutter image time
series

The method to estimate the wave elevation field gðr; tÞ from X-
band marine radar data sets is based on the structure of the so-
called three-dimensional image spectrum Iðk;xÞ (e.g. the spectral
density of the sea clutter image time series). The details of this
technique can be consulted in Nieto-Borge et al. (2004b); Hessner
et al. (2006); Hessner and Reichert (2007). This technique is based
on an inversion modeling method to obtain the wave spectrum
Fðk;xÞ from the image spectrum Iðk;xÞ (Nieto-Borge et al.,
1999; Nieto-Borge and Guedes-Soares, 2000; Ziemer et al., 2004).
The aim of the inversion method consists of taking into account
that ocean wind-generated waves are dispersive (Young et al.,
1985). Under the frame of the linear gravity wave theory, the dis-
persion relation is given by

x ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g kj j tanh kj jhð Þ

q
þ k � U; ð37Þ

where U ¼ ðUx;UyÞ is the surface current of encounter (Young et al.,
1985; Senet et al., 2001). The main spectral components of the im-
age spectrum in the k;xð Þ-domain can be summarized as

– Wave components within the dispersion relation shell that hold
Eq. (37) (Young et al., 1985).

– Higher harmonics of the dispersion relation due to the shadow-
ing modulation (Senet et al., 2001; Nieto-Borge et al., 2008).

– Subharmonic of the dispersion relation, which sometimes is
mentioned in the literature as group line (Stevens et al., 1999).

– Background spectral noise caused by the roughness of the sea
surface due to the local wind (Nieto-Borge et al., 2004b;
Nieto-Borge et al., 2008).
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Fig. 1. Scheme showing an example of temporal sequence of sea clutter images measured by a X-band marine radar system located in the Southern North Sea. The black
sector in the upper part of each sea clutter image corresponds to a blanked area in the direction of the platform where the radar is mounted.
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Fig. 2. Example of a image spectrum I indicating its main spectral contributions.
The figure shows a two-dimensional transect along the mean wave propagation
direction.
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Fig. 3. Two-dimensional transect along the mean wave propagation direction of the
estimation of the three-dimensional wave spectrum F derived from the image
spectrum I shown in Fig. 2. It can be seen that only the spectral ðk;xÞ-components
that hold the dispersion relation given by Eq. (37) are kept.
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Fig. 2 shows an example of image spectrum Iðk;xÞwhere some
of the spectral components mentioned above can be identified. The
estimation of the wave spectrum Fðk;xÞ is obtained by applying a
three-dimensional band-pass filter in the k;xð Þ-domain that sup-
presses those spectral components that do not hold the dispersion
relation given by Eq. (37) (Nieto-Borge et al., 1999). To define this
three-dimensional band-pass filter it is necessary to estimate pre-
viously the surface current of encounter U analyzing the distribu-
tion of the most energetic spectral components of the image
spectrum (Young et al., 1985). Once, the three-dimensional band-
pass filter is applied, an additional transfer function that correct
the effect of the tilt modulation is used to obtain the estimation
of Fðk;xÞ (Seemann et al., 1997; Nieto-Borge and Guedes-Soares,
2000). Fig. 3 illustrates the wave spectrum obtained from the im-



Fig. 4. Estimated wave elevation field derived from the sea clutter time series shown in Fig. 1.
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age spectrum shown in Fig. 2 by applying this inversion modeling
technique.

From the spectral density Fðk;xÞ, other spectral functions of
the wave field can be derived as well, such as the two-dimensional
wave number spectrum FðkÞ, the directional spectrum Eðx; hÞ, and
the scalar frequency spectrum SðxÞ (Nieto-Borge and Guedes-
Soares, 2000). In addition, taking into account that, for grazing inci-
dence and horizontal polarization, which is the case of the marine
radar, the main modulation mechanism is shadowing (Seemann,
1997; Nieto-Borge et al., 2004b), the water surface elevation g
can be reconstructed for each sea surface position r ¼ ðx; yÞ and
time t as

gðr; tÞ ¼
X

k

X
x

ak;x cos k � r�xt þuk;x


 �
ð38Þ

where the amplitudes ak;x are derived from the estimation of the
three-dimensional wave spectrum Fðk;xÞ, and the phases uk;x
are mainly induced by the shadowing and the strong backscatter
of the wave crests (Nieto-Borge et al., 2004b, 2010). It is important
to mention that, for marine radar conditions, although Eq. (38) is
based on the assumption that shadowing is the dominant modula-
tion mechanism, some authors consider that the role of the wave
tilt is more important, even for grazing incidence (Plant and Farquh-
arson, 2012). This fact is taken into account to retrieve the sea sur-
face from temporal sequences of marine radar images (Dankert and
Rosenthal, 2004). That method is an alternative approach to the
technique used in this paper given by Nieto-Borge et al. (2004b).
Fig. 4 illustrates an example of the estimation of the sea surface
derived from the time series of sea clutter images shown in Fig. 1
using Eq. (38). In practice, the sea clutter time series are sampled in
space and time due to the spatial resolutions and the rotation per-
iod of the radar antenna. Therefore, the estimation of the wave ele-
vation g given by Eq. (38) is sampled in the sea surface position
r ¼ ðx; yÞ and time t as well. Furthermore, due to the method uses
a three-dimensional DFT decomposition, the wave numbers k and
frequencies x take as well discrete values (Nieto-Borge and Gue-
des-Soares, 2000). Thus, the filter used in Eq. (38) consider a width
along the dispersion relation shell given by Eq. (37). This width in
the k;xð Þ-domain is related to the resolution in wave number
ðDkx;DkyÞ and frequency Dx (Young et al., 1985). The method to
estimate the sea surface elevation given by Eq. (38) has been vali-
dated with some field experiments carried out in California using
air-borne LIDAR and buoy data (Terrill and de, 2009). Once the
sea surface elevation g is estimated for each position r ¼ ðx; yÞ
and time t analysis of individual waves in the spatial and temporal
domain can be carried out (Hessner et al., 2006; Hessner and Reic-
hert, 2007). The comparison results carried out by Terrill and de
(2009) indicate that, due to the range and azimuthal resolutions
of the antenna, as well as due to the spatial scale where the shad-
owing effect occurs, the wave elevation fields estimated by the X-
band radar describe properly the sea surface elevation for the
ðk;xÞ-domain where the spectral components ak;x present signif-
icant spectral energy. Hence, all the grouping properties derived
from these data are related to the ðk;xÞ-domain where the spec-
tral energy is dominant.
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5. Detection of wave groupiness from time series of sea clutter
images

This section shows an example of the application of the theoret-
ical assumptions described above to an estimation of wave eleva-
tion field gðr; tÞ retrieved from a measurement of sea clutter
image time series acquired by a X-band radar station located in
the North Sea.

5.1. Description of the measuring system

In this work, to measure and store the sea clutter radar data
sets, an A/D converter (WaMoS-II) built up for the specific purpose
of ocean wave monitoring has been used (Reichert et al., 2005;
Reichert and Lund, 2007). WaMoS-II is an operational Wave Mon-
itoring System originally developed at the German Research Insti-
tute Helmholtz–Zentrum Geesthacht (formerly known as GKSS
Research Center). The measuring system consists of a conventional
marine radar, a high-speed video digitizing and storage device and
a standard computer (Reichert et al., 1999). The analog radar video
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Fig. 5. Estimated wave elevation field derived from
signal is read out and digitized into range of grey levels. This infor-
mation is transferred and stored on a computer where the wave
analysis software carries out the computation of the sea state
parameters in real time (Reichert et al., 2005). For WaMoS-II mea-
surements, marine radar raw radar signals are analyzed. Hence,
preprocessing radar filters (e.g. rain filter, anti clutter filter, image
intensity amplification, etc.) are not used.

The data used in this work have been collected by the WaMoS-II
station mounted at the German research platform of FINO 1, which
belongs to the Federal Maritime and Hydrographic Agency of Ger-
many (BSH). The platform is located in the German Bight in the
Southern North Sea (54�01’ N, 06�35’ E), where the approximate
water depth is 30 m. The radar controlled by the WaMoS-II system
is a typical commercial marine radar (Furuno FR-2125-B) with a
logarithmic amplifier and a peak power output of 25 kW operating
at 9.5 GHz (X-band). The range resolution of the radar is 7.5 m. The
antenna (type XN24AF/8) is 8-feet length (2.4 m), horizontally
polarized with a horizontal beamwidth of 0.95�. The radar antenna
rotates with a period of 2.5 s (24 rpm), which is the sampling time
of the sea clutter time series. The antenna is mounted in the plat-
y 
 [

m
]

x  [m]
0 500 1000 1500 2000

t = 177.5 s

0

200

400

600

800

y 
 [

m
]

x  [m]
0 500 1000 1500 2000

t = 182.5 s

0

200

400

600

800

y 
 [

m
]

x  [m]
0 500 1000 1500 2000

t = 187.5 s

0

200

400

600

800

2 31 0

Elevation   [m]

a sea clutter image for different time steps.



y 
 [

m
]

x  [m]
0 500 1000 1500 2000

t = 175.0 s

0

200

400

600

800

y 
 [

m
]

x  [m]
0 500 1000 1500 2000

t = 177.5 s

0

200

400

600

800

y  
 [

m
]

x  [m]
0 500 1000 1500 2000

t = 180.0 s

0

200

400

600

800

y 
 [

m
]

x  [m]
0 500 1000 1500 2000

t = 182.5 s

0

200

400

600

800

y 
 [

m
]

x  [m]
0 500 1000 1500 2000

t = 185.0 s

0

200

400

600

800

y 
 [

m
]

x  [m]
0 500 1000 1500 2000

t = 187.5 s

0

200

400

600

800

Envelope Elevation   [m]
0.0 0.5 1.0 2.0 2.51.5

Fig. 6. Local and instantaneous wave envelope corresponding to the estimated wave elevation field shown in Fig. 5. The envelope has been computed from a Riesz Transform
by using Eq. (29).
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form about 20 m over the means sea level. For the case of FINO 1,
the WaMoS-II set up samples the sea clutter intensity values in a
range of 256 gray levels (e.g. one unsigned byte). The maximum
sampled range of the radar images is set up to 2 km from the plat-
form. For operational purposes, the WaMoS-II installed at FINO 1
provides in routine the directional spectra, as well as the derived
sea state parameters. For that operational use, the WaMoS-II sys-
tem at FINO 1 measures temporal sequences composed of 32 con-
secutive sea clutter images to extract sea state parameters in near
real time. The time coverage of the sea clutter time series used for
operational purposes (e.g. 32� 2:5 ¼ 80 s) is enough for spectral
estimation but not for wave grouping analysis because the enve-
lope evolves in time slower than the individual waves. For that rea-
son, longer time series has been measured changing the set-up of
the WaMoS-II configuration. The results shown in this section cor-
respond to a WaMoS-II measurement of a time series composed of
256 consecutive sea clutter images (e.g. total time coverage of the
time series equal to 256� 2:5 ¼ 640 s).
1.0

0.5

0.0
-0.4 -0.2 0.0 0.2 0.4

-40 -30 -20 -10 0
Logarithmic Scale [dB]

Dispersion
Relation

Fig. 8. Two-dimensional transect along the mean propagation direction of the
three-dimensional spectral density of the local and instantaneous envelope. The
white line indicates the dispersions relation of the wave field shown in the
spectrum of the Fig. 3.

Fig. 9. Two-dimensional wave spectrum FðkÞ (left) and the corresponding two-dimensio
by integrating their respective there-dimensional spectra over all the domain of positiv
5.2. Experimental results

This sections shows the results of the wave grouping feature
detection from a time series of sea clutter images. The data were
taken on November 11, 2008 at the FINO 1 platform at 5:00 pm.
The measurement corresponds to the previously shown sea clutter
images and the associated inverted wave field shown in Figs. 1, and
4 respectively. Form the standard X-band marine radar analysis
based on the estimation of the wave spectrum, the measured sea
state had a significant wave height of Hs ¼ 3 m, with a mean wave
length km ¼ 95:4 m, peak wave length kp ¼ 105:4 m, mean wave
period Tm ¼ 7:9 s, and peak period Tp ¼ 8:2 s. Using the method
proposed by Senet et al. (2001), the fit of the surface current of
encounter gave a value for the current speed of 0.5 m s�1, with a
directional shift from the mean wave propagation direction of
þ3:2	. The results of the different analyses shown in this section
have been carried out for an area of approximately 2� 1 km2,
where the radar shadowing modulation is dominant to retrieve a
reliable estimation of the wave field (Terrill and de, 2009). Fig. 5
shows the estimated wave elevation field for the area of study
and for different time steps in the measuring sequence of
256� 2:5 s ¼ 640 s. The corresponding local and instantaneous
envelope estimation from RT given by Eq. (29) is shown in Fig. 6.
Time series of this envelope evaluated at the central location of
the sea surface area shown in Fig. 6, as well as the estimated wave
elevation field, can be seen in Fig. 7. To illustrate how the spectral
components of the local and instantaneous envelope are distrib-
uted in the ðk;xÞ-domain, Fig. 8 shows the spectral density of
the envelope Aðr; tÞ. Comparing this figure with the wave spectrum
shown in Fig. 3, it can be seen that the main energy of the spectral
components of the envelope is located in low wave numbers and
low frequencies (e.g. long scale of the spatio-temporal evolution),
which is consistent with the fact of the spectral components of
the local and instantaneous envelope Aðr; tÞ can be explained by
the differences of the dominant wave numbers and frequencies
of the wave elevation field (see previous Section (2)). Due to this
fact, the spectral components of the wave envelope are located in
a smaller volume of the ðk;xÞ-domain than the spectral compo-
nents of the corresponding wave elevation field. Integrating the
three-dimensional spectra over all the domain of positive frequen-
nal wave number spectrum of the local and instantaneous envelope (right) obtained
e frequencies x > 0.
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cies x > 0, two-dimensional wave number spectral densities can
be derived. Fig. 9 shows the two-dimensional wave spectrum
FðkÞ (left side of the figure) and the corresponding two-dimen-
sional wave number spectrum of the local and instantaneous enve-
lope (right side of the figure). It can be seen that the energy of the
envelope spectrum is mainly located in the region of very low
wave numbers (e.g. close to the origin of the ðkx; kyÞ-domain). Fur-
thermore, there is no relevant energy of the envelope of spatial
scales lower than the peak wave length kp (wave numbers greater
than 2p=kp). In addition to the two-dimensional wave spectra, the
frequency spectra of the envelope can be as well estimated by inte-
grating the three-dimensional spectrum over all the domain of
wave numbers. Fig. 10 shows the one-dimensional frequency spec-
tra of the wave field and the envelope. In a similar way than the
case of the two-dimensional wave number spectra, the most signif-
icant distribution of the spectral components of the envelope are
located at frequencies lower than the peak frequency fp of the wave
field. It can be seen that some small energy appears for higher fre-
quencies greater than fp. Like in the one-dimensional case with the
use of the Hilbert Transform (King, 2009a), these high frequency
components correspond to the short term evolution that appear
in the estimation of the wave envelope by the Riesz Transform.
Taking into account these results, it is justified to apply a low-pass
filter to the local and instantaneous envelope to suppress all the
energy of the spectral components with wave numbers greater
than the peak wave number kp ¼ jkpj and the peak frequency
xp ¼ 2pfp. Fig. 11 shows the smoothed envelope by suppressing
all the energy of the spectral components with wave numbers
and frequencies larger than ðkp;xpÞ. Once, the smoothed local
and instantaneous envelope ~Aðr; tÞ is estimated, and taking into ac-
count that the wave height can be regarded local and instanta-
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Fig. 10. One-dimensional frequency spectrum of the wave field (thin line) and the enve
over all the wave number domain. Both spectra have been normalized to their respective
logarithmic scale respectively. In addition, the lower plot indicates the high frequency p
neously as twice the amplitude, the run areas for different time
steps can be obtained. Hence, using the significant wave height
as the threshold height, H0 ¼ Hs, those oceanic areas where consec-
utive propagating waves higher than Hs can be analyzed. Fig. 12
shows the corresponding run areas computed from the smoothed
envelope shown in Fig. 11. Note that, for this particular case, and
due to the relation between the measured wave lengths and the
water depth, the measurement corresponds to intermediate water
depth conditions. Therefore, for this case, the assumption that the
wave height is regarded as twice the amplitude can be consider
like a first order approach.

Fig. 13 shows the temporal evolution of the local and instanta-
neous envelope Aðr; tÞ along a sea surface transect parallel to the
mean wave propagation direction. Two estimations of the envelope
appear in Fig. 13: the raw envelope, as it is computed from the RT,
Arðr; tÞ (see Eq. (29)), and the corresponding smoothed envelope
~Aðr; tÞ obtained after the low-pass filtering technique previously
mentioned. In addition, Fig. 13 indicates the group velocities for
three wave number values: kc=2;kc , and 3kc=2, where, likely in
the figures shown above, the characteristic wave number kc is con-
sidered as the mean wave number derived from the covariance
matrix defined in Eq. (35). It can be seen that the temporal evolu-
tion of both estimations of the envelope propagate with speeds
close to the group velocity of the mean wave number (e.g. the
group velocity of the mean wave length). That means that,
although the wave field has a significant directional spreading
(see the wave number spectrum FðkÞ shown on the left of Fig. 9),
there is no a high spread on the propagation speed of the local
and instantaneous wave envelope.

Fig. 14 shows the temporal evolution along a sea surface tran-
sect parallel to the mean wave propagation direction of the local
ency  [Hz]
0.10

.10 0.15 0.20
ency  [Hz]

Wave Spectrum

Envelope Spectrum

lope (thick line) obtained by integrating their respective three-dimensional spectra
maximum values. The upper and the lower plots represent the spectra in linear and
ower decay dependence for f�4 and f�5.



32 J.C. Nieto Borge et al. / Ocean Modelling 61 (2013) 21–37
and instantaneous potential energy per unit of area Epðr; tÞ, given
by Eq. (3), and the local and instantaneous kinetic energy per unit
of area Ekðr; tÞ, given by Eq. (11), where the parameter h in the inte-
gral of Eq. (11) has been taken as the mean water depth in the area
of FINO 1 (h ¼ 30 m). It can be seen in Fig. 14 that, although both
local and instantaneous energies per unit of area present a short
scale variability in space and time, as a result of being a local
and instantaneous energetic features of the wave field, their large
scale of the spatio-temporal evolution is close to the group velocity
of the mean wave number, what suggests that most relevant wave
length to describe the evolution of the energy and groupiness fea-
tures is the mean wave length km.

The temporal evolution of the run areas along the mean wave
direction can be seen in top left of Fig. 15. This figure shows that
the run areas if consecutive waves higher than Hs have a averaged
size of � 5km. That indicates that, in this measurement, the group-
ing phenomenon causes the formation of groups of waves higher
than Hs composed on average of 5 consecutive waves. These groups
appear and disappear as a result of the spatio-temporal evolution
of the envelope. In addition, Fig. 15 shows the temporal evolution
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Fig. 11. Smoothed local and instantaneous envelope ~Aðr; tÞ for different time steps. The da
Riesz Transform shown in Fig. 6.
of the run areas along different propagation directions. It can be
seen that the coherence of the runs decrease as the orientation of
the transect of the sea surface keeps away from the mean wave
direction hm. That result suggests that the local and instantaneous
envelope and the wave energy propagate mainly close to hm. Some
theoretical results concerning this fact were addressed in previous
theoretical works, such as (Yefimov and Babanin, 1991).

The analysis carried out in this section is based on the structure
and behavior of the local and instantaneous envelope Aðr; tÞ. The
following section compares the techniques described previously
with standard wave groupiness information derived from the tem-
poral domain. These comparisons, have been achieved by using
simulated wave fields considering a stochastic approach.

6. Comparison of the spatio-temporal groupiness analysis with
temporal information using simulated sea surfaces

The results shown in the previous section were derived from
the spatio-temporal analysis of the envelope Aðr; tÞ. These results
have to be consistent with the wave grouping standard parameters
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y 
 [

m
]

x  [m]
0 500 1000 1500 2000

t = 175.0 s

0

200

400

600

800

y 
 [

m
]

x  [m]
0 500 1000 1500 2000

t = 177.5 s

0

200

400

600

800

y 
 [

m
]

x  [m]
0 500 1000 1500 2000

t = 180.0 s

0

200

400

600

800

y  
 [

m
]

x  [m]
0 500 1000 1500 2000

t = 182.5 s

0

200

400

600

800

y 
 [

m
]

x  [m]
0 500 1000 1500 2000

t = 185.0 s

0

200

400

600

800

y 
 [

m
]

x  [m]
0 500 1000 1500 2000

t = 187.5 s

0

200

400

600

800

3.0 3.2 3.4 3.8 4.03.6

Wave Height   [m]

Fig. 12. Estimation of the run areas for different time steps derived from the smoothed local and instantaneous envelope ~Aðr; tÞ shown in Fig. 11. The threshold height used to
define the run areas is the significant wave height Hs . The areas are color coded using the mean wave height within each run area.

J.C. Nieto Borge et al. / Ocean Modelling 61 (2013) 21–37 33
used for wave elevation time series. One of those parameters is the
temporal correlation of consecutive have heights c (Kimura, 1980;
Longuet-Higgins, 1984). The parameter c depends on the mean
period Tm derived from the frequency spectrum Sðf Þ.

To compare the spatio-temporal analysis used for the local and
instantaneous envelope Aðr; tÞ with c, different simulated wave
elevation fields gðr; tÞ have been carried out. Each simulation con-
siders a theoretical parameterization of the wave spectrum. The
spectrum FðkÞ used for each simulated sea state is obtained form
a JONSWAP spectrum and a directional spreading function using
the parameterization given by Mitsuyasu et al. (1980). Therefore,
the simulated sea surfaces correspond to wind sea cases. The
achieved simulations cover a range of peak frequencies fp between
0.1 Hz and 0.15 Hz, and significant wave heights Hs between 3 m
and 10 m. The simulated sea surfaces cover an area similar to the
area scanned by the X-band radar in FINO 1, with the same length
of the temporal sequence (e.g. 256 time steps), and the same spa-
tial and temporal resolutions (Dx ¼ Dy ¼ 7:5 m, and Dt ¼ 2:5 s).
Under the frame of the linear wave theory, the simulation of
the sea surface gðr; tÞ takes into account the stochastic model gi-
ven by Eq. (1). Considering the dispersion relation xðkÞ (see Eq.
(37)) the sea surface for a given time t can be expressed in terms
of two-dimensional DFT. In that case, the wave number vectors
are discretized ðDkx;DkyÞ. This linear wave model assumes the
phases uk as uniform-distributed random variables in the
interval ½�p;pÞ, and the amplitudes ak are Rayleigh-distributed.
These random amplitudes ak depend on the wave number
spectrum FðkÞ as ak ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
FðkÞDkxDky=2

p
� a2

k þ b2
k

� �1=2
, being ak

and bk zero-mean and unit-variance Gaussian random variables.
For each sea state conditions different realizations have
been carried out to simulate the statistical variability of wave
fields.

Fig. 16 shows the scatter plots of the mean run areas (e.g.
spatio-temporal analysis) versus the temporal correlation of con-
secutive wave heights c derived from the JONSWAP spectrum.
The scatter plots are grouped depending on the peak frequency
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fp used in each parameterization of the JONSWAP spectrum. It is
known that the groupiness effect is more intensive when c
increases. Fig. 16 illustrates how c increases as the mean run
area of the simulated wave field increases as well. Furthermore,
it can be seen that mean run areas grow as fp decreases. This ef-
fect is due to the lower frequencies imply larger wave lengths,
which lead to obtain larger run areas of consecutive waves.
Hence, the results shown in Fig. 16 indicate that the spatio-
temporal analysis proposed in the previous sections provide
consistent results with the temporal domain analysis of wave
groups.
7. Conclusions and outlook

This work analyses wave groupiness features in the spatio-tem-
poral domain by using temporal sequences of sea clutter images
acquired by common X-band marine radars. The analysis is based
on the study of the behavior of the local and instantaneous enve-
lope derived from a Gaussian narrow-banded wave field. The esti-
mation of the envelope is carried out from the Riesz Transform
applied to times series of wave elevation areas of the sea surface
derived from the X-band radar. The obtained results indicate that
the local instantaneous wave envelope, as well as other related
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magnitudes, such as the local and instantaneous energy per unit of
area, propagate mainly with the group velocity of the mean wave
length, which indicates that there is no a high spreading in the
propagation velocities of the groups and the wave energy. In addi-
tion, as a further analysis of the wave grouping, the concept of run,
which is used to the analysis of wave groups in one dimension, has
been generalized to the spatio-temporal domain. Hence, defining a
threshold height, set in this work to significant wave height, it is
possible to determine the temporal evolution of the areas of the
sea surface where consecutive high waves propagate in the ocean.
The analysis of those run areas permits to study the stability of the
groups as well as their extension and duration in terms of the
mean wave length and periods.

To compare the spatio-temporal analysis with standard one-
dimensional wave grouping parameters, the mean run area of sea
states were compared with the temporal correlation of consecutive
wave heights. For that purpose, a set of stochastic simulations of
wind sea states have been synthesized. The result of the simula-
tions indicate that the mean run areas grow as the wave height
correlation in time increases. This result indicates that the methods
applied in this work for the characterization of wave groupiness in
space and time are consistent with the standard analysis based on
the one-dimensional study of wave elevation time series.

Although the methods used in this work have been applied to
the estimated water surface elevation fields derived from time ser-
ies of sea clutter images, these techniques can be as well applied to
any other sensor, or array of sensors, capable of measuring tempo-
ral sequences of wave elevation for larger areas of the ocean. These
spatial temporal remote-sensing methods (e.g. X-band radars, vi-
deo-based systems, etc.) would permit to carry out field experi-
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ments, in combination with in situ sensors, to understand in more
detail the spatio-temporal behavior of the wave grouping
phenomenon.
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