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ABSTRACT

A coupled ocean and sea ice model is used to investigate dense water (DW) formation in the Chukchi

and Bering shelves and the pathways by which this water feeds the upper halocline. Two 1992–2008 data-

constrained solutions at 9- and 4-km horizontal grid spacing show that 1) winter sea ice growth results in brine

rejection and DW formation; 2) the DW flows primarily down Barrow and Central–Herald Canyons in the

form of bottom-trapped, intermittent currents to depths of 50–150 m from the late winter to late summer

seasons; and 3) eddies with diameters ; 30 km carry the cold DW from the shelf break into the Canada Basin

interior at depths of 50–150 m. The 4-km data-constrained solution does not show eddy transport across the

Chukchi Shelf at shallow depths; instead, advection of DW downstream of polynya regions is driven by

a strong (;0.1 m s21) mean current on the Chukchi Shelf. Upper halocline water (UHW) formation rate was

obtained from two methods: one is based on satellite data and on a simple parameterized approach, and the

other is computed from the authors’ model solution. The two methods yield 5740 61420 km3 yr21 and 4190–

4860 61440 km3 yr21, respectively. These rates imply a halocline replenishment period of 10–21 yr. Passive

tracers also show that water with highest density forms in the Gulf of Anadyr and along the eastern Siberian

coast immediately north of the Bering Strait. These results provide a coherent picture of the seasonal de-

velopment of UHW at high spatial and temporal resolutions and serve as a guide for improving understanding

of water-mass formation in the western Arctic Ocean.

1. Introduction

The Arctic Ocean halocline, a layer of high vertical

salinity gradient and of near-freezing temperature, in-

sulates the surface sea ice from heat stored in Atlantic

Water and has a significant impact on sea ice growth and

melt (Aagaard et al. 1981; Steele and Boyd 1998; Rudels

et al. 2004). Despite its importance, our understanding

of Arctic halocline ventilation remains limited because

of a lack of direct observations. In the literature, the

halocline is often divided into an upper and lower layer

based on the distinctive temperature and salinity (T–S)

properties and origins of each layer. Figure 1 summa-

rizes the qualitative definitions of Arctic upper halocline

water (UHW) and lower halocline water (LHW) and the

various mechanisms for halocline ventilation proposed

by Weingartner et al. (1998), Woodgate et al. (2005a),

Shimada et al. (2005), Pickart (2004), and Pickart et al.

(2005). Ranges of salinity are approximately 32–

33.3 psu for UHW and 33.3–34.3 psu for LHW. For

studies of water-mass formation, Pickart (2004) and

Woodgate et al. (2005a) also define core salinities for

the UHW and LHW as approximately 32.85–33.1 and

34.0 psu, respectively.

The source and pathways of both the LHW and UHW

are subjects of ongoing investigations. In this paper, we

focus on the formation and ventilation of the UHW. For

completeness, we first review current understanding of

mechanisms for LHW and UHW ventilation and how

they are related. Because of its higher salinity, the LHW

is thought to be of Atlantic origin (Steele and Boyd 1998;

Rudels et al. 2004). Woodgate et al. (2005a), however,

showed that diapycnal mixing between Atlantic and
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Pacific Winter Water could be a potential mechanism

for ventilation of the LHW. Weingartner et al. (1998)

suggested that water formed during polynya events,

which he referred to as hypersaline water with near-

freezing temperature and salinity S . 34 psu, could also

be a source of LHW (black open oval in Fig. 1). As for

the UHW, oxygen data analysis by Shimada et al. (2005)

suggests that hypersaline water of Pacific origin ventilates

the upper part of the halocline in the southern Canada

Basin in the vicinity of the Alaskan coast. In addition to

chemical tracers, Pickart (2004) and Pickart et al. (2005)

also used hydrographic profiles to show that winter-

transformed Bering Water (T , 21.48C and 32.5 # S #

33.6 psu), which flows off the Chukchi Shelf via Barrow

Canyon (BC) and Herald Canyon (HC), ventilates the

upper halocline.

In addition to these observations, theoretical and nu-

merical studies have been conducted by Gawarkiewicz

and Chapman (1995, hereafter GC95), Chapman and

Gawarkiewicz (1995, hereafter CG95), and Gawarkiewicz

(2000) to specifically examine dense water (DW) forma-

tion and pathways on an idealized shelf. Dense water here

refers to the combination of hypersaline and winter-

transformed Pacific Water. These studies suggest that shelf

eddies, which form because of frontal instability asso-

ciated with coastal and bottom friction, serve as the main

agent for transport of the DW to the shelf break. These

eddies have characteristic length scales of ;15 km, time

scales of growth of 6–10 days, and velocity magnitudes of

0.01–0.02 m s21; these scales implies a cross-shelf transit

time scale of 10–30 days. This eddy transport mechanism

limits the maximum shelf density anomaly within the

DW to 0.2–1.0 kg m23 (GC95). When a submarine can-

yon such as Barrow or Herald Canyon is present, DW

tends to collect inside the canyons and is carried off shelf

episodically both as gravity-driven plumes and as eddy-

driven slumps (CG95; Chapman 2000). The time scale of

transports down the canyon from the canyon’s mouth is

;14 days. In the Canada Basin interior, the depth to

which this DW reaches is determined by the location of

the DW source and by the vertical stratification of the

water column seaward of the shelf break (Gawarkiewicz

2000). In the case of the Chukchi Shelf, where a high-

density (salinity) gradient exists (i.e., the halocline), the

bottom-trapped DW is first carried by eddies to the shelf

break at typical velocity of ;0.05 m s21; it then flows as

frictional gravity current down to depths of 90–165 m

(Gawarkiewicz 2000). The time scale of eddy transport

from the source to depths of 90–165 m in the halocline is

;90 days.

The fate of the DW at the shelf break, at depths of

50–150 m, is investigated by Spall et al. (2008) using an

idealized 1-km primitive equation model. They found

that the DW is carried into the Canada Basin interior

by dominantly cold-core anticyclonic eddies. These eddies,

different from those formed on the shelf, develop along the

Chukchi Shelf edge at middepth and have diameters of

20–30 km.

Related to the DW transport mechanisms both on the

Chukchi Shelf and in the basin interior is the question of

how much of the Pacific DW contributes to UHW in

term of production rates. Cavalieri and Martin (1994,

hereafter CM94) provided a first regional estimate of

UHW production in the western Arctic Ocean for the

period 1978–87 using satellite-derived sea ice concen-

tration, in situ measurements of sea surface salinity, and

basic assumptions about properties of halocline water.

UHW in CM94 is defined as the resultant water mass

of the mixing between DW and ambient lighter water

(Fig. 1). A key assumption here is that all of the DW

flows off the Chukchi Shelf into the Arctic Ocean in-

terior and replenishes the halocline. Even though this

assumption is partially supported by observations of off-

shelf flows from hydrographic profiles (Melling 1993;

Pickart 2004; Pickart et al. 2005), numerical studies have

shown that such assumptions can be erroneous (Winsor

and Björk 2000; Gawarkiewicz 2000). In particular,

FIG. 1. The T–S characteristic of the halocline in the western

Arctic Ocean (light gray area). Salinities are 32.85–33.1 psu for the

UHW and 33.1–34 psu for the LHW. The separation between these

two water masses ranges from 33.2 to 33.5 psu (vertical dashed–dotted

line). DW in this study is defined as a combined hypersaline (T ,

21.68C and S . 34 psu) and Pacific winter-transformed (T , 2 1.48C

and 32.5 psu # S # 33.6 psu) water. See section 1 for discussion on the

various halocline formation mechanisms suggested by Weingartner

et al. (1998), Woodgate et al. (2005a), Shimada et al. (2005), Pickart

(2004), Pickart et al. (2005), and this study. The two vertical black

arrows imply that the hypersaline water can ventilate the lower halo-

cline directly in salinity space by the mechanism of gravity-driven flow

downslope to neutral buoyancy depth Weingartner et al. (1998). The

freezing temperature Tf line is also shown for reference.
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Gawarkiewicz (2000) showed that only approximately

half of the DW from the source reaches the halocline

depth to become UHW, whereas the rest remains on the

shelf or is transported off shelf to shallow depths, which

then mixes with ambient water. It is important to note

that numerical UHW production estimates, in general,

can be highly sensitive to the atmospheric forcing used in

the model. As an example, Winsor and Chapman (2002)

showed that a high-resolution meteorological forcing on

the Chukchi Shelf yields dense shelf water with typical

salinity anomalies of 1.5 psu instead of the 1.0-psu salinity

anomaly obtained using the National Centers for Envi-

ronmental Prediction (NCEP) reanalysis. This difference

in maximum salinity anomaly on the shelf can result in

;20% difference in the production rates of DW that

ventilates the halocline (see, e.g., Fig. 7 of Winsor and

Chapman 2002).

The nomenclature we adopt in the rest of this study is as

follows: DW is defined as the combined hypersaline water

(S . 33.6 psu and T , 21.88C; Weingartner et al. 1998) and

winter-transformed Pacific Water (32.3 # S # 33.6 psu and

T , 21.38C; Pickart et al. 2005) that form on the shelf.

UHW is defined in two ways depending on the context.

When pertaining to the CM94 method, UHW is the re-

sultant product of the mixing between two end members:

dense and ambient (lighter) water masses (Fig. 1). For the

numerical model analyses, UHW is the portion of DW that

crosses the 50-m isobath at the shelf slope and penetrates

down to greater depths.

Two data-constrained coupled ocean and sea ice

simulations at 9- and 4-km horizontal grid spacing are

used in this study to investigate the main mechanism for

ventilating the UHW. Specifically, we calculate pro-

duction rates of DW on the Chukchi Shelf and trace this

water as it flows off the shelf slope into the Canada

Basin. The primary motivation for using solutions at

9- and 4-km grid spacing is to investigate the dependence

of horizontal resolution on DW production and more

importantly on the transport of this DW both on the

Chukchi Shelf and in the Canada Basin interior. Because

most global models currently cannot achieve horizontal

grid spacing beyond 9-km, this study can potentially offer

an assessment of the capability of global and pan-Arctic

coupled ocean and sea ice models to simulate DW

production and upper halocline ventilation. The use of

the eddy-permitting 4-km solution allows us to in-

vestigate the contribution of eddy transport of DW

into the halocline.

We estimate UHW production using two approaches:

one follows CM94 and the other uses the model T–S

output and passive tracers. A comparison of the two

methods will enable us to assess the validity of the var-

ious CM94 assumptions. When applicable, we compare

our results of DW and UHW production rates and path-

ways with those from existing studies. The paper is orga-

nized as follows: Section 2 describes the model and the

calculations of sea ice, DW, UHW production rates, and

eddy transports. Results and discussions of sea ice, DW,

UHW production, and eddy transports are in section 3.

Summary and concluding remarks follow in section 4.

2. Method

In this section, we first describe the model and the

study area and then describe the methods for calculating

productions of sea ice, DW, UHW, and eddy transports.

a. Model description

This study is based on a regional Arctic configuration

of the Massachusetts Institute of Technology general

circulation model (MITgcm) (Marshall et al. 1997a,b).

The ocean model is coupled to a dynamic/thermodynamic

sea ice model, as described in Menemenlis et al. (2005b),

Losch et al. (2010), and Heimbach et al. (2010). The

model configuration is identical to that of Nguyen et al.

(2011), with the exception that the horizontal grid spacing

has been decreased from 18 km to 9 and 4 km and the

bathymetry has been updated accordingly in order to

better resolve the flow down the narrow and steep Barrow

Canyon. Bathymetry for the 9-km solution is from the

blend S2004 (Marks and Smith 2006) with minor modifi-

cations in the Barrow Canyon to ensure that the canyon

slopes match with those from Pickart et al. (2005). For the

4-km solution, we merged S2004 with the International

Bathymetric Chart of the Arctic Ocean (IBCAO;

Jakobsson et al. 2008). No special treatment for Barrow

Canyon was employed in the merged bathymetry.

Salt rejected during sea ice formation is treated using

the subgrid-scale salt plume parameterization of Nguyen

et al. (2009). This parameterization is key to permitting

a realistic representation of the upper halocline in the

18-km solution of Nguyen et al. (2011). Model parame-

ters, initial conditions, and surface boundary conditions

for the 18-km solution were selected and adjusted using

the Green’s function approach of Menemenlis et al.

(2005a) to fit a large complement of hydrographic and sea

ice observations (see Table 2 of Nguyen et al. 2011).

Monthly-mean estuarine fluxes of freshwater are based

on the Regional, Electronic, Hydrographic Data Net-

work for the Arctic Region (R-ArcticNET) dataset

(Lammers et al. 2001).

As in Nguyen et al. (2011), sea ice initial conditions for

January 1992 are from the Polar Science Center (Zhang

and Rothrock 2003) and ocean initial conditions are

from the World Ocean Atlas 2005 (Antonov et al. 2006;

Locarnini et al. 2006). Surface boundary conditions are
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from the Japanese 25-year Reanalysis (JRA25; Onogi

et al. 2007). Lateral boundary conditions are from the

partially constrained Estimating the Circulation and

Climate of the Ocean, Phase II (ECCO2) solution

(Menemenlis et al. 2008). No surface temperature and

salinity restoring is used. The integration period is 1992–

2008. We did not see any large model drift at the begin-

ning of the integration period. As a precaution, however,

analyses shown in this study begin in January 1995. Sev-

eral subsequent time series of heat flux across Bering

Strait, sea ice production, and DW production will be

shown here to address the stability of the solutions.

To assess the 9- and 4-km solutions, we calculated the

model–data misfits and compared with those from the

optimized 18-km solution in Nguyen et al. (2011). The

most relevant assessments are transports across Bering

Strait and the hydrography in the western Arctic Ocean

(Fig. 2). The largest difference between the solutions is

the drift in the core temperature of the Atlantic Water

layer in the model, which is enhanced as horizontal res-

olution increases (Fig. 2b). There is also a small change in

the net heat and volume (8%) transports across Bering

Strait. The increase of misfits in the higher-resolution

solutions is expected because the 18-km optimized pa-

rameters for ocean mixing and transports are resolution

dependent and because the 9- and 4-km solutions have

higher eddy activity. We discuss any effect of these dif-

ferences on DW production in section 3. The overall

properties of water masses above 150 m in both the 9- and

4-km solutions, however, are consistent with those in the

optimized solution that was assessed in Nguyen et al.

(2011). We note that additional assessments of these

three solutions can be found in Holloway et al. (2011).

Figure 3 shows the regional Arctic Ocean model do-

main and an inset of the study area, which includes the

Chukchi and Bering Seas. Water flows from Bering

Strait into the Arctic Ocean interior through four main

pathways: Barrow Canyon, Central Channel (CC), Her-

ald Canyon, and Long Strait (Fig. 3; Woodgate et al.

2005b; Pickart et al. 2005). Of these pathways, BC is the

steepest, which induces the most energetic downslope

flow (Pickart et al. 2005). As we will show using passive

tracers, there is negligible flow down Long Strait. Thus,

gates BC and CC 1 HC, as shown in Fig. 3, are sufficient

to capture dense shelf water flux down the slopes. Note

that gate CC 1 HC covers both CC and HC as well as the

shelf slope connecting the two canyons.

b. Calculations following CM94

This section describes the steps to obtain sea ice, DW,

and UHW production rates using CM94 procedure. The

five key assumptions CM94 made are 1) the starting date

of winter, 2) the sea surface salinity, 3) the enhanced

salinity of DW, 4) the core UHW salinity, and 5) that all

DW makes its way to the halocline. As we try to re-

produce CM94’s calculations, we made similar assump-

tions but further discuss how we test sensitivities of our

results to such assumptions. The purpose of this exercise

is to gain understanding into the effect of various as-

sumptions and to compare production rates with our

numerical results. Only the 9-km solution is used in this

section.

1) SEA ICE PRODUCTION CALCULATIONS

CM94 assumed an early and a late start date to define

the beginning of winter (assumption 1), then used open

water fraction from the Nimbus-7 Scanning Multichan-

nel Microwave Radiometer (SMMR) and meteorologi-

cal data to estimate net heat loss during each winter. We

follow the CM94 procedure using open water fraction

from the Special Sensor Microwave Imager (SSM/I) and

atmospheric boundary conditions from JRA25 to cal-

culate heat loss. These results are also compared with

the model output of heat loss for evaluation purpose.

These early and late start dates correspond to the time

when their regions have 15% and 80% sea ice, respectively.

FIG. 2. (a) Annual heat transport comparison between model

solutions and observations from Woodgate et al. (2010) and (b) T–S

properties of water masses in the Canada Basin from model solu-

tions and Beaufort Gyre Exploration Project (BGEP) data for

August 2003. In (a), the difference in the 17-yr-mean heat transports

is 8% between Nguyen et al. (2011) optimized solution and those in

the 9- and 4-km solutions. In (b), the halocline between potential

density s of 25–27 kg m23 (contour lines) are present in both the

9- and 4-km solutions.
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Note that the sea ice on the Chukchi Shelf is seasonal

with ice concentration ranging from 0% during the

summer to 95%–100% during the winter. Hence, these

start dates are attempts to pick out the first date of the

freezing season. In our analysis, we use a start date that

corresponds to a sea ice concentration of 95% and will

investigate the sensitivity of ice production to this start

date definition by varying sea ice concentration be-

tween 90% and 99%. We also define the end of the sea

ice production season as when heat loss from the ocean

to the atmosphere is less than 20 W m22. In the simu-

lation, sea ice on the Chukchi Shelf typically reaches

95% concentration during the third week of December.

During each winter, sea ice volume production Vi and

salt release SaltF are obtained from the daily heat loss

HL (Joules) as follows:

Vi 5 HLr21
i L21 and (1)

SaltF 5 riVi(Sw 2 Si), (2)

where HL is either obtained from the net JRA25 ocean-

to-atmosphere heat flux or from the model output, ri is the

ice density (0.92 3 103 kg m23), L is the latent heat of

fusion (3.34 3 105 J kg21), Sw is the salt-water salinity,

and Si is the sea ice salinity. The two different ways of

obtaining HL offer insight into differences between model

and SSM/I sea ice and open water conditions. In the

model, Si is set to ;10 psu (Nguyen et al. 2011). In their

calculation, CM94 increased the heat loss to take into

account a lower Li due to Si . 0 [see Eq. (2) in CM94].

In our model, however, we did not parameterize Li as

a function of Si. As a result, we did not increase the heat

loss the way CM94 did; if we had done so, sea ice pro-

duction would have been higher. We discuss the effect of

this higher heat loss on sea ice production in section 3a(1).

Figure 4a shows the nine regions used for comparison

with sea ice production estimated from CM94. These 9

regions span approximately the same area as the 23 re-

gions used in CM94. In addition, we evaluate ice pro-

duction along the Alaskan coast in the Chukchi Sea

(region 1) with that from the more recent estimates, which

are calculated using a more sophisticated procedure and

are based on SSM/I and Advanced Microwave Scanning

Radiometer (AMSR) data (Martin et al. 2004, 2005).

2) DENSE WATER AND UPPER HALOCLINE

WATER CALCULATIONS

DW and UHW productions described here are based

on the ice production rate above and follow the CM94

procedure. To calculate DW production, CM94 needed

the surface salinity So and DW salinity Sd (assumptions 2

and 3). For So, CM94 used a compilation of in situ ob-

servations and assigned three values in each region to

cover the observed variability in the data. For Sd, due to

the lack of observations, CM94 assumed two different

values: 1.5 and 2.0 psu higher than So. Values calculated

from the CM94 late start date, intermediate So, and

averaged over the two Sd are used in this study for

comparison.

For the model calculations, with available outputs of

T–S, the CM94 assumption for Sd is not necessary. Fol-

lowing CM94, the model-based calculation of DW vol-

ume Vd is

FIG. 3. (left) The model regional Arctic domain and (right) map of the Chukchi Sea. Long curving arrows show

schematic flows of Pacific Water from the Chukchi Sea into the interior of the Arctic Ocean through BC, CC, and HC.

Vertical black lines show gates BC and CC 1 HC , which will be used for flux calculations. Isobaths (m) are contoured.
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Vd 5 riVi(So 2 Si)(rdSd2roSo)21, (3)

where rd is the density of DW and ro the density of

ambient water. As defined in CM94, Vd is the DW with

salinity ranging from 1.5 to 2 psu higher than the back-

ground water’s salinity that is available to mix with

ambient water to produce UHW (what we call dense

water in Fig. 1). In the model-based calculations, So is

estimated within each region using the mean 1993–2008

salinity in the first three layers (centered at the 5-, 15-,

and 25-m depths) for the following reasons: First, we

want to reproduce the CM94 method, which includes an

assumption about mean background salinity within each

region; CM94 used regional-mean values based on in

situ observations, and we use regional-mean values based

on the model output of salinity. Second, the Chukchi

Shelf is ;50 m deep (i.e., five model vertical levels) and,

as we will show later in the analysis, the bottom two layers

in the model tend to contain the newly formed DW. As

a result, we use the top three layers to calculate the mean

regional background salinity. This salinity range will also

allow us to look at the sensitivity of DW production as

a function of assumed So in section 3a(3). To further

quantify the fractional DW production, we separate Vd

into five categories of potential density anomaly at in-

crements Ds of 0.2 kg m23.

For upper halocline water (Fig. 1), we use a model’s

core salinity of SUHW 5 32.85 psu, which is the same as

that used in CM94 (assumption 4). This value of SUHW is

obtained from the minimum salinity between 32 and

33.5 psu in the Canada Basin T–S diagram in Fig. 2b and

follows the definition of UHW water in Fig. 1. We also

vary this basinwide-mean UHW core salinity by 61%

and discuss sensitivity of DW production to SUHW var-

iations in section 3a(3).

The volume of upper halocline water VUHW is calcu-

lated using a mixing formulation with Vd and Vo as end

members as follows (Tomczak 1981):

VUHWSUHW 5 VdSd 1 VoSo, (4)

where Vo is the volume of the ambient water in Fig. 1

with salinity So and VUHW 5 Vd 1 Vo. In the case where

Sd , SUHW, CM94 assumed that Sd 5 SUHW and cal-

culate VUHW as (assumption 5)

VUHW 5 riVi(So 2 Si)(rUHWSUHW 2 roSo)21. (5)

It will be shown that the inclusion–exclusion of the con-

tribution from Eq. (5) approximately corresponds to the

inclusion–exclusion of the contribution from the smallest

Ds of DW. Uncertainties in Vd and VUHW are estimated

from the range of So and SUHW used [section 3a(3)].

3) MODEL SKILL MEASUREMENT

To quantitatively evaluate the model sea ice, DW, and

UHW productions, we use the root-mean-square error

(RMSE) as defined in Oke et al. (2002),

(RMSE)2
5 N21 �

N

i51
(mi 2 oi)

2

5 (m 2 o)2
1 (sm 2 so)2

1 2smso(1 2 r)

5 (MB)2
1 (SDE)2

1 2smso(1 2 r), (6)

FIG. 4. Maps of the Chukchi Sea showing (a) the nine regions CM94 used to calculated DW production from

polynya-related events and (b) the eight locations of passive tracers used in the 9-km simulation. Tracers A–C and E–F

in (b) overlaps with the nine regions CM94 used in (a). In addition, tracers D and H are used to track winter-

transformed Pacific Water. Isobaths (m) are contoured in (a). The coastline and land mask are at the model grid

spacing. See Figs. 7–9 for vertical hydrographic structure of sections AA9 and BB9.
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where mi and oi are modeled and satellite-derived

values, the overbar denotes the time mean, sm and so are

the model and satellite-derived sample standard de-

viations, r is the correlation coefficient defined as

r 5 s21
m s21

o N21�N

i51(mi 2 m)(oi 2 o), and N is the num-

ber of overlapping years of the modeled and satellite-

derived ice production time series. Equation (6) shows

that the mean of misfit (model minus data) squared

(RMSE)2 can be decomposed into three terms related to

the mean model bias (MB), the error in variability SDE,

and the correlation error 1 2 r (Oke et al. 2002).

For ice production in region 1, in addition to com-

paring satellite derived (oi; Martin et al. 2004, 2005) with

estimates from both the model (mi) and JRA25–SSM/I

(mi), we also compare the model production to that

computed from JRA25–SSM/I. Because JRA25 forcing

is used in both the JRA25–SSM/I and the model ice

production computations, we expect the two to be highly

correlated except in the case when the model is adjusting

during initial state or when the model ice cover is dras-

tically different from SSM/I concentration.

c. Model numerical calculations and tracer setup

Here we described DW and UHW production calcu-

lations using the model 3-day average of T–S and passive

tracers. Eight passive tracers in the 9-km configuration

as shown in Fig. 4b are used to calculate DW and UHW

productions. Initial locations of the passive tracers are

constrained by the bathymetry as follows: tracer A covers

the eastern Chukchi Shelf and is confined to depths above

30 m; tracer B covers shallow water above 30 m sur-

rounding Herald Shoal and Wrangel Island; tracer C hugs

the eastern Siberian coast just north of Bering Strait

above the 30-m depth; tracer D covers the rest of the

Chukchi Shelf below 30 m; tracer E covers the area

shallower than 25 m surrounding the St. Lawrence Is-

land; tracer F covers Norton Sound at depths shallower

than 30 m; tracer G covers the Gulf of Anadyr in the

northern Bering Sea above 40 m; and tracer H covers

the Laptev and east Siberian shelves above 30-m depth.

These locations are related to the nine regions covered

in CM94 (Fig. 4a) as follows: Tracers A–C and E–G

overlap with the nine above-mentioned regions and

encompass the areas where CM94 deemed polynyas

most likely to occur. In addition, tracers D and H cover

locations where winter-transformed water most likely

forms. These eight tracers are injected only in the

model surface level at each model time step. Thus, any

tracer seen at depth reflects the sinking of DW. DW

within the tracers is further constrained with mean tem-

perature T , 21.38C and S . 32.3 psu (s ; 26 kg m23).

Finally, UHW flux is calculated as the volume of DW,

which flows downslope below the 50-m depth in Barrow

Canyon and the combined Central and Herald Canyons

(Fig. 4b).

To investigate the contribution of eddy transport to

UHW ventilation, we calculate eddy and mean fluxes

using 3-day average ocean T–S and velocity fields from

the 4-km configuration as follows,

u9C9 5 uC 2 uC (7)

where u is the total down-slope velocity, u9 and u are the

eddy and mean components with u [ u 1 u9, and C is

the DW property (density, salinity, temperature). As is

the case in the 9-km configuration, DW is constrained

to T , 21.38C and S . 32.3 psu (s . 26.0 kg m23).

Temporal averaging periods ranging from 1 month to

1 yr are used to calculate the mean fields in order to

investigate the time at which the mean and eddy trans-

ports are stable.

3. Results and discussion

In this section we first compare polynya, sea ice, DW,

and UHW productions following the CM94 procedure

with estimates from the satellite-derived ice productions

of Martin et al. (2004, 2005) and of CM94. A discussion

of DW production based on the 9- and 4-km model T–S

and velocity fields follows. The seasonal cycle of DW

formation in both the 9- and 4-km simulations is also

compared. Finally, we show UHW mean and eddy

transport from the shelf break into the Canada Basin

interior from the 4-km simulation. The time scale of

halocline ventilation will also be estimated.

a. Results based on CM94 calculations

1) SEA ICE PRODUCTION

A 1993–2008 time series of net sea ice production

along the Alaskan coast in the Chukchi Sea (region 1), as

obtained from Eq. (1) is shown in Fig. 5a. The error bars

in Fig. 5a show the range when the sea ice concentra-

tion, which is used to define the start date of each winter

season, is between 90% and 99%. In the same figure,

we also show recent satellite-derived estimates from

Martin et al. (2004, 2005). The wind condition near the

coast of Alaska plays an important role in driving sea

ice offshore and dictates the rate of polynya formation

(Pickart et al. 2005; Martin et al. 2005). This gives rise

to the large interannual variability in sea ice produc-

tions seen in Fig. 5a. Prior to 1999, the model un-

derestimates the satellite-derived sea ice production

variability (Fig. 5a).
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The first three rows of Table 1 list values for RMSE,

correlation coefficient r, and the three terms in Eq. (6)

for ice production in region 1 during the 1995–2003 pe-

riod, which is the overlapping period between modeled

and satellite-derived ice production, excluding the first

2 yr of model adjustment. All time series have high

correlation coefficients with each other with r $ 0.85.

As anticipated, the model variability matches that of

JRA25–SSM/I with the lowest SDE of 4 and highest

correlation coefficient r 5 0.97. In addition, there is only

a very small bias (MB 5 1) between JRA25–SSM/I

and the model, implying that the model sea ice cover-

age matches that from SSM/I very well. Compared to

satellite-derived production, however, both the model

and JRA25–SSM/I overestimate production by 12–

13 kg3 yr21. In addition, both the model and JRA25–

SSM/I underestimate the variability (SDE of 211 to

214; see also Fig. 5a). If we increase heat loss to account

FIG. 5. (a) Net October–May sea ice production in region 1 for the period 1993–2008; (b) net DW (left)

and UHW (right) production; and comparison of (c) sea ice and (d) DW productions to CM94 values for

the nine regions shown in Fig. 4. See section 3a(3) for discussion of errors in the sea ice production

calculations. In (b), the left and right columns are yearly DW and UHW volume production as calculated

following CM94. The color scale in (b) shows contributions to the annual volumes from each density bin.

Here, Ds is the increment in density compared to ambient surface density So in each region. The shaded

ranges in (c) and (d) are CM94 values for early and late start dates.
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for the dependence of Li on Si in Eq. (1), MB would in-

crease to ;28, but SDE would remain approximately the

same at 29. The consistent overestimation of the mean

and underestimation of variability in the model and

JRA25–SSM/I compared to satellite-derived values sug-

gests a common issue related to the JRA25 forcing.

However, the overall high correlation in sea ice production

between this study and Martin et al. (2004, 2005), which is

based on calculations of heat loss in polynyas, suggests that

sea ice between Cape Lisburne and Point Barrow in the

Chukchi Sea is produced primarily during polynya events.

Table 1 (last two rows), Table 2, and Fig. 5c summa-

rize the statistics and annual sea ice production in all

nine regions shown in Fig. 4a. Error bars in Fig. 5c show

the interannual variability around the 1993–2008 mean.

Note that, because CM94 is an alternate method for

estimating sea ice, we relabel the model and CM94 as m1

and m2, respectively, in place of m and o in Eq. (6). The

correlation in ice production between the model and the

CM94 estimates is 0.92. In both model and CM94, ice

production is largest in the Gulf of Anadyr (region 7),

a result of prevailing northeasterly wind that pushes sea

TABLE 1. Model skill measurement of sea ice and DW productions for the period 1995–2008, following Eq. (6). All terms have units of

km3 yr21, except for the cross correlation r, which is unitless.

Region 1 sea ice production, 1995–2003

m o N m o sm so RMSE* MB SDE r r error

Model 9 km M04, M05** 8 67 54 25 36 22 (27) 13 211 0.90 14

JRA25–SSM/I M04, M05 8 66 54 22 36 24 (25) 12 214 0.85 15

Model 9 km JRA25–SSM/I 8 67 66 25 22 7 (12) 1 4 0.97 6

Regions 1–4 and 6–9 sea ice production

m1 m2 N m1 m2 sm1 sm2 RMSE MB SDE r r error

Model 9 km CM94 8 41 69 30 58 44 228 229 0.92 17

Regions 1–4 and 6–9 DW production

Model 9 km CM94 8 28 46 26 64 43 219 238 0.96 11

* Values in parenthesis are for period 1993–2003.

** Martin et al. (2004, 2005).

TABLE 2. Annual-mean 1993–2008 sea ice, DW, and UHW production. Estimates are based on the CM94 procedure. SUM1 reflects total

production where contribution from the first Ds bin is excluded.

Model (1993–2008) CM94 (1978–86)

Region Sa
Sea ice

(km3)

DW

(km3 yr21)

UHW

(km3 yr21) Box Sb
Sea icec

(km3)

DWd

(km3 yr21)

1 31.4 65 623e 1770 6570 540 6250 3–6 31.5 120–165 1860–2620

2 30.7 20 67 380 6160 130 660 1–2 31.1 15–24 190–320

3 31.3 36 612 730 6250 380 6160 19–20 31.9 27–32 440–540

4 29.3 34 69 410 695 130 660 24–26 29.2 28–47 130–220

5 30.1 34 621 470 6380 130 6130 — — — —

6 31.3 25 67 470 6220 190 695 10–11 30.5 25–34f 360–510

7 32.3 109 632 2650 6760 4070 61420 21–23 32.8 125–173 4620–6410

8 31.4 15 66 280 6190 130 6130 7–9 30.8 26–34 360–510

9 29.9 22 69 280 6130 60 630 12–16 31.2 38–42 470–540

SUM 359 649 7450 61100 5740 61420 404–551 8430–11650

SUM1 3880 6630 5050 61360

Uncertaintyg 14% 20% 55% 33%

a Mean 1993–2008 salinity in the upper 30 m.
b Intermediate surface salinity.
c Ranges are based on early and late winter starting dates.
d Based on sea ice and averaged over the two CM94 values for Sd. See section 3a(2) for discussion.
e 6 values reflect the interannual variability around the 1993–2008 mean.
f CM94 provided combined estimates for boxes 7–11 and 30. Here we split the estimates from boxes 7–11 into our regions 6 and 8.
g Values reported here are cumulative uncertainties when additional factors are taken into consideration. See section 3a(3) for further

discussion.
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ice away from the coast in this area (CM94). Overall, the

net ice production from the model (359 649 km3 yr21)

is lower than the CM94 estimate (404 km3 yr21; Table

2), which resulted in negative MB and SDE (fourth row

in Table 1). Along the Alaskan coast (region 1), our es-

timate of 65 623 km3 yr21 agrees with that from Martin

et al. (2004, 2005) of 67 642 km3 yr21 but is significantly

less than the CM94 values (120–165 km3 yr21; Table 2).

If we take into account the dependence of Li on Si in Eq.

(1), the model ice production for this region would in-

crease to ;85 km3 yr21, which is still significantly lower

than CM94 values. CM94 estimated errors in ice pro-

duction in this area of 30–40 km3 yr21, which poten-

tially bring their lower estimate for the region to

;80 km3 yr21. For comparison, Winsor and Björk (2000)

calculated a significantly lower rate of 12.1 km3 yr21 for

this same region over 39 winter seasons from 1958 to 1997

using a polynya model forced by NCEP. It is unclear why

their values are significantly lower than Martin et al.

(2004); they speculated that it may be due to errors in

open water identification in SSM/I concentration.

2) DW AND UHW PRODUCTION

Net DW production in all nine regions, as calculated

using sea ice production described above and following

Eq. (3), is summarized in Tables 1 and 2 and shown in

Fig. 5b. Nearly half of the DW produced during each

winter is within the range 0.05–0.25 kg m23 (i.e., the first

density bin Ds1). Note that these Ds ranges are defined

in reference to the ambient water with average salinity

shown in Table 2 (second column). This means that, in

all nine regions, water within Ds1 corresponds to that

with S , SUHW. If we exclude CM94’s assumption in

Eq. (5) (i.e., consider that DW within Ds1 is not dense

enough to contribute to the total halocline water pro-

duction and exclude it), the annual-mean DW production

over the 1993–2008 period is 3880 6630 km3 yr21 (SUM1

in Table 2). Following Eqs. (4) and (5), over the same

period, local mixing yields UHW production of 5740

61420 km3 yr21 with Ds1 included and 5050 61360

km3 yr21 with Ds1 excluded.

A region-by-region comparison with CM94 is shown

in Fig. 5d. Shaded area in Fig. 5d covers the upper and

lower limits of the assumed surface salinities in CM94.

Error bars in both Table 2 and Fig. 5d are the inter-

annual variability around the 1993–2008 mean values.

Similar to the sea ice production, the model mean and

variability of DW across all regions are lower than those

from CM94 (MB 5 219 and SDE 5 238) primarily due

to lower values in regions 1 and 7 (Fig. 5d). The high

correlation of 0.96 between the model and CM94 is not

unexpected because of the high correlation in ice pro-

ductions and because we followed the CM94 procedure

to calculate DW. It remains to be seen if these DW

production rates are consistent with estimates from

model numerical calculations using the model output of

water properties in the next subsection.

3) UNCERTAINTY ESTIMATES

Here we discuss (i) the sensitivity of sea ice pro-

duction to winter starting date and (ii) the sensitivity

of DW and UHW production to surface water salinity

So, surface temperature, and UHW core salinity SUHW.

CM94 selected an early and a late winter start date to

assess the variability in sea ice production. In this study,

we define the start of winter as when sea ice concentration

reaches 95%. A lower or higher concentration directly

corresponds to redefining the start of the winter season at

an earlier or later date and yields a higher or lower sea ice

production, respectively. To examine the sensitivity of

production based on this assumption, we calculate the

upper and lower bounds in production using 90% and

99% sea ice concentration. Sensitivity of sea ice produc-

tion to end date definition is lower than sensitivity to start

date definition. The end date is chosen when net heat loss

from ocean to the atmosphere is 220 W m22. This rel-

atively small heat loss, combined with reduced sea ice

concentration and thickness in the seasonal ice zone at

this time of year, means that ice growth and brine re-

jection are relatively small near the end date compared

to starting date. The error bars in Fig. 5a (red curve) and

in Table 2 (third column) reflect the sensitivity of sea ice

production to the 90%–99% sea ice concentration

range. For the entire western Arctic (i.e., the combined

nine regions in Fig. 4), the uncertainty is approximately

14% of the net sea ice production (error bars in Fig. 5c).

For DW calculation, CM94 estimated that a 1% change

in So and a 5% change in sea ice concentration corre-

spond to 23% and 7% changes in the DW production,

respectively. In the simulation, net DW production

varies within 15% of the mean because of variations in

So in the top three layers (61100 km3 yr21; Table 2,

fourth column). If we include the 14% sea ice pro-

duction uncertainty from above, the net uncertainty in

DW production is ;20% (Table 2, fourth column).

For UHW production rate, the sensitivity of UHW is

;50% for a 1% (0.3 psu) change in SUHW. If we allow for

this 1% of SUHW uncertainty, the combined uncertainty is

54% (50% from SUHW and 20% from DW as discussed

above assuming uncorrelated errors; bottom row in Table

2). Therefore, the UHW production rate uncertainty in the

CM94 procedure is dominated by the SUHW uncertainty.

b. Model results

We first show the seasonal cycle of DW formation and

UHW ventilation. Production rates of DW and UHW
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from both the 9- and 4-km simulations follow. Finally,

we discuss the contribution of eddy transport to the net

DW flow on the shelf and in the Canada Basin interior.

1) SEASONAL CYCLE OF DW FORMATION AND

UHW VENTILATION

During the winter months, in addition to winter-

transformed water on the Chukchi Shelf, polynya events

such as the one shown in Figs. 6a–c often develop along

the coast. These events can produce highly salty and DW

(T , 21.88C, S . 34 psu, and s . 27.25 kg m23) in the

upper 30 m in the model. Below 30 m, maximum salinity

is typically 1 psu lower. At 4-km resolution, the model

just begins to resolve the shelf eddies predicted by GC95

and CG95. A closer look at the feature with concentric

salinity contours in Fig. 6c shows a surface-level cyclonic

eddy that formed on 22 February 1998. Between 28

February and 3 March 1998, the eddy is first seen de-

taching from the main source before merging with

an existing salinity anomaly and getting advected

FIG. 6. Map view of polynya-related DW forming between Cape Lisburne and Point Barrow on 28 Feb 1998 in

(a),(b) the 9-km simulation and (c),(d) the 4-km simulation and (e) the evolution of an eddy, which is seen next to the

surface-level 33.5-psu contour label in (c). The color scale shows potential temperature. Thick gray contours in (a),(c)

show the 95% sea ice concentration and black contours in all panels show sea salinity S . 33.5 psu. Velocity vectors

shown are 3-day averages in (a)–(d) and anomalies with the monthly-mean removed in (e). The length of each

velocity vector underneath the date labels in (e) corresponds to 0.05 m s21. The surface-level eddy in (e) travels

;48 km from 25 Feb to 15 Mar as it loses its coherent structure and merges with the larger salinity anomaly.
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downstream. The total distance the eddy traveled along

the coast before losing its characteristics is ;48 km (12

grid points). Both the eddy’s growth rate of ;6 days and

length scale of 30 km (in diameter) are consistent with

those predicted in theoretical calculations. GC95 esti-

mated eddies transporting DW to the shelf slope at

a mean speed of ;0.02 m s21. We note, however, that

GC95 and CG95 did not consider DW formation within

a strong spatially varying flow or with realistic, spatially

varying bathymetry. When there is a strong alongshore

current and a submarine parallel to the main flow di-

rection, Chapman (2000) showed that a substantial

amount of DW can get advected into the canyon. In the

4-km simulation, the along-shelf mean flow, on the order

of 0.05–0.1 m s21, is the primary mechanism of DW

advection to the canyons.

Figures 7 and 8 show the T–S–s vertical structure of

section AA9, which runs through the center of the po-

lynya shown in Fig. 6a. On 28 February 1998, the vertical

extent of hypersaline water is seen down to the bottom

of the 20-m shallow shelf. The main qualitative difference

between the 9- and 4-km solutions is in the horizontal

extent of the densest water (e.g., s . 27.4 kg m23 in

Figs. 7a, 8a). Because of local mixing and advection,

areas surrounding and downstream of the polynya also

have relatively high salinity–density. By 19 June 1998,

bottom-trapped dense shelf water is seen flowing down

the slope in both 9- and 4-km vertical sections, and

middepth (70–120 m) salinity contours of 32–33 psu are

seen extending onto the shelf (Figs. 7b, 8b). This result is

consistent those of Gawarkiewicz (2000) for the case of

high salinity gradient offshore (e.g., his Fig. 11a for day

70). By 20 October 1998, small remnant of DW, which is

transported northward from the Bering Sea through-

out the summer months, is seen flowing down the shelf

slope. The large contrast in the T–S–density vertical

structures between 28 February 1998 and 26 February

1999 in Figs. 7 and 8 is a manifestation of interannual

variability, which we will discuss further in section 3b(2).

Specifically, we will show that during the years 1999 and

FIG. 7. Vertical section along line AA9 in the 9-km simulation showing typical seasonal distributions of

DW with depth (see Fig. 4 for location of line AA9). Hypersaline water, which forms during polynya

events, has salinity ; 34 psu and potential density s . 27.4 kg m23. The color scale chosen here is meant

to highlight the hypersaline water (shades of cyan), DW and its path (dark green and shades of red), and

ambient water (shades of blue and magenta). Salinity (psu) are contoured.
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2003 there are no significant DW transports down Barrow

Canyon.

The seasonal cycle of DW formation and UHW ven-

tilation is shown in Fig. 9 for the 9-km simulation and is

based on the 1995–2008 mean vertical T–S–s structures

along profile BB9. The cycle for 4-km is similar and is not

shown here. Throughout the winter, in addition to hy-

persaline water that forms during polynya events, winter-

transformed water is also found on the Chukchi Shelf as

a result of cooling and northward advection from the

Bering Sea (T , 21.68C in Figs. 9a,b; Pickart 2004). This

cold and dense water flows down either the canyons or

shelf slope to depths of 50–100 m and warms up to ap-

proximately 21.48C as it mixes with the warmer ambient

water (Fig. 9c). Seaward of the shelf break, the core

UHW can be seen with temperature T ; 21.38C and

26.4 kg m23 # s # 27 kg m23 at a depth centered at

;100 m (Fig. 9). The halocline depth in the model varies

between 100 m near the Chukchi Cap area to 150 m in

the Beaufort Sea. During the summer and fall months

(July–November), water with S , 31.5 psu and T . 08C,

also known as Pacific Summer Water (PSW; Woodgate

and Aagaard 2005), flows northward through Bering

Strait (kilometer 0 in Fig. 9c) and slides above the bottom-

trapped DW to reach the Chukchi Shelf. Throughout

this time, DW continues to flow downslope while some

of it mixes with the warm and fresh PSW on the shelf

(Fig. 9c). In the following winter, PSW settles at a

depth of ;40 m as surface water cools (water with T ;

20.88C in November in Fig. 9d) and the seasonal cycle

restarts.

2) DW AND UHW PRODUCTIONS IN THE MODEL

To quantify off-shelf flux, we track DW using the

criteria T , 21.38C and S $ 32.3 (s . 26.0) in both the

9- and 4-km simulations. Figure 10 shows the 3-day av-

erage and annual flux of DW below 50 m across gates

CC 1 HC and BC for the period 1995–2008 (see Fig. 3b

for location of the gates). Three-day average velocity

shows the intermittent nature of the flow down all can-

yons, with more bursts seen in BC for the 4-km simu-

lation (Fig. 10b). Annual transports down CC 1 HC

are independent of model resolution with remarkable

agreements across all potential density anomaly ranges

FIG. 8. Vertical section along AA9 in the 4-km simulation showing typical seasonal distributions of DW

with depth (see Fig. 4 for location of line AA9). Hypersaline water, which forms during polynya events,

has salinity ;34 psu and potential density s . 27.4 kg m23. The color scale is as in Fig. 7.
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Ds, both in annual time series and annual-mean rates

(Figs. 10a,c,d). The fractions of DW as a function of Ds

are 20%, 51%–54%, 24%–27%, and 2%–3% for the

four Ds shown in Fig. 10d.

For Barrow Canyon, there is a systematic difference

with ;25% higher flux across all Ds in the 4-km simu-

lation compared to the 9-km simulation (Figs. 10b,e).

One possible explanation is that, at higher resolution,

FIG. 9. The 1995–2008 mean seasonal cycle of DW along line BB9 (see Fig. 4 for location of line BB9).

The temperature color scale in degrees Celsius is similar to that of Pickart (2004) and shows the core

temperature of the UHW in light blue at a depth of ;100 m. White contours are potential density

anomaly s in kg m23. See section 3b(1) for discussion on the seasonal cycle of DW.
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Barrow Canyon is better resolved and this allows the

DW jet, which is observed by Pickart et al. (2005), to

flow at a faster rate down the more confined, steeper,

and narrower canyon (Wang et al. 2011) instead of being

mixed horizontally. The fractional contributions are

25%, 54%–61%, 13%–20%, and ,1% for the four Ds

shown in Fig. 10f.

Averaged over the 1995–2008 period, DW transports

across the gate BC are 1612 6961 and 2181 6 1207 km3

yr21 in the 9- and 4-km simulations, respectively. Trans-

ports across gate CC 1 HC are 2579 6636 km3 yr21 and

2682 6 786 km3 yr21 in the 9- and 4-km simulations, re-

spectively (Fig. 11a). These rates yield total transports

of 4191 61152 km3 yr21 and 4863 61440 km3 yr21 for

the two simulations, respectively. The error bars re-

ported here represent interannual variability.

The geographic dependency of DW source and

pathways is investigated with the use of eight passive

tracers in the 9-km simulation, as described in section 2c.

DW forms on the Chukchi Shelf throughout the winter

months and begins flowing down BC typically between

February and April and continues until July–August.

This start date for off-shelf flows down BC is consistent

with mooring observations in Weingartner et al. (1998).

Flows down CC 1 HC begin later, approximately in

April, and end in July or August. Figure 11b shows the

1995–2008 annual-mean flux down the BC and CC 1 HC

gates as a function of geographic source and Ds. The

Gulf of Anadyr in the northern Bering Sea (tracer G)

contributes the largest volume of DW per unit area. This

result is consistent with CM94. Overall, the Chukchi Sea

(tracers A and D) contributes 56% to the total off-shelf

flux across both BC and CC 1 HC, followed by the Gulf

of Anadyr and Norton Sound (tracers G and F) at 18%

and 10%, respectively (Table 3). Error bars reported in

Table 3 and Fig. 11 are standard deviations of UHW

production rates around its 1995–2008 mean.

A very small amount of DW (24 614; ,1%) from the

Laptev Sea and east Siberian coast (region H) is seen

flowing down CC 1 HC or BC. A closer look shows that

the water in this region is too light and stays almost en-

tirely in the upper 50 m. We note that this result is sen-

sitive to the freshwater input. In both the 9- and 4-km

simulations, the eastern Siberian Sea and Norton Sound

receive 814 and 242 km3 yr21 of freshwater, respectively.

As a result, the ambient water in these two regions (tracers

FIG. 10. Time series of 3-day average volume flux across gates (a) CC 1 HC and (b) BC from the 9-km

(blue) and 4-km (red) simulations. Annual DW transport as a function of density for (c),(d) CC 1 HC and

(e),(f) BC. Here, (c) and (e) show the 1995–2008 annual transport time series and (d) and (f) show the 14-

yr-mean transport. In (c)–(f), transports from the 9-km simulation are shown on the left and from the

4-km simulation are shown on the right. Error bars in (d) and (f) show variability from the 14-yr mean at

each s class.
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F and H) can be significantly fresher than the surroundings

and potentially yield less brine-enriched DW.

3) MEAN AND EDDY TRANSPORTS

GC95, CG95, and Winsor and Chapman (2002) sim-

ulated eddies that (i) form on the Chukchi Shelf, (ii) peel

off lenses of brine-enriched DW from the source, (iii)

transport these lenses downslope, and (iv) prevent water

of excessive salinity from forming on the shelf during the

winter. As discussed in section 3b(1), a few (one or two

per month) of the eddies mentioned in (i) and (ii) above

are reproduced in the 4-km simulation to a certain ex-

tent. Based on the analysis of the 3-day average shelf

velocity field (Fig. 6), however, these few surface cyclonic

eddies lose their coherence a short distance downstream

from the source.

Our results here are supported by some observa-

tions. For example, Danielson et al. (2006) also found

insignificant eddy activity on the shelf in the vicinity of

brine-rich water in polynyas along St. Lawrence Island

(see Fig. 3 for location). Their result was based on

densely spaced (;10 km) mooring measurements in

a field campaign, which was designed specifically to

study the shelf eddy activity predicted by CG95. They

suggested that the alongshore advection of DW by strong

seasonal flow is the likely reason for lack of eddy activity.

In addition, shears from spatially varying mean flow can

potentially export DW away from the source and delay,

distort, or inhibit the frontal instability growth and con-

sequently impede the development of eddies (Danielson

et al. 2006).

Farther downstream of the DW source, Chapman

(2000) had shown that a combination of relatively strong

mean flow and submarine canyons oriented along that

mean flow direction can lead to delayed eddy devel-

opment and to eddy-associated intermittent bursts of

TABLE 3. DW flux across BC and across CC 1 HC. Flux is in km3 yr21 and is based on 1995–2008 mean passive tracers.

Ds

26–26.5 26.5–27.0 27.0–27.5 Net

Tracers BC CC 1 HC BC CC 1 HC BC CC 1 HC BC CC 1 HC

A 96 662 14 611 245 6162 20 68 61 690 4 64 406 6254 38 615

B 21 625 77 656 41 636 154 681 3 65 42 664 66 656 274 6115

C 4 65 29 630 11 69 97 656 2 63 51 653 17 614 180 654

D 160 6114 247 6167 385 6247 696 6330 80 6117 315 6341 631 6383 1277 6349

E 22 617 12 68 50 638 22 66 9 613 10 611 81 659 45 611

F 73 651 36 627 170 6115 62 614 37 657 22 624 281 6182 121 626

G 31 621 98 673 81 653 332 6169 17 624 177 6174 130 679 620 6178

H 0 60 7 68 0 61 12 610 0 60 4 67 1 61 24 615

Net 407 6144 520 6196 983 6326 1395 6384 209 6161 625 6393 1612 6507 2579 6413

Net 927 6243 2378 6504 834 6425

Net 4191 6650

FIG. 11. (a) The 1995–2008 mean annual DW transport down BC and CC 1 HC as obtained

from the 9- and 4-km simulations. (b) Transports down BC (left) and CC 1 HC (right) as

a function of geographic locations. See section 3b(2) for discussion.

MAY 2012 N G U Y E N E T A L . 817



DW down the canyons. Thus, the intermittent flux down

both CC 1 HC and BC in the model simulations sug-

gests the presence of eddy activity inside these canyon

(cf., e.g., Figs. 10a,b to Fig. 14b in Chapman 2000).

In addition to looking at velocity on the shelf, we

examine the maximum shelf salinity as well as velocity

seaward of the shelf break. Figure 12 shows salinity

frequency distribution on the Chukchi Shelf. At the

surface level of the model, maximum salinity in small

pockets (,0.02% of the total Chukchi Sea surface area)

can reach above 37 psu. Each winter, between 0% and

6% of the Chukchi Shelf surface area can have S .

33.5 psu and about 1% of the shelf area has S . 34.5 psu.

These high surface salinity areas can be seen mixing

down to a depth of 45 m where salinity decreases to

;34.5 psu (Fig. 12c). The seasonal cycle of shelf surface

salinity can also be seen clearly with elevated S from the

late winter to summer and reduced S close to ambient

values (,31 psu) from late summer to early winter (Fig.

12a). A similar seasonal cycle is seen at depths of 25 and

45 m. At the bottom of the shelf, at depths of 45–55 m,

the mean salinity is ;33.2 psu during the late winter to

summer and 32.2 psu from fall to early winter (Fig. 12c).

The mean S of ;32.2 psu comes from the mixing of Pa-

cific Summer Water and Bering Sea DW that is trans-

ported into the Chukchi Sea throughout the summer

months. The maximum shelf salinity shown here is closer

to values that Winsor and Chapman (2002) obtained us-

ing high-resolution meteorological forcing than to values

obtained using NCEP forcing. It remains to be seen if

these high salinity values are still present in coupled

ocean–ice models at higher horizontal resolution than

what was used here.

Seaward of the shelf break, Fig. 13 shows typical T–S

and velocity fields at the mouth of Barrow Canyon at

depths of 55 and 85 m in the 4-km simulation. The flow

down BC has typical velocity of 0.1–0.2 m s21 and hugs

the eastern side of the canyon, consistent with the ob-

servations by Pickart et al. (2005) and with simulations

by CG95. Once at the canyon mouth, at depths of 50–

150 m, predominantly anticyclonic cold-core eddies with

;30-km diameter can be seen moving lenses of cold

dense water away from the shelf break into the Canada

Basin (Figs. 13b,c). Eddy transports of mass, salt, and heat,

as obtained from Eq. (7), are ;75% of the net transports

into the Arctic interior. This fractional contribution is

FIG. 12. Salinity frequency distribution in the Chukchi Sea in the 4-km simulation at depths of

(a) 5, (b) 25, and (c) 45 m for the period 1996–2008. Dashed horizontal lines bound the salinity

range 33.5–34.5 psu, which Winsor and Chapman (2002) considered for maximum shelf salinity

analysis. Colored contours show the percentage of area on the Chukchi Shelf: that is, 0.02%

corresponds to 0.02% of the total ;445 000-km2 Chukchi Sea area. The dark gray contour in

(a) shows the 0.02% fractional area within region 1 (Fig. 4a) relative to the total Chukchi Sea

area; it indicates that the majority of densest water formed in the Chukchi Sea came from

region 1.
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consistent across several averaging periods ranging from

1 month to 1 yr. A drift in eddy transport exists with

60%–70% contribution between 1995 and 2002 and

80%–90% between 2003 and 2008. For comparison,

Spall et al. (2008), who advected DW down Barrow

Canyon to achieve the observed flow rate from Pickart

et al. (2005), showed in their 1-km idealized simulation

that 100–200 predominantly anticyclonic cold-core eddies

form each year seaward of the shelf break, at depths of

50–150 m, and transport nearly half of the shelf water into

the basin interior.

In summary, the 4-km simulation produces a small

number of localized eddies on the shelf with growth rate

and length scale consistent with those predicted in GC95

and CG95. These eddies, however, lose their coherent

structures a short distance downstream from the source

and are not the primary mechanism for transporting

water to the shelf slope. As a result, DW is first advected

by the mean flow to the main canyons (Barrow, Central,

and Herald), flows down the canyons in intermittent

bursts, and finally is transported into the interior of the

Canada Basin by eddies. Maximum salinity on the shelf

is more consistent with values obtained by Winsor and

Chapman (2002) using high-resolution meteorological

forcing than using NCEP atmospheric forcing. Overall,

4191 61152 km3 yr21 to 4863 61440 km3 yr21 of DW in

the density anomaly range s of 26.0–27.5 kg m23 flows

across gates BC and CC 1 HC (Fig. 11a). Seaward of the

shelf break, at depths of 50–150 m, eddies transport

60%–90% of the DW into the Arctic interior. There is,

however, a pronounced drift in eddy transport contri-

bution, which we speculate is related to the drift of core

Atlantic Water temperature in the model. Further in-

vestigation, which is beyond the scope of this study, is

FIG. 13. The 19 Jun 2002 temperature fields inside and at the mouth of BC at depths of (a) 55

and (b) 85 m with overlaid velocity vectors. Only velocity with magnitude $ 0.05 m s21 is

shown. Color scale shows temperature in degrees Celsius. (c) Vertical temperature section

along profile CC9 [shown in (b)] with overlaid velocity anomaly contours in cm s21. A seasonal-

mean velocity of 20.45 cm s21 (June–August 2002) was removed. Negative velocity (dashed

contour) is northward. The color scale is the same as that in (b). Inset in (a) is a map of the

western Arctic Ocean with the red box showing locations of maps in both (a) and (b).
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required to fully understand the temperature drift due to

resolution increase and the eddy transport drift.

4) COMPARISON OF PRODUCTION RATES

Here, we compare UHW production rates obtained

from the CM94 procedure [section 3a(2)] and from the

model simulations [section 3b(2)]. The mean annual

rates are 5740 61420 km3 yr21 for the CM94 procedure

(Table 2) and 4191 61152 km3 yr21 to 4863 61440

km3 yr21 for the 9- and 4-km model solutions (Fig. 11a).

Although the estimates are of the same order, their cor-

responding annual time series have very low correlation

(,0.1, correlation between Fig. 5b and the combined

Figs. 10c,e).

Between the two model solutions, the main difference

is a 25% higher flux of DW down Barrow Canyon in the

4-km solution compared to 9-km solution. This differ-

ence amounts to ;570 km3 yr21 and is about half of the

interannual variability. One possible explanation is that

Barrow Canyon is better resolved in the 4-km bathym-

etry. DW flux down CC 1 HC only differs by 4%

(;100 km3 yr21) between the two solutions; this dif-

ference is negligible compared to the interannual vari-

ability (640–790 km3 yr21).

Within the uncertainty and interannual variability

ranges, the net annual UHW production rates are similar

to previous estimates of 6310 km3 yr21 from a 1958–97

numerical model study (Winsor and Björk 2000) and of

6370 63150 km3 yr21 from an idealized box model in-

version constrained by mass, heat, salt, and d18O mea-

surements (Goldner 1999). CM94 reports an annual DW

production of 8430–11 650 km3 (Table 2, last column)

and can be compared to our estimate of 7450 61100 km3

(including Ds1 contribution; fourth column in Table 2).

These rates are likely overestimations due to assumption

5 in their method. Their corresponding UHW production

rate is expected to be lower than that of DW.

Based on the UHW annual rate obtained in this study

and assuming a Canada Basin area of ;106 km2 and

a UHW thickness of 50–100 m, the ventilation rate is 10–

21 yr. This rate is comparable to the ventilation period of

10–20 yr suggested by Pickart et al. (2005) based on his

estimated production rates of 9500 km3 yr21 for dense

water and 2525–5050 km3 yr21 for upper halocline wa-

ter. We caution again that the rates reported here can

be sensitive to the atmospheric boundary conditions

used in the model, as shown in Winsor and Chapman

(2002).

4. Summary

We use two regional, coupled ocean and sea ice sim-

ulations to study the source and pathway of dense water

(DW) and upper halocline water (UHW) in the western

Arctic Ocean. The first simulation has 9-km horizontal

grid spacing, typical of resolutions used for pan-Arctic

Ocean studies. The second simulation has 4-km hori-

zontal grid spacing, hence admitting eddies and providing

insight on the role of resolution in representing DW and

UHW formation and transport.

The two simulations are first evaluated using satellite-

derived estimates of sea ice production (Fig. 5a). Overall,

the simulations overestimate the mean ice production by

13 km3 yr21 and underestimate ice production variability

in the Chukchi Sea between Point Barrow and Cape

Lisburne, a result that is likely governed by JRA25, the

atmospheric forcing used here. A high correlation of 0.90

between simulated and satellite-derived ice production,

however, indicates that the model can produce realistic

polynyas next to the coast of Alaska during winter

months. The 17-yr model solutions show that DW forms

in the Chukchi and Bering Seas as a result of polynyas and

of sea ice growth during the winter (Figs. 6–9).

Two methods were used to calculate DW and UHW

productions and transports. The first method is based

on sea ice productions using satellite ice concentration,

following the CM94 procedure. This method yields a net

UHW production of 5740 61420 km3 yr21 (Fig. 5b).

The second method is based on the 9- and 4-km model

T–S and velocity fields. This method yields a net UHW

production of 4190–4860 61440 km3 yr21 (Figs. 10,

11a). The largest contribution to the difference in DW

transport between the 9- and 4-km simulations is the

;25% higher flux down Barrow Canyon in the 4-km

simulation. This difference, however, is about half the

interannual variability of flux down Barrow Canyon.

Thus, within the uncertainty and variability range, UHW

production rates in the 9- and 4-km simulations are

comparable.

UHW production rates obtained in this study can also

be compared with published estimates that range be-

tween 6310 and 11 650 km3 yr21 (Table 2; CM94;

Winsor and Björk 2000; Goldner 1999). Based on the

rates obtained in this study, UHW ventilation time is 10–

21 yr. For comparison, Pickart et al. (2005) estimated it

takes 10–20 yr to ventilate the upper halocline based on

their off-shelf DW flow estimate of ;9500 km3 yr21.

We caution that the rates reported here can be sensitive

to the atmospheric boundary conditions used by the

model, as shown in Winsor and Chapman (2002).

Passive tracers released in the 9-km simulation are

used to study the geographic dependency of DW flows.

These passive tracers show that water with the highest

density (s . 27 kg m23) is produced in the Gulf of

Anadyr and along the east Siberian coast immediately

north of Bering Strait (regions C and G; Fig. 11b) and

820 J O U R N A L O F P H Y S I C A L O C E A N O G R A P H Y VOLUME 42



that it reaches the Arctic interior by flowing down

Central and Herald Canyons (Figs. 10d, 11b). Within the

uncertainties and interannual variability, approximately

the same volume of DW flows down Barrow Canyon and

down the combined Central and Herald Canyons (Fig.

11a) before feeding the upper halocline.

The 4-km simulation permits investigation of eddy

transports on the Chukchi Shelf and in the Canada Basin

interior. At depths of 50–150 m, UHW is transported

from the shelf break along Barrow Canyon into the

Canada Basin interior by eddies with typical diameter of

;30 km (Fig. 13). The contribution of eddies to the total

transport at these depths is 60%–70% between 1994 and

2002 and higher after 2003. We note that there is a drift

in eddy transport contribution, which would require

further investigation to fully understand. The generally

high contribution of eddy transport at these depths

agrees with results from Spall et al. (2008).

On the Chukchi Shelf, a small number of eddies is

generated in the vicinity of brine-enriched DW that

forms during the winter as a result of sea ice formation

(Fig. 6e). The growth rate of ;6 days and the ;30-km

diameter of these eddies are consistent with the theo-

retical calculations of GC95 and CG95. These eddies,

however, lose their coherent structures a short distance

from the source and are not the primary agent for DW

transport to the shelf slope in the model. A mean along-

shelf flow with speed of 0.05–0.1 m s21, which is 5–10

times the predicted mean eddy speed of 0.01–0.02 m s21

(GC95), advects DW downstream from the source into

the canyons. We speculate that this strong mean flow on

the shelf, along with bathymetric variations, potentially

contribute to the small eddy growth and to negligible

eddy transport on the shelf.

Intermittent flows of DW down Barrow Canyon begin

in February and then down Central and Herald Canyons

begin in April (Figs. 10a,b). The results obtained here

are consistent with mooring observations (Danielson

et al. 2006) and with results from primitive equation

numerical model (Chapman 2000), which show (i) neg-

ligible eddy energy associated with polynyas in the St.

Lawrence Island region, (ii) DW being advected along-

shore away from the source by the mean flow, and (iii)

downstream eddy development and eddy-associated in-

termittent flows that transport DW down the canyons.

The contribution of eddies to the transport of DW on

the Chukchi Shelf thus remains an open question. The

4-km solution is likely too coarse to fully resolve eddies

on the shelf, and the studies of GC95 and CG95 are too

idealized to realistically represent the formation and

dissipation of these eddies. A valuable future study

would be to compare results of the 9- and 4-km solutions

with a yet higher-resolution solution that can resolve

realistic eddy–bathymetry–current interactions on the

shelf. Initial frontal instability that results in the for-

mation of these eddies scale with the baroclinic Rossby

radius, which is estimated to be 4–8 km on the shallow

Chukchi Shelf (GC95; Chapman and Gawarkiewicz

1997). When the forcing region has a length scale

larger than the Rossby radius, GC95 and Chapman and

Gawarkiewicz (1997) showed that the eventual eddies

scale with the forcing region width but remain within the

range of 20–30 km. The relevant question is then at what

higher resolution we should expect to resolve the frontal

instability and eddies. GC95 showed in one of their

idealized simulations that a 2-km horizontal grid spacing

can resolve eddies on the shelf and that higher hori-

zontal resolution (finer grid spacing) yielded only minor

differences. This same conclusion was also reached by

Chapman and Gawarkiewicz (1997). On a related note,

GC95 and Chapman and Gawarkiewicz (1997) showed

that at high latitude, when the shelf is very shallow such

that rotational effect is not important, DW sinks quickly

to the bottom of the ;50-m shelf. Cross sections of their

respective results showed that the bottom-trapped DW

can have thickness of 20–50 m (see also Fig. 11 in CG95).

Thus, we believe grid spacings of 10 m in the vertical

direction and ;2 km in the horizontal direction should

be used in future studies to sufficiently address the con-

tribution of shelf eddies to DW and UHW ventilation.

The conclusion of this study, however, consistent with

the observational and numerical results of Danielson

et al. (2006) and Chapman (2000), is that eddies have a

negligible contribution to transport of DW on the shelf.
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