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a b s t r a c t

A new estimate of the Global Ocean 3D geostrophic circulation from the surface down to 1500 m depth

(Surcouf3D) has been computed for the 1993–2008 period using an observation-based approach that

combines altimetry with temperature and salinity through the thermal wind equation. The validity of

this simple approach was tested using a consistent dataset from a model reanalysis. Away from the

boundary layers, errors are less than 10% in most places, which indicate that the thermal wind equation

is a robust approximation to reconstruct the 3D oceanic circulation in the ocean interior. The Surcouf3D

current field was validated in the Atlantic Ocean against in-situ observations. We considered the

ANDRO current velocities deduced at 1000 m depth from Argo float displacements as well as velocity

measurements at 26.51N from the RAPID-MOCHA current meter array. The Surcouf3D currents show

similar skill to the 3D velocities from the GLORYS Mercator Ocean reanalysis in reproducing the

amplitude and variability of the ANDRO currents. In the upper 1000 m, high correlations are also found

with in-situ velocities measured by the RAPID-MOCHA current meters. The Surcouf3D current field was

then used to compute estimates of the Atlantic Meridional Overturning Circulation (AMOC) through the

251N section, showing good comparisons with hydrographic sections from 1998 and 2004. Monthly

averaged AMOC time series are also consistent with the RAPID-MOCHA array and with the GLORYS

Mercator Ocean reanalysis over the April 2004–September 2007 period. Finally a 15 years long time

series of monthly estimates of the AMOC was computed. The AMOC strength has a mean value of 16 Sv

with an annual (resp. monthly) standard deviation of 2.4 Sv (resp. 7.1 Sv) over the 1993–2008 period.

The time series, characterized by a strong variability, shows no significant trend.

& 2012 Elsevier Ltd. All rights reserved.
1. Introduction

The accurate measurement of the ocean 3D circulation is a key
issue for a number of scientific challenges, including monitoring the
Meridional Overturning Circulation, or calculating ocean heat trans-
ports. General circulation models provide 3D current velocities on
regional or global scales. They are a precious tool to carry out in-
depth studies of the different ocean mechanisms, such as the
Meridional Overturning Circulation (Cabanes et al., 2008). For many
ocean applications, model reanalysis is needed to provide homo-
geneous, long-term time series. For instance, the SODA reanalysis
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(Carton et al., 2000a, 2000b) was used by Zheng and Giese (2009) to
study the global ocean heat transport. Reanalysis projects require a
huge amount of work in reprocessing data series of the global, high
resolution 3D ocean models. Moreover, their validation is strongly
dependent on the existence of independent observed currents.

In-situ measurements of the ocean currents at depth are
routinely made at only a few specific locations and in the frame-
work of specific national or international programs like RAPID-
MOCHA (Cunningham et al., 2007). In synergy with satellite
observations, which provide a global, repetitive view of the
surface ocean state, the Argo array was launched in 2004 with
the objective of providing a global, 31�31 array of in-situ
estimate of the ocean temperature and salinity from the surface
down to 1500–2000 m. In order to take advantage of the numer-
ous, high quality and complementary satellite and in-situ oceanic
measurements, observation-based products have been developed
(Larnicol et al., 2006; Willis et al., 2003; Willis and Fu, 2008;
Willis, 2010) in which different observations are combined using
statistics, optimal analysis or simple equations (but no numerical
model). These observation-based products are a simpler alternative
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to data assimilation using numerical models and are very useful to
validate the accuracy of the model simulations and the impact of its
dynamics. Two 3D observation-based products have been developed
at CLS. The first product is a so called ‘‘synthetic’’ 3D thermohaline
field deduced from a statistical projection of altimetry and Sea
Surface Temperature (SST), available from the surface down to
1500 m (Guinehut et al., 2004, 2012). The second one is a new 3D
oceanic geostrophic circulation field described in the present paper.

Flow in the ocean interior (away from the boundary layers) and
away from the equator is in geostrophic balance to the first order as
suggested by observations and scaling arguments (Wunsch, 1996,
chapter 2), even in boundary currents such as the Atlantic Deep
Western Boundary Current (Johns et al., 2005). In this paper, the 3D
oceanic circulation is computed assuming geostrophic balance and
using the thermal wind equation, taking the reference level at the
surface where the geostrophic currents are well known and derived
from altimetric sea level heights. The horizontal density gradient in
the thermal wind equation is provided by the synthetic thermohaline
field mentioned above. Global weekly, monthly and yearly 3D oceanic
currents from the surface down to 1500 m (hereafter called the
Surcouf3D Currents) have been calculated from 1993 to 2008.

In the first part of this paper, we check the validity of the
approach by applying the thermal wind equation to a consistent
oceanic data set from the GLORYS1V1 model reanalysis (Ferry
et al., 2010; Lique et al., 2011). We then compare the Surcouf3D
currents to in-situ data in the Atlantic Ocean where there is a
strong oceanic overturning circulation. It is also the most
observed ocean which makes the validation easier. We validate
the weekly reanalysis at 1000 m depth through a comparison
with in-situ velocities from Argo floats (Ollitrault et al., 2006;
Ollitrault and Rannou, 2010) and modeled velocities from the
GLORYS1V1 reanalysis. Comparisons are also made with the
RAPID-MOCHA current meters located in the western boundary
current at 26.51N. In the last part of the paper, we use the
Surcouf3D currents to estimate the Meridional Overturning Cir-
culation (MOC). Two time series are computed. The first one, at
251N, spans the 1993–2008 period and is compared to previous
results by Bryden et al. (2005) (referred as BR05 subsequently),
calculated from full-depth hydrographic sections. The second
time series, computed at 26.51N, spans the 2004–2007 period
and is compared with results from GLORYS1V1 reanalysis and the
RAPID-MOCHA monitoring project. In both cases, monthly means
of the Surcouf3D currents are used in order to focus on the
seasonal and interannual variability of the MOC.

The paper is organized as follows. After presenting the data in
Section 2 and describing the computation method of the Sur-
couf3D currents in Section 3, Section 4 is dedicated to the
comparisons with other existing products. The 1993–2008 and
2004–2007 time series of the monthly estimated AMOC through
the 251N and 26.51N sections are analyzed in Section 5. Discus-
sion and conclusions are given in Section 6.
2. Data

Five types of data are used in this study. The first two types
(altimetric measurements and the synthetic thermohaline field)
are used in the computation of the 3D geostrophic velocities
while the three other ones (GLORYS reanalysis, estimates of Argo
float velocities and current meter measurements from the RAPID-
MOCHA database) are used for validation purposes.

2.1. Gridded maps of surface altimetric geostrophic currents

We use weekly 1/31 resolution maps of delayed-time geos-
trophic surface currents computed by the SSALTO/DUACS center
and distributed by AVISO from January 1993 to December 2008
(SSALTO/DUACS, 2011). The altimetric data used in the computa-
tion of the multimission maps of Sea Level Anomaly (SLA) are
from the ERS-1,2, ENVISAT, Topex/Poseidon, Jason-1,2, GFO,
GEOSAT satellites. The CMDT RIO05 (Rio and Schaeffer, 2005)
Mean Dynamic Topography (MDT) is added to the SLA maps to
obtain maps of absolute dynamic topography, that are then used
to infer the ocean surface currents through geostrophy. When
computing absolute geostrophic currents from altimetry, the
dominant error comes from the mean circulation. The determina-
tion of this error is quite challenging. In Rio and Schaeffer (2005)
the MDT is validated using a dataset of independent drifting buoy
measurements of the surface current velocities from which the
Ekman component is extracted. Altimetric geostrophic velocity
anomalies are collocated to the in-situ data and the mean
geostrophic currents derived from the RIO05 MDT are used to
obtain absolute collocated geostrophic velocities. In the Atlantic
Ocean, the Root Mean Square difference between both geos-
trophic velocity datasets (in-situ and altimetric) is in the order
of 12 cm/s for both components of the velocity. This value reduces
to less than 9 cm/s away from strong Western Boundary Currents
(Rio and Schaeffer, 2005). This RMS value is the sum of different
error components (error on the Ekman model, error on the
altimetric velocity anomalies, error on the in-situ drifting buoy
measurements and error on the RIO05 MDT currents) so that it is
an overestimate of the true RIO05 MDT error.

2.2. 3D synthetic thermohaline field

The weekly 3D synthetic thermohaline field is an observation-
based product deduced from SLA and Sea Surface Temperature
(SST) through a statistical projection as described by Guinehut
et al. (2004, 2012). The altimeter data come from the SSALTO/
DUACS center and are described in Section 2.1. The sea surface
temperature fields are Reynolds 1/41 products (Reynolds et al.,
2007).

The main idea of the method is to start from a smooth first
guess, the monthly ARIVO climatology based on Argo measure-
ment (Gaillard and Charraudeau, 2008) and use high resolution
satellite observations to improve it. First the baroclinic compo-
nent (H) of the SLA due to the density variations from the surface
to a chosen reference level is extracted using regression coeffi-
cients deduced from an altimeter/in-situ comparison study. The
regression coefficients have been calculated using collocated
dynamic height anomalies computed from Argo temperature
and salinity profiles and altimeter SLA (Dhomps et al., 2011;
Guinehut et al., 2006). Using a reference level at 1500 m depth or
at the bottom in coastal areas shallower than 1500 m, the
regression coefficients range from 0.8 in the equatorial and
tropical regions to 0.7 and 0.2 in mid to high latitudes with a
clear latitudinal dependency. These values mean that most of the
altimeter SLA signal is projected onto the vertical ocean structure
at low latitudes but that only 70–20% are projected at mid to high
latitudes, where the barotropic and deep baroclinic signals are
more important.

Secondly, a multiple linear regression method is used (Eq. (1))
to provide temperature (T0) and salinity (S0) anomalies relative to
the monthly ARIVO climatology (Gaillard and Charraudeau, 2008):

T 0ðx,y,z,tÞ ¼ aðx,y,z,tÞH0ðx,y,tÞþbðx,y,z,tÞSST 0ðx,y,tÞ

S0ðx,y,z,tÞ ¼ gðx,y,z,tÞH0ðx,y,tÞ ð1Þ

Here H0 and SST0 are anomalies of the baroclinic height and sea
surface temperature, respectively, relative to the monthly ARIVO
climatology. The regression coefficients a, b and g have spatial and
seasonal dependency and are computed from historical in-situ T/S
profiles (Argo floats, XBT, CTD) distributed by the ENACT and
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Coriolis data centers from 1950 to 2008. They are calculated on a
11�11 regular grid using the historical data available in 51
latitude�101 longitude radius of influence around each grid point.

Finally, the ARIVO climatology is added back to the anomalies to
compute the synthetic thermohaline field. The heaviest computa-
tional step is the evaluation of the regression coefficients. But once
they are computed for each map of SLA and SST, it is easy to
compute thermohaline fields. These 3D fields are computed weekly
on a global 1/31 Mercator grid and on 24 Levitus levels from 0 to
1500 m. The first levels to 30 m are spaced by 10 m, and then the
space increases to reach 100 m between 300 and 1500 m. The
1500 m reference level was chosen in order to have enough in-situ
data to compute statistically significant regression coefficients.
Indeed, although many Argo floats descend to 2000 m depth, a
majority of the historical floats descend only to 1500 m depth. In
addition to the real-time production, reanalyses that use better
reprocessed observations (SLA, SST) are regularly generated. For this
study, we use a reanalysis of the synthetic thermohaline field that
has been computed recently and covers the 1993–2008 period.

The quality of the synthetic fields depends mainly on the
relationship that exists between the surface and subsurface
fields. For example, the temperature field within the mixed layer
is very well constrained by the SST field everywhere. Below the
mixed layer, mid to high latitudes are well constrained by the
SLA with correlation greater than 0.7 between SLA and temperature
at depth. In the tropics, even though the correlation between
SLA and temperature at depth is smaller and in the order of 0.4,
the projection of mesoscale surface signal still allows us to
add information to the first guess (Guinehut et al., 2012). In the
regression applied to salinity, only the SLA is used since global and
high resolution fields of Sea Surface Salinity observations are not
yet available. Improvements are indeed expected with the ongoing
SMOS (Silvestrin et al., 2001) and Aquarius missions (Le Vine et al.,
2007). Although the correlation between surface SLA and salinity at
depth is lower than that between SLA and temperature everywhere,
the first guess is again improved by projecting the SLA at depth
(Guinehut et al., 2012).

2.3. GLobal Ocean ReanalYses and Simulations (GLORYS) field

GLORYS is an ocean general circulation model reanalysis
product based on a slightly modified version of the PSY3V2
operational system from Mercator Ocean (Ferry et al., 2010;
Lique et al., 2011). The configuration is global on a 1/41 ORCA
grid with 50 vertical levels. It assimilates SST maps, along track
SLA and in-situ T/S profiles, using the SEEK extended Kalman
filtering assimilation technique. The mean dynamic topography
(MDT) used to assimilate the SLA is the CMDT RIO05 product (Rio
and Schaeffer, 2005) combined with a nearshore numerical model.

Here we use the weekly and monthly averaged 3D velocity
fields from the first version of GLORYS (GLORYS1V1), available
over the time period 2002–2008.

2.4. Argo New Displacement Rannou Ollitrault (ANDRO) observed

velocity database

The nominal cycle of an Argo float is to dive down to its
parking depth where it drifts for about 10 days, before diving to
2000 m and going back to the surface measuring T/S profiles. Once
at the surface the Argo float is located by satellite several times
during a �12-hour period, where it drifts with the surface
currents. The Argo displacement at depth can thus be estimated
from the locations of the last float position observed by the
satellite at the sea surface before the float dives and of the first
one after the float comes back at the surface.
The ANDRO database (Ollitrault et al., 2006; Ollitrault and
Rannou, 2010) contains velocity displacements of the Argo floats
at their parking depths (1000 m mostly but also 1500 m and
2000 m) from 2002 to 2007. ANDRO is only based on data
distributed by the AOML and Coriolis Data Assembly Centers.
The Argo float displacement data have been corrected before
computing the drifting velocity. The main corrections concern the
parking pressure and the surface positions determined by satellite
localization. The error associated with this database is of order
1 cm/s (Ollitrault et al., 2006; Ollitrault and Rannou, 2010).

In this paper we use the ANDRO velocity displacements at
1000 m in the Atlantic Ocean for 2006 and 2007 that represent
more than half of the entire ANDRO set (i.e. more than 13,000
velocity estimates). Trajectories of the floats and their velocities
are shown in Fig. 1. The ANDRO database, by construction,
represents mean velocities over 10 days which are averaged over
the drift distance that occurred during these 10 days. The mean
displacement ranges from less than 50 km in the center of the
sub-tropical gyres to 100–150 km in strong currents such as the
Gulf Stream or the Antarctic Circumpolar Current (Fig. 2).

2.5. RAPID-MOCHA array

RAPID-MOCHA is a joint program involving the U.K. Rapid
Climate Change (RAPID) program and the U.S. Meridional Over-
turning Circulation and Heatflux Array (MOCHA) project. It con-
sists of around twenty moorings equipped with CTDs and
pressure sensors deployed at 26.51N at the western boundary,
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around the mid-Atlantic ridge and at the eastern boundary.
Current meters have also been deployed at the western boundary
to resolve the western boundary currents (Johns et al., 2008). In
this study, we used the monthly averaged velocities from the
current meters and T/S profiles at the western boundary deployed
in March 2004 and recovered in May 2005.

We also use the monthly averaged Meridional Overturning
Circulation (MOC) estimated from April 2004 to September 2007
in the framework of the RAPID-MOCHA project as described by
(Cunningham et al., 2007; Kanzow et al., 2007).
3. Method

The geostrophic components of the ocean circulation can be
computed at all depths zi using the thermal wind equation:

uðz¼ ziÞ ¼ uðz¼ 0Þ�
g

rf

Z z ¼ 0

z ¼ zi

@

@y
rðzÞ dz

vðz¼ ziÞ ¼ vðz¼ 0Þþ
g

rf

Z z ¼ 0

z ¼ zi

@

@x
rðzÞ dz ð2Þ

The first terms on the right hand side of Eq. (2) are the velocity
components due to the sea surface slope current while the second
terms are the components of baroclinic velocity resulting from
horizontal density gradients from the surface to z¼zi.

The geostrophic ocean currents at the surface u(z¼0), v(z¼0)
are estimated from the altimetric maps of absolute dynamic
topography (computed as the sum of the SLA and the MDT). The
densities at depth r(z) are computed from the synthetic thermo-
haline field. We thus obtain weekly 3D grids of current velocities
at the same horizontal and vertical resolution as the synthetic
thermohaline field (global 1/31 Mercator grid on 24 Levitus levels
from the surface to 1500 m). Since the geostrophic approximation
is not verified near the equator, no current is estimated in the
equatorial band between 51S and 51N. Also, there is no estimation
where the CMDT RIO05 (Rio and Schaeffer, 2005) or the SLA is not
defined, in semi-enclosed seas (Mediterranean, Black and Red
seas) and high latitudes. In the following, we will refer to this 3D
velocity estimate as Surcouf3D.

Classically, relative velocities are computed from T/S fields using
the thermal wind equations assuming a level of no motion. Fig. 3(A)
shows the 2006 annual mean velocities obtained from the synthetic
thermohaline field and the thermal wind equation assuming a level
of no motion at 1500 m. The Surcouf3D currents are displayed in
Fig. 3(B). While the relative velocities to 1500 m only resolve, by
construction, the baroclinic component of the circulation relative to
1500 m, the Surcouf3D velocities contain both the shallower and
deeper baroclinic components and also the barotropic component of
the ocean circulation. As a result, the relative velocities to 1500 m
are weak compared to the Surcouf3D estimate; the Gulf Stream
signature (at 391N) shows a maximum velocity of around 35 cm/s
and a maximum extension of 900 m (Fig. 3A). The Gulf Stream
velocity computed with Surcouf3D extends deeper and is clearly
stronger (maximum velocities greater than 50 cm/s), in better
agreement with the GLORYS current estimate (Fig. 3C). The recircu-
lation cells associated with the Gulf Stream in the Surcouf3D field are
also in much better agreement with GLORYS than the relative
velocities to 1500 m. Indeed, the westward current at 271N is better
resolved and the long-lived recirculation pattern centered around
35.51N is modified with an intensification of the westward branch
and a slowing down of the eastward branch. Also, north of the Gulf
Stream, the Surcouf3D and the GLORYS currents are consistent, with
an eastward current at 421N and a westward current which is deeper
and shifted to the south. However, the Surcouf3D velocities are
stronger than the GLORYS ones and contain more mesoscale varia-
bility at depth. This is more clearly visible in Fig. 4 where the 2006
annual mean horizontal currents at 500 m depth from Surcouf3D
and GLORYS are compared in the Gulf Stream region. Both of the
Surcouf3D and GLORYS fields are based on the use of altimetry, SST
and T/S profiles, except GLORYS uses a full data assimilation scheme.
Despite some small discrepancies, the two fields are in good
agreement, which is a very promising result for such a simple
velocity computation method as Surcouf3D.

In order to further assess the accuracy of the Surcouf3D and
the GLORYS velocity field we will compare them in the next
section to independent data (the ANDRO dataset in Sections 4.2
and the RAPID-MOCHA current meter array in Section 4.3).
4. Assessment of the Surcouf3D accuracy

4.1. Validity of the thermal wind equation

The assumption made to compute the Surcouf3D field is based
on the validity of the thermal wind relation to derive absolute
horizontal velocities. In this section, we test this assumption
through the use of an ocean model reanalysis GLORYS1V1 over
the 2006–2007 periods.

The temperature (T), salinity (S), height above geoid (H) and
current (Unat/Vnat) fields from the GLORYS daily reanalysis are
first weekly averaged. Then the thermal wind equation is applied
using the GLORYS T/S/H fields. The reference level is set at the
surface (Eq. (2)), where the velocities are computed from the
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GLORYS H field using the geostrophic approximation. At each
vertical level, the geostrophic current field (Ugeo/Vgeo) is recon-
structed by integrating the horizontal density gradients computed
from the T/S fields, following Eq. (2). Finally we compared the
reconstructed geostrophic current field (Ugeo/Vgeo) with the
native current field from GLORYS (Unat/Vnat).

Fig. 3(D) shows the 2006 yearly averaged geostrophic mer-
idional velocities at 601W reconstructed from GLORYS H/T/S
fields. There are very few differences even in the surface layers
compared to Fig. 3(C) that shows the same profile for the native
GLORYS current field. Thus, the ageostrophic components in
GLORYS, including the surface Ekman currents, have very little
impact on the annual mean in the Gulf Stream area. In the case of
weekly fields, larger differences are obtained near the surface,
which are typical of the Ekman circulation (not shown).

Outside the Ekman layer, there is no bias between the recon-
structed and the native weekly fields. At 600 m the absolute mean
differences are less than 0.1 cm/s both for the zonal and the
meridional components. Figs. 5 and 6 show the standard deviation
of the differences between the native and the reconstructed currents,
computed in 201�201 boxes at different depths (Fig. 6) and by
latitudinal bands of 201 (Fig. 5). Values are expressed as a percentage
of the standard deviation of the native field. In the first 50 m
(Figs. 5 and 6A and B) the error is between 20% and 50%. This high
surface layer error is due to the Ekman currents which are included
in the native currents but not in the reconstructed, geostrophic field.
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Below the Ekman layer, the error is much smaller, less than 12% at
depths larger than 500 m (Fig. 5). At 200 m (Fig. 6C and D), in the
ocean interior, the error is lower than 10% everywhere, except in the
North Atlantic gyre where the error is about 13%. Higher errors also
occur closer to the coasts, probably due to other ageostrophic
processes. This is the case for the very coastal Western Boundary
Currents (East Australian Current, Florida Current), for certain
upwelling currents system (Benguela Current, Canary Current) or in
complex bathymetric areas (China sea, Gulf of Mexico). However the
errors remain less than 20%.

To conclude, we find that with a weekly temporal resolution
and a 1/31 grid, the thermal wind equation is a robust approx-
imation to reconstruct the 3D ocean velocity field in the ocean
interior with errors lower than 10% in most places. Close to the
coasts, where friction becomes non negligible, the error is higher,
up to 20%. Errors up to 50% are found near the surface, where the
ageostrophic Ekman currents are a significant contribution to the
total current.
4.2. Comparison to the ANDRO velocity database

We interpolated the observation-based currents (both the
Surcouf3D currents and the velocity field relative to 1500 m)
and the modeled currents (GLORYS) onto the date and position of
the Argo floats drifting at 1000 m in the Atlantic between 2006
and 2007 (see Fig. 1). Then, for each field, a statistical comparison
was made with the in-situ Argo float velocities. Results are very
similar for the zonal and meridional components (Table 1). In the
following, we will only discuss the meridional component, which
is weaker and more difficult to estimate accurately.

There is no bias between the Surcouf3D (resp. GLORYS) and
ANDRO meridional velocities with a mean difference of 0.35 cm/s
(resp. 0.5 cm/s). The amplitudes of the variability of the Sur-
couf3D and GLORYS meridional components are also very close
(standard deviations are respectively 6.92 and 6.95 cm/s) but
both are higher than the in-situ observations (5.70 cm/s). This is
mainly due to the Argo sampling frequency. The mean displace-
ment of the Argo float in 10 days (Fig. 2) is around 50 km in the
whole Atlantic and more than 100 km in region of high variability
(south of the southern subtropical gyre, Gulf Stream area) while
the resolution of Surcouf3D and GLORYS is 1/31 and 1/41 respec-
tively. Note that while the temporal averaging is consistent
between the different data sets, the Argo float velocity is a 10
days lagrangian average estimate whereas the Surcouf3D and
GLORYS are representative of eulerian weekly mean fields.
Meijers et al. (2011) have quantified the error between this type
of lagrangian and eulerian fields to be around 3.9 cm/s near
Kerguelen Island.

Both Surcouf3D and GLORYS show a correlation higher than
the 99% significance level defined by Emery and Thomson (1998).
Surcouf3D shows a good correlation with the Argo drift velocities
(0.6) while GLORYS is less consistent (0.42). The standard devia-
tion of the differences to Argo floats is smaller with Surcouf3D
(5.75 cm/s) than with GLORYS (6.91 cm/s). The smallest differ-
ence is obtained with the velocities calculated relative to 1500 m
(5.13 cm/s). However, this relative velocity field fails to resolve
the variability of the ocean circulation (the standard deviation is
1.23 cm/s, to be compared with 5.7 cm/s for the Argo floats). In
order to have a synthetic vision of these different statistics, we
use the skill score (STaylor) defined by Taylor (2001) and given by
the following equation:

STaylor ¼ 2
ð1þRÞ

ððsr=sf Þþðsf =srÞÞ
2

ð3Þ

where R is the correlation coefficient between the two fields f and
r that are compared, sf and sr are their standard deviations. The
score varies from zero to one. The score approaches one if the two
fields that are compared are correlated and have similar varia-
bility. The highest skill is obtained with Surcouf3D (0.77) followed
by GLORYS (0.68). The relative velocity field is highly penalized
(0.14) because it contains very low signal at 1000 m, with much
weaker horizontal density gradients here (see also Fig. 3).

4.3. Comparison to the RAPID current meter velocities

Velocities at various depths has been routinely measured from
April 2004 in the western boundary current off the Bahamas
(26.51N, 76.51W) by current meters from the RAPID-MOCHA
project (Johns et al., 2008). In this study we consider the times
series from April 2004 to October 2006. The Surcouf3D monthly
velocities, interpolated onto the current meter locations (Fig. 7),
show a very good consistency with the current meter velocities
over the first 400 m, with a correlation coefficient up to 0.96 at
the 99% significance level. For the GLORYS dataset, the correlation
coefficient is 0.82. The correlation coefficient decreases with



Fig. 5. Standard deviation (%) of the differences between the GLORYS native and the reconstructed currents computed by latitudinal bands of 201 and at different depths

for (A) the zonal component and (B) the meridional component. Values are expressed as a percentage of the standard deviation of the native field.
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depth but the Surcouf3D and RAPID-MOCHA zonal velocities
remain correlated. At 800 m, the correlation coefficient is 0.68
at the 99% confidence level and at 1200, where the zonal flow is
weak, it is 0.41 at the 95% confidence level.

The RAPID-MOCHA meridional current is directed northward
at depths shallower than 800 m, and southward at 1200 m,
except for November 2004 when a maximum of northward
meridional velocity extends from 100 m to 1200 m and for
January 2006. The vertical shear of the meridional current is
resolved by the GLORYS currents, but not by the Surcouf3D field.
This may be due to the predominance of ageostrophic dynamics,
not taken into account by our simple, geostrophic methodology.
However, Fig. 6 shows that ageostrophic processes in this area
contribute only to 13% of the signal at depth. This is in good
agreement with Johns et al. (2005) mentioning that this current
is mainly in geostrophical balance. To further check the validity
of applying the thermal wind equation to resolve this strong
current shear, we have applied our methodology using two T/S
profiles from the RAPID-MOCHA array (at 76.501W and 76.751W)
and using as reference velocities values the current meter located
at 100 m depth at 76.51W. The obtained currents (dotted red
lines in Fig. 7) correctly resolve the inversion of the meridional
component around 800 m (Johns et al., 2008). The failure of the
Surcouf3D field to resolve the meridional current shear is there-
fore not due to the geostrophic approximation, but rather to the
failure of the synthetic thermohaline field to capture the strong
density shear associated with this narrow current system. In the
future, we plan to improve the thermohaline field by combining
it with Argo float profiles in order to improve locally the
description of the ocean 3D T/S characteristics. Note that the
geostrophic meridional velocity profile computed from the
RAPID-MOCHA T/S profiles does not match exactly the current
meter measurements (dotted and solid red lines in Fig. 7). This is
mainly because these fields do not represent the current at the
same location. The current meters give measurements at 76.51W
while the geostrophic meriodional velocity profile is evaluated
between the location of the two T/S profiles (76.51W and
76.751W).



Fig. 6. Standard deviation (%) of the differences between the GLORYS native and the reconstructed currents computed in 201�201 boxes (A, B) at 10 m, (C, D) at 200 m and

(E, F) at 600 m for (left) the zonal component and (right) the meridional component. Values are expressed in percentage of the standard deviation of the native field.

Table 1
Results of statistical comparisons of three current fields (Surcouf3D, GLORYS and velocities relative to 1500 m) to Argo floats drifting at 1000 m in the Atlantic over 2006/

2007 period.

Surcouf3D GLORYS Velocities relative to 1500 m Argo floats (ANDRO database)

Velocity components (U: zonal, V: meridional) U V U V U V U V

Standard deviation (cm/s) 7.27 6.92 7.23 6.95 1.31 1.23 5.97 5.70

Correlation coefficient 0.61 0.60 0.46 0.42 0.58 0.55

Standard deviation of the differences (cm/s) 5.93 5.75 6.93 6.91 5.32 5.13

Mean difference (cm/s) �0.22 0.35 0.10 0.50 �0.18 0.13

Taylor’s score 0.78 0.77 0.71 0.68 0.14 0.14
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5. Application: monitoring the Atlantic Meridional Oceanic
Circulation (AMOC)

According to Kanzow et al. (2007), overturning at 251N in the
Atlantic can be divided into three components: the Florida
western boundary transport, the surface Ekman transport and
the interior geostrophic transports, the last two being integrated
from the Bahamas to Africa. In the traditional approach, only the
baroclinic part of the geostrophic transport relative to a reference
level is computed, which is why a time variant offset must be
added to impose mass conservation. Kanzow et al. (2006) uses
bottom pressure sensors to overcome this issue. These sensors



Fig. 7. April 2004–2005 time series of the monthly mean (A) zonal and (B) meridional velocities interpolated at the localization of the current meters from RAPID-MOCHA

in the western boundary current off the Bahamas. In black dashes: Surcouf3D, in blue dashes and dots: GLORYS, in solid red lines: current meters from RAPID-MOCHA at

76.51W, and red dots: current computed through the thermal wind equation using T/S profiles and current meter at 100 m from RAPID-MOCHA. The correlation coefficients

with RAPID-MOCHA measurements are written in the top right of each panel, Rs refer to correlation with Surcouf3D time series and Rg to the GLORYS time series. (For

interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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cannot measure the absolute pressure with sufficient accuracy
but do give access to the bottom pressure fluctuations and thus to
the transport relative to the time mean value (Kanzow et al.
2006). While the transport variability can be studied without
making any further assumptions, a time invariant offset must be
added to assess absolute transport (Kanzow et al., 2007). In
contrast, the Surcouf3D product is an estimate of the absolute
geostrophic velocities at any level from the surface to 1500 m, so
the total transport at 251N in the 1500 first meters can be
theoretically derived from the summation of its three compo-
nents (the geostrophic component evaluated from Surcouf3D and
the Ekman and Florida current components) without adding any
offset. However, errors inherent in the Surcouf3D fields, once
integrated over the section, can break the mass balance. For
instance, the transport is very sensitive to an error in the east–
west MDT gradient. The limited vertical extension of the Sur-
couf3D field also prevents us from imposing mass conservation
over the water column through an offset computation. Despite
this difficulty, there is good agreement with other AMOC esti-
mates (shown in the following) which gives us confidence in the
robustness of the Surcouf3D fields.

A quantity commonly used to study overturning is its max-
imum value at depth that is reached at around 1000 m at 251N
(BR05; Hirschi et al., 2003). In the following we thus study the
transport integrated from the surface to 1000 m. We first
compute the meridional geostrophic transport integrated from
the surface to 1000 m and from the Bahamas to Africa (upper
mid-ocean geostrophic transport) using the Surcouf3D velocity
field (blue circles in Fig. 8). The upper mid-ocean geostrophic
transport was found to be significantly dependant on the chosen
latitude, mainly due to the differences in circulation in the
western part of the section as BR05 already pointed out. For
instance the upper mid-ocean geostrophic transport in 2004 is
�17.1 Sv at 24.51N while it is �21.3 Sv if computed though the
exact BR05 section (section at 24.51N angled northwestward at
731W to finish along 26.51N to the Bahamas) including 2 Sv from
the flow through the northwest Providence channel (BR05;
Leaman et al., 1995). In Fig. 8, the different components of the
maximum AMOC strength have therefore been computed along
the exact BR05 section to allow for a rigorous comparison.

The Florida current transport (red stars in Fig. 8) is obtained
from the cable measurements that have been performed daily
from 1982 (Larsen, 1992). The meridional Ekman transport (green
squares in Fig. 8) is computed using the 80 km resolution wind
stress maps from the ERA INTERIM reanalysis (Simmons et al.,
2007). Finally the maximum AMOC strength time series (black
triangles in Fig. 8) is inferred by adding the three previous
components for each month from 1993 to 2008.

The upper mid-ocean geostrophic transport and thus the
AMOC strength time series are characterized by a strong
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variability at both seasonal to interannual time scales. The AMOC
strength has a mean value of 16 Sv with a full period yearly
standard deviation of 2.4 Sv, while the monthly standard devia-
tion is 7.1 Sv. In spite of this high variability, our method gives
values close to the BR05 ones and within the BR05 error interval
(red inverted triangles and error bars on Fig. 8): we find an annual
mean AMOC intensity of 17.49 Sv compared to 16.1 Sv in 1998
and of 13.96 Sv compared to 14.8 Sv in 2004 (black triangles and
red inverted triangles in Fig. 8). However, while BR05 suggested a
slow down of 30%, the complete time series computed with
Surcouf3D does not show any clear trend and is dominated by a
high seasonal to interannual variability.
We then have compared our results to the values obtained
from the GLORYS reanalysis and the RAPID-MOCHA array over
April 2004 to September 2007 (Fig. 9). To be consistent with the
AMOC time series estimated from the RAPID-MOCHA array, we
have computed the maximum AMOC strength across the same
section which starts at about 26.51N at the western boundary and
ends at about 27.51N at the eastern boundary. Good agreement is
obtained for seasonal cycles (thick lines in Fig. 9) computed with
the three different datasets with a minimum in spring and a
maximum in autumn. In 2004 the maximum in the Surcouf3D
time series occurs slightly later than in the other time series. This
is due to an overestimation of the Surcouf3D transport in
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December 2004 and January 2005 which impacts on the 12-month
filtered time series. Indeed, the maximum AMOC strength
obtained from Surcouf3D shows a higher monthly variability (thin
line) than the observations and the model reanalysis. Surcouf3D
time series has a standard deviation of 5.59 Sv around a mean
value of 19.27 Sv while RAPID-MOCHA (resp. GLORYS) time series
has a standard deviation of 3.95 Sv (resp. 3.61 Sv) around a mean
value of 18.48 Sv (17.44 Sv). The obtained overestimated varia-
bility is likely due to the overestimated mesoscale activity at
depth mentioned in Section 3. However, the Surcouf3D time series
resolves the extrema quite well (such as the maxima in September
2004 and November 2005 and the minima in February 2005 and
April 2007) and is well correlated with the RAPID-MOCHA time
series (correlation coefficient of 0.67 at the 99% significance level).
A higher correlation coefficient (0.77) is obtained with GLORYS.

To quantify the error of our method for the AMOC computation
at 26.51N, we have used the GLORYS reconstructed geostrophic
currents computed in Section 4.1 to compute the upper mid-
ocean geostrophic transport. The reconstructed AMOC was then
obtained by adding the Florida and Ekman transports, and was
compared to the native GLORYS AMOC. The reconstructed field
leads to an underestimated of the monthly averaged AMOC values
of 1.670.4 Sv over the April 2004 to September 2007 period
where 0.9 Sv is due to the difference between the Florida current
transport estimated from the cable measurements and from
GLORYS. The simple thermal wind approximation is leading to a
minor underestimate of the AMOC, possibly because of other
physical processes present in the full GLORYS field.
6. Discussion and conclusions

A new observation-based estimate of the global 3D geostrophic
circulation from the surface to 1500 m has been computed by
merging altimetric data and a synthetic 3D thermohaline field
through the thermal wind equation setting the reference level at
the surface. The validity of the thermal wind equation was tested
and it was found that the error of the method is less than 10% in
most places outside the boundary layers and up to 20% in coastal
areas away from the Ekman layer. In spite of the simplicity of the
method, comparisons in the Atlantic Ocean to a model reanalysis
from the Mercator Ocean system as well as to Argo floats and
current meters velocities give very consistent results. This current
field was used to compute a 1993–2008 long time series of the
maximum AMOC strength at 251N. Results are in good agreement
with other studies (GLORYS, RAPID-MOCHA, Bryden et al., 2005).
The AMOC strength time series is characterized by a very high
seasonal and interannual variability and appears to have no
statistically significant trend over the entire period.

Despite these promising results, we found that Surcouf3D is too
energetic and overestimates the vertical penetration of the mesoscale
activity which is well resolved at the surface from altimetry. This is
most likely due to the synthetic thermohaline field which does not
have enough vertical density gradient structure. This missing vertical
structure would act to compensate for the surface altimetric signal
which is added at each level to compute the absolute geostrophic
currents following Eq. 2. For instance, the synthetic thermohaline
field fails to resolve the strong density gradient associated with the
Western Boundary Current off the Bahamas. This permanent struc-
ture is not resolved by the ARIVO climatology, the first guess of the
synthetic field. This prevents us from reconstructing the local current
shear at this specific location. Resolving the narrow boundary current
system with its strong vertical and horizontal shear is very specific to
this area and is pushing the limits of what we can resolve with a
global 3D current product. However, we expect significant improve-
ment from the use of a new thermohaline field (Guinehut et al., 2004,
2012; Larnicol et al., 2006) that combines the synthetic estimate
based on historical statistics with instantaneous in-situ T/S profiles
through an objective analysis scheme, thus improving the 3D density
estimate. Preliminary results are quite encouraging, highlighting the
importance of a sustained global in-situ array of T/S profile measure-
ments in combination with satellite altimetry for the monitoring of
the ocean state. A second limitation of the Surcouf3D field is the lack
of information deeper than 1500 m but we are working on ways to
extend the 3D oceanic circulation field down to the bottom using a T/
S climatology or a projection onto baroclinic modes.

We also plan to extend the validation over the global ocean in
order to test the accuracy of the Surcouf3D fields at different
locations and to study the meridional overturning circulation at
different key sections of the conveyor belt (Ganachaud, 2003).
Monitoring the MOC is a delicate issue, firstly because of its high
variability, as illustrated at 251N, and secondly because it involves
complex processes that are barely resolved by numerical models
(Biastoch et al., 2008; Hirschi et al., 2003). In addition, currents
flowing very close to the coast are not always well resolved by
observations. As a consequence, cross validation of the MOC strength
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is essential (von Schuckmann et al., 2010). We are confident that the
comparison of this new 3D current field with other existing studies
based on observations, or numerical models, will help better under-
stand and monitor this key quantity of the climate system.
Acknowledgments

The authors would like to express their thanks to Michel
Ollitrault and Jean-Philippe Rannou for providing their ANDRO
atlas. They also would like to thanks the RAPID-MOCHA team for
providing data from the array. Data from the RAPID-WATCH MOC
monitoring project are funded by the Natural Environment
Research Council and are freely available from www.noc.soton.
ac.uk/rapidmoc. The realization of GLORYS1 global ocean reana-
lysis had the benefit of the Grants that Groupe Mission Mercator
Coriolis, Mercator-Ocean, and CNRS/INSU attributed to the
GLORYS project, and the support of the European Union FP7 via
the MYOCEAN project. The altimeter products were produced by
Ssalto/Duacs and distributed by Aviso with support from CNES.
The Florida Current cable and section data are made freely
available on the Atlantic Oceanographic and Meteorological
Laboratory web page (www.aoml.noaa.gov/phod/floridacurrent/)
and are funded by the NOAA Office of Climate Observations.
Helpful comments from E. Greiner, N. Ferry and the reviewers
were appreciated.

References
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