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[1] The dependence of the mixed layer depth hD on the sea surface fluxes is
analyzed based on measurements taken along a cross-Atlantic section 53�N. A linear
function hD � 0.44Lf, where Lf = u*/f is the Ekman scale, well represents the influence
of the wind stress u* and rotation f on the mixed-layer deepening, thus indicating that
the influence of convective mixing in late spring at this latitude is of a lesser
importance. Also, data showed reasonable correlation of hD with the stratified Ekman
scale LfN = u*/

ffiffiffiffiffiffiffiffi
fNpc

p
, where Npc is the buoyancy frequency in the pycnocline, according to

hD � 1.9LfN. In both cases the highest correlation between hD and the corresponding
lengthscales is achieved when u* values taken 12 hours in advance of the mixed layer
measurements were used, which may signify the adjustment time of inertial oscillations to
produce critical shear at the base of the mixed layer. The vertical profiles of the
dissipation rate e(z) are parameterized by two formulae that are based on the law of the
wall scaling es(z) = u*

3/0.4z and the buoyancy flux Jb: e1(z) = 2.6es(z) + 0.6Jb and e2(z) = es(z)
es(z) + 3.7Jb. The first parameterization is used to calculate the integrated dissipation ~eint
over the mixing layer, which was found to be �3–7% (5% on the average) of the
wind work E10. The positive correlation between hD and ~eint/E10 suggests that in deeper
quasi-homogeneous layers a larger portion of the wind work is consumed by viscous
dissipation vis-à-vis that is used for entrainment. As such, the mixing efficiency,
which is based on integral quantities, is expected to decrease with the growth of the mixed
layer.
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1. Introduction

[2] Direct measurements of small-scale shear in the upper
quasi-homogeneous layer (UQHL) of oceans and lakes
allow one to assess the kinetic energy dissipation rate e in
the boundary layer and its dependence on atmospheric
forcing and background hydrophysical properties. Such
measurements are discussed in a large number of publica-
tions [e.g., Dillon et al., 1981; Shay and Gregg, 1984;
Imberger, 1985; Lombardo and Gregg, 1989; Moum et al.,
1989; Anis and Moum, 1995; Brainerd and Gregg, 1995;
Terray et al., 1996; Smyth et al., 1997; Soloviev et al., 2001;
Stips et al., 2002]. To analyze the influence of surface fluxes
on averaged vertical profiles of e in the upper ocean, various

scalings have been advanced and tested. Most of the
microstructure data used for UQHL studies, however, had
been collected in equatorial, tropical, and subtropical
regions (e.g., PATCHEX and TOGA-COARE). Except for
turbulent measurements taken in the Arctic Ocean under the
ice cap [Padman and Dillon, 1991; McPhee and Stanton,
1996] and in Antarctic waters [McPhee et al., 1996], only a
few studies exist on the dependence of e on atmospheric
forcing at relatively high latitudes [Simpson et al., 1996;
Lozovatsky et al., 1999; Inall et al., 2000; Burchard et al.,
2002; Bolding et al., 2002; Lass et al., 2003]. All of these
observations, however, have been made in shallow coastal
zones (e.g., Black Sea and Malin Shelf) or in shallow seas
(North Sea and Baltic Sea). In his comprehensive review on
geographic distribution of ocean mixing, Gregg [1999]
shows the sites of microstructure measurements in the open
ocean, and all of them are located south of 40�N. No
measurements at higher latitudes have been reported ever
since.
[3] Seasonal variations of atmospheric forcing are most

distinct in midlatitudes, between 40�N and 60�N in the
Northern Hemisphere. During the warm season (late spring
to early autumn), atmospheric heat flux is communicated
into the ocean through the sea surface, but in the winter and
early spring, large areas of the North Atlantic Current are
influenced by upward heat flux, which triggers convection.
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Prevailing high winds generate and maintain turbulence in
the UQHL. The probability of storm events during transi-
tion seasons (e.g., winter-spring) in the region is much
higher than that at the low latitudes, and these events set

up intrinsic spatiotemporal scales of mixing in the upper
ocean. The ensuing mixing determines the development and
characteristics of UQHL. As such, thermohaline and micro-
structure measurements in UQHL at a zonal, cross-ocean,

Figure 1. Cross-Atlantic transect taken by R/V Akademik Ioffe (18 April to 1 May 2001). Stations with
MSS and NBIS measurements are marked by solid circles; those without MSS profiling are shown by
open circles. The station numbers must be read as 917–959. The map shows bottom topography in the
region.

Figure 2. Along-track meteorological data at drift stations: (a) the wind Ta and sea surface Tw
temperatures; (b) the components of total Qtotal heat flux: Qsw, incoming short wave radiation and a sum
Qlw + Qsns + Qe of long-wave radiation Qlw, sensible Qsns, and latent Qe heat fluxes, respectively; (c) the
wind stress jtaj and wind work E10 10 m above the sea surface. The large-scale trends of temperature
variations in Figure 2a are obtained by polynomial approximation.
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upper-midlatitude transect can give valuable information on
basin-scale variability of mixing intensity. In this paper we
analyze such measurements taken in the upper 200 m of
the Atlantic along 53�N during the ninth cruise of R/V
Akademik Ioffe in April 2001 (Figure 1).
[4] The observations, instrumentation and data process-

ing are described in section 2 with further details in
Appendix A. Because microstructure data so obtained are
significantly influenced by both space and time variability
of atmospheric and ocean dynamics, they are unsuitable for
a complete process-orientated study on UQHL turbulence.
Therefore this paper is focused on bulk properties of upper
ocean mixing in the winter-spring transition season, which

is characterized by predominantly stormy winds and con-
vection-favorable surface buoyancy flux. In section 3, we
describe air-sea fluxes, analyze CTD and ADCP contour
plots in the upper 200-m layer, and examine ageostrophic
currents and the estimates of Ekman transport along the
transect. The relationships between the mixed layer depth
(MLD) and sea surface fluxes are examined in section 4.
The vertical distribution of dissipation in MLD is analyzed
in section 5, and attempts are made to parameterize the
dissipation rates by using the similarity theory for wind- and
convective-induced turbulence. In section 6, the integral of
dissipation over the MLD is compared with the wind work
at the sea surface, and a discussion is given on the

Figure 3. Upper 200-m (a) potential temperature, (b) salinity, and (c) potential density contour plots
along the slant section of transect (stations 917–926). Cold (C.I.) and warm (W.I.) intrusions are marked
in Figure 3a. Approximate positions of the Labrador Current (L.C.) and a branch of the North Atlantic
Current (N.A.C.) are shown in Figure 3c along with the estimates of MLD (dots).
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relationship between the magnitude of dissipation and the
layer thickness. The summary is presented in section 7.

2. Observations and Instrumentation

[5] Full-depth CTD profiles and water samples were
taken at 42 stations, located along an approximately 53�N
transect from the Labrador coast to the shelf of Ireland. Neil
Brown Mark III (NBIS) profiler attached with a 12-bottles
Rosette water sampler was used. The distance between
stations was about 30 miles in the deep sea, and in the
coastal zones it was less. Prior to the cruise, all NBIS
sensors were calibrated at the testing facility of the Federal
Department of Marine Navigation and Hydrography (BSH,
Hamburg). The CTD data were processed according to the
WOCE standards. The salinity obtained at every station
using an Autosal 8400B salinometer was used to control the
conductivity channel of NBIS.
[6] A shipboard-mounted ADCP equipped with GPS

navigation was employed for measuring the vertical profiles
of horizontal velocity components u and v in the depth

range 16–600 m with a vertical resolution of 8 m. ADCP
data were collected between the stations and during the
drifts. Only the drift-station ADCP data were used for
further analysis. Standard meteorological parameters were
continuously recorded during the cruise by an onboard
automatic meteorological station ‘‘Wetos 625’’ and also
using a portable automatic ‘‘Davis Weather Monitor II’’.
[7] The CTD data were mainly intended for studies of

interannual and decadal variations of water properties and
climate change in the transitional zone between the subtrop-
ical and subpolar gyres of the North Atlantic [Tereshchenkov
et al., 2002]. The data also contribute to the analysis of
seasonal and low frequency variability of thermohaline
structure in the region.
[8] In addition, a set of microstructure data was also

obtained using MSS profiler [Prandke and Stips, 1998;
Prandke et al., 2000] (see Appendix A), but the number
of casts were limited (usually 2–3, rarely 7–8). The MSS
profiling were conducted in parallel with standard CTD
measurements. The microstructure measurements in this
region of intense meridional heat transport were helpful

Figure 4. ADCP currents (station data only) in the upper 200-m layer at the Canadian slope section of
transect (stations 917–926). (a) Across-slope current component usl directed roughly southwest-northeast
(positive sign). (b) Along-slope (southeast-northwest) current component vsl. The arrows indicate
approximate positions of the Labrador Current (L.C.) and a narrow branch of the North Atlantic Current
(N.A.C.) at this transect and their general directions.
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for obtaining insights on turbulent mixing in the upper
ocean, and to our knowledge, these are the first of their
kind in the region.
[9] Stations with MSS and NBIS measurements are

shown in Figure 1 by solid circles. The MSS casts have
been skipped at a number of stations (open circles) because
of severe weather conditions and/or shortage of personnel.

3. Background Hydrographic and Meteorological
Conditions

3.1. Meteorological Conditions and Surface Fluxes

[10] Atmospheric forcing at all but two stations was
swayed by relatively strong winds and upward heat flux.
Time-averaged meteorological data from each station (usu-
ally during �2.5 hours) were used to calculate the wind
stress magnitude jtaj = (tx

2 + ty
2)1/2, wind-work at 10 m

above the sea surface E10 = Wta2 as well as the heat flux
components, where W is the wind speed; see Figure 2.
These calculations were made using the Matlab Air-Sea
toolbox (http://sea-mat.whoi.edu), which employs bulk for-
mulae for air-sea fluxes (with the vertical axis directed
downward from the sea surface). Note that Figure 2 is
based on meteorological data taken at drift stations only
(approximately 6 hours apart on the average), when winds
did not exceed 17 m/s. Therefore the averaged ‘‘station
wind speed’’ is hWsti = 8.7 m/s with rms(Wst) = 4.6 m/s.

Combining the station measurements with those taken
during 12 days of sailing between the stations, the mean
wind speed hWi was evaluated as 10.7 m/s. Two periods of
severe stormy weather, with winds exceeding 12 m/s on
19–20 April (between stations 923 and 926) and on 27–
28 April (between stations 952 and 954) were encountered
throughout the observations. The maximum winds of
Wmax = 29 m/s were registered on 28 April. Two other
shorter stormy weather events took place between stations
933 and 935, on the night of 22 April (Wmax = 26 m/s) and
stations 941–942 on 24 April (Wmax = 13 m/s). The
peak values of jtaj rose to 0.2–0.4 N/m2, and peak wind
work E10 achieved 4–6 W/m2.
[11] The sea surface temperature Tw exceeded the air

(wind) temperature Ta (Figure 2) at all stations, which
together with high winds ensured the dominance of con-
vection-favorable heat flux along the transect. The mean
difference hTw � Tai = 2.55�C and rms (Tw � Ta) = 1.57�C.

3.2. Hydrography of the Transect

[12] The transect roughly coincided with the climatologic
position of the annual-mean zero wind stress curl (WSC),
which borders subtropical and subpolar gyres of the North
Atlantic [Willebrand, 1978; Hellerman and Rosenstein,
1983; Ehret and O’Brien, 1989]. This zone closely corre-
lates with the position of the Gulf Stream and then turns to
the east following the North Atlantic Current [Marshall et

Figure 5. ADCP currents (station data only) in the upper 200-m layer along zonal section of the transect
(�53�N; stations 926–959). (a) Zonal current component u. (b) Meridional current component v. L.C.
marks the eastern edge of Labrador Current; N.A.C. is the North Atlantic Current.
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al., 2001]. To the north of this line the climatologic WSC is
positive, thus forcing a cyclonic subpolar ocean gyre. To the
south, an anticyclonic subtropical gyre is present, driven by
negative WSC. Deviations from these climatologic states
are most frequently observed during the winter-spring and
autumn-winter transitional seasons [Halpern et al., 1994].
The maps of WSC patterns for the second part of April
2001 are shown at the IFREMER website (http://www.
ifremer.fr/cersat/facilities/browse/mwf/qscat_week.htm)
based on weekly averaged CERSAT data. During the first
week of our measurements, the WSC mean field was very
patchy, indicating high variability of winds. From 23 to
29 April, the averaged WSC shows well-defined anticy-
clonic WSC over the central and eastern part of the
transect with typical values of � 2 � 10�7 Pa/m. The
basin-scale variations of WSC are likely to be responsible
for the observed general west to east deepening of the
thermocline (Figure 3).
[13] There are two distinct segments of the cross-basin

section, which exhibit different thermohaline structures and
flow dynamics in the upper layer. The first one is a slant
section of 10 stations between 52.71�N, 51.87�W and

53.52�N, 49.58�W (stations 917–926), which is mainly
influenced by cold along-slope Labrador Current. Starting
from station 926 (Figure 1), approximately zonal section
containing 32 deep-ocean NBIS stations (between 53.6�N,
48.51�W and 51.43�N, 14.43�W) was taken, crossing mul-
tiple branches and meanders of the North Atlantic Current.
[14] A general increase with depth of potential temperature

(q), salinity (S), and specific potential density (sq) in the upper
200 m of the across-slope section is shown in Figure 3. The
contribution of stable salinity gradients to the density
stratification prevails over nonstable temperature gradients,
ensuring stable vertical structure of mean density. Meso-
scale thermohaline isopycnal intrusions, which are seen in
Figures 3a and 3b, do not substantially affect the density
spatial structure. The only near-surface lens of cooler and
fresher water, centered at the latitude 50.2�W, clearly
exhibits local baroclinic fronts, which may be associated
with a mesoscale eddy or about �20 miles diameter
meander. The depth of upper quasi-homogeneous layer west
of 50�W does not exceed 22 m. At station 925 (53.43�N,
49.9�W), the thickness of UQHL sharply increases to 80 m
due to preceding wind-induced stormy mixing.

Figure 6. Upper 200-m layer (a) potential temperature, (b) salinity, and (c) potential density contour
plots along a zonal trans-Atlantic section (�53�N; stations 926–959, data at the stations only). W.M.
marks a warm meander; M.P. indicates a warm-cold meander pair. The MLD estimates are shown in
Figure 6c by dots.
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[15] In the thermohalocline, below 50 m, a dome of
isopycnal contours (Figure 3c) can be related to quasi-
geostrophic countercurrents that are associated with a large
cyclonic eddy (or a meander). These local baroclinic fronts
may also represent a branch of the Labrador Current (the
southeast upslope flow west of 51.4�W) and oppositely
directed branch of the North Atlantic Current (offshore
northwestern flow between 50.5� and 50.2�W). These
currents are well identified at the along-slope section of
ADCP velocity shown in Figure 4b. A boundary between
the two is evident at 50.65�W. A map of the geostrophic
circulation in the Labrador Sea [Lazier and Wright, 1993,
Figure 2] shows a narrow northwestern flow penetrating
into the mainstream of the Labrador Current at 53�N,
50.5�W, just in the middle of our transect, and then turning
to the north and east. Therefore we interpret the observed
northern current centered at about 50.3�Was a branch of the
warmer North Atlantic Current rather than a section of an
eddy or meander of the Labrador Current. This is corrob-
orated by the ADCP data in Figures 4a and 4b, where a
southeastern flow is seen east of 50�W, west of which the
flow is northward. The Labrador Current extends farther to
the east up to 48�W (see the southeastern flow at the left
side of ADCP panels, Figure 4); then the transect meets the
North Atlantic Current (Figure 5). The corresponding con-
tour plots of q, S, and sq in the upper 200 m along the zonal
section (stations 926–959) are given in Figure 6. The
temperature and salinity continuously increase eastward and
the density decrease as the transect crosses the Gulf Stream
transformed waters. There are, however, two distinct
regions at 44�–45�W and between 25� and 28�W with
highly alternating horizontal gradients of q, S, and sq. The

first is associated with a warm meander, where q at z = 150 m
equals to 6.6�C (station 931), while q = 3.4�C 30 miles to
the west (station 930) and q = 4.1�C 30 miles to the east
(station 932). The ADCP meridional component (Figure 5b)
clearly depicts two counterflows of anticyclonic circulation
in this meander. In the second region, a loop of warm-cold
meander pair leads to the formation of local frontal zones
between stations 948 and 951. The temperature difference at
z = 200 m across the eastern front (warm meander) exceeds
2.5�C, and across the western front (cold meander) it is about
3.5�C. The internal frontal zone, which separates cores of
two meanders, is characterized by dq > 2.5�C at a distance of
40 miles. The basin-scale and large-to-mesoscale variability
of thermohaline and density structure in the upper 200-m
layer below is mainly governed by geostrophic circulation.
Time-space variations of atmospheric forcing determine
ageostrophic dynamics of the upper layer and synoptic scales
variability of MLD.

3.3. Ageostrophic Currents and Ekman Transport

[16] Chereskin and Roemmich [1991] (hereinafter re-
ferred to as CR91) and Wijffels et al. [1994] (hereinafter
referred to as WFB94) were among the first to analyze
ageostrophic dynamics of the upper oceanic layer using
ADCP and CTD measurements in equatorial and tropical
regions. Ageostrophic meridional transport across 11�N in
the Atlantic Ocean was calculated in CR91 and similar
investigation for 10�N in the Pacific was made in WFB94.
At these latitudes, the interannual variability of wind speed
is relatively small.
[17] At 53�N, a series of atmospheric cyclones that often

crosses the Atlantic in early spring significantly influences

Figure 7. Wind vectors ~Wst averaged over the working time at each drift station (top axis) and
corresponding estimates of the Ekman transport (bottom axis) at hydrographic stations along the transect.
The right-directed ~Wst arrows represent westerly winds.
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the upper layer. The Ekman transport vectors (Figure 7)
point to the prevalence of southward and eastward ageo-
strophic flows in the upper layer during stormy periods.
(Note that the Ekman transport is directed 90� to the right of
the wind vectors shown in Figure 7, top.) The transport
amplitudes ME,

ME ¼ jtaj
f rw

;

have been calculated using the wind stress jtaj, the sea
surface density rw and the Coriolis parameter f. The
averaged amplitude hMEi is about 1 m2/s; the highest
ME = 3.4–3.5 m2/s are found at stations 927 and 952.
[18] Following CR91, we first computed geostrophic

currents between stations, interpolated the results to the
station locations, and then subtracted the geostrophic ve-
locity from averaged ADCP meridional component, assum-
ing that flow maintains a geostrophic balance at a specific
depth zG below MLD. This depth was assigned by CR91 as
zG = 250 m; WFB94 choose zG = 125 m. We computed
ageostrophic velocities VAG using two reference levels, zG =
200 and 500 m. The results did not show any statistically
significant difference, suggesting that the ageostrophic
meridional transport across 53�N in the Atlantic is mainly
limited to depths below upper 200-m layer. If, within the
upper layer, VAG represents a wind-driven current compo-
nent, then the meridional Ekman transport MAG at each
station can be obtained by integrating VAG over the thick-
ness of this layer. Because current measurements obtained
by ship-mounted ADCP are noisy in the upper 15–20 m
layer [Pollard and Read, 1989], we extrapolated VAG from
zcw = 16 m to the sea surface assuming it to be a constant
VAG(z) = VAG(zcw) in the near-surface layer following
recommendations of WFB94. The estimates of MAG(200),
MAG(500), and the meridional component of wind stress-
based transport MEy are given in Figure 8. At high winds,
jMEyj exceeds jMAGj, which can be accounted for the
uncertainty in extrapolation of ADCP data into the upper
16-m layer. Although a slab-like current structure is often
assumed in upper mixed layer models [Price et al., 1986],
there is a possibility that current amplitudes may increase

significantly toward the sea surface, thus requiring more
accurate extrapolation scheme of VAG(z) than used here.
Note CR91, for example, achieved a reasonable correspon-
dence between MAG and MEy using a linear increase of VAG
above z = 20 m.
[19] Although MAG along the 53�N transect is usually

smaller than MEy (the mean hMAG (200)i = �0.18 m2/s and
hMEyi = �0.55 m2/s), the directions of MAG and MEy are
generally consistent for transport amplitudes greater than
±0.3 m2/s; only at stations 929 and 930, a significant
difference was observed. In the later case, the southward
Ekman transport MEy, supposedly driven by strong westerly
winds, was found to be opposite to the northward ageo-
strophic transport MAG � 1 m2/s. This disparity could
attribute to one or more of the following: (1) the incorrect
extrapolation of VAG between 0 and 16 m, (2) the ageo-
strophic flow is not wind driven, and (3) the penetration
depth of the drift current exceeds 200 m, which is, however,
unlikely. At station 930, a shallow drift current with distinct
southward meridional component is able to impede the
northward ageostrophic transport, but at station 929 the
meridional component is positive everywhere while de-
creasing with depth. Therefore a significant influence of
non-wind-driven ageostrophic component is possible here,
and the locally observed winds may not be representative of
regional-scale drift currents.
[20] We also analyzed the current reversal depth (CRD),

which is the shallowest depth (below z = 16 m) where
ADCP current vector changes its direction of rotation. Two
examples of ADCP current spirals showing clockwise and
counterclockwise rotation of ADCP vector with depth in the
upper layer are given in Figure 9. Clockwise rotation was
observed in 19 out of 34 averaged ADCP profiles. The
velocity amplitude, however, did not always decrease with
depth as it is supposed to be in the Ekman boundary layer,
which is bounded by the geostrophic flow beneath. The rest
of the profiles with counterclockwise rotation are not
consistent with the Ekman drift. Because the ADCP data
return a combination of dynamical components (wind-
induced, geostrophic, buoyancy-forced, inertial oscillations,
etc.), the Ekman spiral could have been overshadowed by a
more powerful process. It is also possible that at the time of

Figure 8. Wind stress-based Ekman transport MEy (1) and MLD ageostrophic transports MAG(200 m)
and MAG(500 m) obtained from ADCP and NB measurements with reference level of zero ageostrophic
velocity at z = 200 and 500 m, respectively.
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measurements, the drift currents at a number of stations
were far from stationary state required for a well-defined
Ekman spiral.

4. Mixed-Layer Depth

[21] The along-transect variation of the mixed layer depth
MLD is shown in Figure 10, calculated using the approach
given in Appendix B. Free-falling, 1-m averaged MSS
profiles usually exhibit slightly deeper MLD (hMSS) com-
pared to the MLD obtained from 2-m interpolated and pre-
filtered NB-CTD profiles (hNB). The mean hhNBi = 44.5 m,
the median of hNB is 48 m, and rms (hNB) = 25.2 m. Because
MSS measurements have not been carried out at all stations,
we will mainly refer to hNB (hD hereinafter) as the charac-

teristic MLD. The observed mixed layer depth varies in the
range of 6–110 m, the deepest hD being at station 931.
[22] If we compare MLD statistics with those of CRD

(the current reversal depth), it appears that hCRDi = 46.9 m
and med (CRD) = 48 m are almost the same as the mean
and the median of MLD given above. This may indicate that
the mixed layer depth coincides, on the average, with the
depth penetrated by the drift currents. The correspondence
becomes clearer if we compare the mean difference between
CRD and MLD separately for clockwise and counterclock-
wise profiles using 2-m interpolated ADCP data. For the
first group (19 stations), the mean difference hCRD �
MLDi is only 2 m, while for the second group the mean
difference is 7.2 m. We may conclude that the mesoscale
spatiotemporal variations of MLD and CRD along the

Figure 9. Examples of ADCP vector spirals showing (top, station 938) clockwise (upper panel, St. 938)
and (bottom, station 948) counterclockwise rotation in the upper layer. The spirals were plotted using the
interpolated u(z) and v(z) profiles (Dzint = 2 m) while the original ADCP data were sampled at Dz = 8 m.
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transect are broadly consistent. Also note that because of
the time shift between NB and ADCP profiles, the
differences between observables at individual stations
could be due to internal wave displacements and horizontal
inhomogeneities.
[23] Three shaded segments in Figure 10, with noticeable

increase of MLD (hD > 50 m), are associated with periods of
high winds (W > 10 m/s; see the hatched segments along the
upper axis in Figure 10), which precede somewhat the
periods of enhanced mixed-layer deepening. The magnitude
of the heat flux also increases with higher winds (Figure 2),
ensuring a larger buoyancy flux Jb.
[24] To quantify the relationship between atmospheric

forcing and MLD, we calculated the normalized cross-
correlations functions Rhu*

(Dt) and RhJb
(Dt), where Dt is

the corresponding time lag. To make these calculations
possible, we produced the equally spaced time records of
MLD and fluxes by the linear interpolation of measure-
ments at each station. The time step Dtint = 6 hours was
chosen for the interpolated records, because approximately
12 days of observations provided 49 interpolation points,

while the measurements were taken at 42 time locations
(stations). Arranging the data as time series, not as space
variables, for the correlation analysis is based on the
assumption that the main cause of the mixed layer deepen-
ing and restratification is associated with synoptic scale
variations of u* and Jb driven by storm events. Horizontal
scales of the regions where MLD exceeds 50 m are 250–
350 km, consistent with the scales of atmospheric cyclones
at these latitudes.
[25] The correlation between hD and friction velocity u*

exhibits (Figure 11) a statistically confident maximum Rhu*

(Dt) = 0.71 at the time shift Dt = 12 hours. The highest
correlation RhJb

(Dt) between hD and Jb, however, is only
0.4 at Dt = 0, and it is lower elsewhere. Because the 95%
confidence level for nonzero correlation is 0.34, RhJb

(Dt) is
insignificant at all Dt. This indicates that the deepening of
mixed layer during our measurements was governed by
wind stress, the influence of buoyancy flux being of lesser
importance. This can be verified by comparing MLD
with the Monin-Obukhov [Monin and Obukhov, 1954] scale
LMO = u*

3/kJb, where k = 0.4 is the von Karman constant.

Figure 10. Mixed layer depth (MLD) obtained from NB-CTD (line 1) and MSS (line 2) density
profiles. Three periods with winds exceeding 10 m/s are marked along the upper axis. The sections with
increase of MLD (shaded areas) exhibit a space-time shift (delay) in relation to the segments of stormy
winds. The time shift, up to 1 hour, between NB and MSS casts in part is attributed to the observed
differences between lines 1 and 2 at several stations.

Figure 11. Normalized cross-correlation functions between the mixed-layer depth hD and friction
velocity u* (dots), and between hD and the buoyancy flux Jb (triangles).

C05013 LOZOVATSKY ET AL: MIXED LAYER SCALING

10 of 21

C05013



[26] The dependence between MLD and LMO is shown in
Figure 12, with the time record of u* shifted ahead by Dt =
12 hours. At stations 926–954, the buoyancy flux was
always convection favorable; therefore LMO is positive
everywhere. The power approximation in Figure 12, hD �
LMO
1/3 , indicates a linear dependence between the MLD and

friction velocity. The dependence on the buoyancy flux Jb is
weak. Following Lombardo and Gregg [1989] (hereinafter
referred to as LG89), we show two lines in Figure 12:
hD/LMO = 1 and hD/LMO = 10, which bound the range of hD
when the wind stress and buoyancy flux play comparable
role in the development of mixed layer. For hD/LMO > 10 (to
the left from the ‘‘ii’’ line), convection is a dominant force,
but for hD/LMO < 1 (to the right from the ‘‘i’’ line), the wind
stress is a prevailing factor. Figure 12 shows that only at
three stations (where hD less than 35 m) the contributions of
both wind stress and buoyancy flux in shaping the mixed
layer depth are comparable. The vast majority of points lie
below the hD/LMO = 1 line indicating that in the spring
season, convection is less important in maintaining the
mixed layer depth compared to wind-induced mixing.
[27] Given the linear dependence of hD on u*, it is

possible to surmise that the Ekman lengthscale Lf = u*/f is
a better candidate to scale MLD than LMO. Because the
average response of MLD is lagged the change of friction
velocity by about 12 hours, we plotted the regression of hD
on Lf, shifting the records by Dt = 12 hours. As evident from
Figure 13a, the dependence between Lf and shifted in time
(space) MLD can be reasonably approximated by a linear
function hD � 0.44Lf with the coefficient of determination
r2 = 0.92. This correlation does not hold when the time shift
is not used, as evident from Figure 13b. It is possible that
the observed time lag is associated with the spin-up time of
inertial oscillations, which enhance shear and thus vertical
mixing at the base of the mixed layer [see, e.g., Pollard et
al., 1973]. A similar result has been reported by Lentz
[1992] for coastal upwelling waters, with the time shift
ranging from (5–6) to (10–12) hours. The result shown in
Figure 13 suggests that winds associated with spring storms
in the North Atlantic have to work for about 12 hours in

order to effectively erode the existing stratification, entrain
water from the underlying pycnocline, and develop a UQHL
with the mean thickness of �45 m. Much shorter time is
needed, however, for the upper layer turbulence to respond
to rapidly increasing winds [see, e.g., Anis and Moum,
1995]. Also, turbulence decays quickly when atmospheric
boundary forcing is ceased. The above interpretation
assumes that the measurements of MLD represent a quasi-

Figure 12. Regressions between the mixed layer depth hD and Monin-Obukhov scale LMO at stations
926–954, with the friction velocity u* shifted in time by 12 hours. The buoyancy flux Jb calculated at the
time of MLD measurements is shown. The power trend of hD growth with the increase of LMO is obtained
by least squares fitting. Line i corresponds to hD/LMO = 1; line ii gives hD/LMO = 10.

Figure 13. (a) Regressions between the mixed layer depth
hD and 12-hour forward shifted Ekman scale Lf. (b) The
same variables without time shift. A linear growth of hD
with Lf (for Lf > 30 m), which is seen in Figure 13a,
vanishes in Figure 13b.
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stationary state of the mixed layer. At some stations,
especially those taken in the beginning of stormy events,
it is definitely not true. This may be one of the reasons why
data in Figure 13 exhibit relatively wide scatter around
linear trend.
[28] The mixed layer results can also be interpreted on the

premise that upon introduction of a wind stress the UQHL
deepens until MLD reaches LfN = u*/

ffiffiffiffiffiffiffiffi
fNpc

p
, where Npc is

the buoyancy frequency at the upper boundary of the
pycnocline (obtained by a linear fit to the density profiles
over the first 10–15 m below UQHL). As pointed out by
Pollard et al. [1973], the subsequent growth is slow.
Therefore LfN can be a good indicator of MLD after a
storm. Scaling of MLD by LfN [Pollard et al., 1973] has
been explored by Weatherly and Martin [1978] and Lentz
[1992] for the bottom boundary layer and by Zilitinkevich
and Esau [2002] for the atmospheric boundary layer.
Figure 14 shows a plot of hD versus LfN with u* shifted
ahead in calculating LfN. The goodness of linear fit in
Figure 14 (r2 = 0.9) is slightly lower than in Figure 13a,
but this difference is statistically insignificant. A relatively
wider scatter in Figure 14 may indicate that Npc is either
calculated with a higher uncertainty (because of highly
nonlinear density profile in the pycnocline) or it does not
significantly influence the MLD at later stages of the mixed-
layer deepening. The regression in Figure 14 shows that on
the average, the ratio hD/LfN � 1.9. Pollard et al. [1973]
reported hD/LfN = 1.7, and Weatherly and Martin [1978]
found hD/LfN = 1.3. Various one-dimensional models of
thermocline formation [e.g., Niiler and Kraus, 1977; Price
et al., 1986; Lozovatsky et al., 1998] suggest that the ratio
hD/LfN tends to reach 1.7 at large times of numerical
calculations. As such, we can surmise that at most stations
the observed mixed layers were at a slow phase of growth,
close to an equilibrium state.

5. Vertical Structure of the Dissipation Rate

[29] A composite plot of individual 1-m averaged e
samples taken from the mixed layer at all stations is given
in Figure 15, where the depth-sorted, bin-median estimates

of the dissipation (large symbols; 100 samples in each bin;
the total number of samples is 2487) are shown. Two
regimes can be identified: a sharp decrease of the bin-
median dissipation ê (z) with depth at z < zcw, where zcw =
16 m, and much slower decline of ê(z) in the depth range
hD > z > zcw. The least squared approximations, which were

Figure 14. Scaling of mixed layer depth hD by using the stratified Ekman lengthscale LfN = u*/
ffiffiffiffiffiffiffiffi
fNpc

p
.

The estimates of friction velocity u* are shifted ahead in time by 12 hours in LfN calculation.

Figure 15. Kinetic energy dissipation rate in the upper
turbulent layer at all stations of measurements (2487
samples). The depth-sorted, bin-median estimates of the
dissipation (100 samples in each bin) ê are shown by large
symbols. The best least squares approximations (exponen-
tial, dashed line; power, thin solid line) are given for two
sections of ê(z) profile, 2 m < z < 16 m and 16 m < z < hD,
respectively. The transition depth zcw = 16 m was selected
by careful inspection of data and considering the calculation
of two empirical fits.
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separately applied to these two sections, give the following
equations:

ê zð Þ ¼ 1:84� 10�1e�0:85z for z < 16 m

ê zð Þ ¼ 1:05� 10�5z�1:2 for z > 16 m;

respectively. Turbulence in the near-surface layer, z < zcw, is
significantly affected by surface waves and the observed
exponential decrease of ê with depth generally supports the
wave-induced scaling for dissipation proposed by Anis and
Moum [1995]. However, because we used a falling, not a
rising, profiler e measurements in the near-surface layer
could have been contaminated by the unsteady falling
speed, occasional cable tension, and ship rolling. Therefore
this study excludes the depth range z < zcw. Formal power
law fitting given above for z > zcw can also be satisfactory
represented by an inverse power function ê (z) = 0.75 �
10�5 z�1, in the spirit of the well-known ‘‘law of the
wall,’’

esðzÞ ¼
~u
*
3

k
z�1; ð1Þ

which has been used in several studies to represent the
dissipation profile in the surface layer [i.e., Dillon et al.,
1981; Soloviev et al., 1988]. Despite the bin-median

estimates of ê (z) in Figure 15 roughly follow equation (1),
it should be noted that the law of the wall can only be
used as a zero order model for ê (z), given the influence of
the surface buoyancy flux. Analyzing microstructure
measurements taken in the upper layer of Eastern
Subtropical Pacific, LG89 scaled the dissipation profiles
in the range 1 < hD/LMO < 10 as

eðzÞ ¼ csesðzÞ þ cbJb; ð2Þ

where es (z) is the dissipation induced by the surface stress
(equation (1)) and cs = 1.76, cb = 0.58 are empirical
constants. Stips et al. [2002] examined equation (2) in the
context of convective mixing in Lake Maggiore, Italy, and
found noticeable departure of the measured e(z) from the
LG89 scaling. Smyth et al. [1997] fitted the dissipation
profiles measured in the upper layer of equatorial Pacific
under light winds, several hours after the passage of a
squall, with cb = 0.6 (the value of cs was not specified in
that paper).
[30] In Figure 16, we show four normalized profiles of

the dissipation rate en(zn) based on the bin-median estimates
of the depth-sorted e population (the population includes all
individual samples at all stations). The data collected at all
stations were sorted over the normalized depth zn = z/hD and
the bin-median estimates of zn, and en were calculated over
100 consecutive samples in each bin. Here en = ê/em and the
modeling function em(zn) is given by equation (1) for
profile 1 and by equation (2) for profile 2. It is clear that
(1) reasonably represents the dissipation of vertical struc-
ture in the depth range �0.4 < zn < 1, but the absolute value
of normalized dissipation is overestimated approximately
3 times (heni = 3.01 ± 0.52) because the normalized
median-bin dissipation is expected to be constant, en(zn) = 1,
for 0 < zn < hD, if u* is the only governing parameter of its
vertical structure. In the surface layer (0 < zn < 0.2), en
sharply departs from the approximately constant level due to
measurement errors and direct wave forcing. The parame-
terization of LG89 (equation (2)) does shift en closer to 1,
yielding heni = 1.46 ± 0.27 in the depth range zn � 0.4–1.0
(profile 2 in Figure 16). This shows that a combination of
es and Jb given by equation (2) is helpful, but some
modification of the empirical coefficients is needed to
achieve a better scaling.
[31] As has been shown in Figure 12, our data set does

not contain measurements during the periods where con-
vective mixing substantially prevailed over the wind-
induced turbulence in UBL (the condition hD/LMO > 10 of
LG89 is never satisfied; if LMO is calculated based on in situ
unshifted u*, the situation does not change). As such, it is not
possible to obtain confident estimates of cb as in the case of
almost pure convective balance, e � cbJb, considered by
LG89. Therefore, in order to find a semi-empirical modeling
profile of em(z) that gives the best fit to our data, we
employed two approaches that are based on the similarity
theory. First, note that the pioneering Monin and Obukhov
[1954] paper proposes cb = 0.6, and ensuing measurements
give cb = 0.58 and 0.72 for oceans and cb = 0.64 for
the atmospheric boundary layers. Imberger [1985] and
Imberger and Ivey [1991] suggest cb = 0.46. In this paper,
we take the original value cb = 0.6, so that any observations

Figure 16. Bin-median profiles of the dissipation rate in
the upper turbulent (mixing) layer ê normalized by the
modeling dissipation em. Here, ‘‘1’’ is the law of the wall
given by equation (1); ‘‘2’’ is equation (2) [LG89]; ‘‘3’’ is a
modified formulae of LG89, equation (3), and ‘‘4’’ is en
based on the logarithmic-linear similarity model of the
velocity profile, leading to equation (4) with cbm = 3.7.
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of the dissipation rate over 0.6Jb should be attributed to the
wind-induced shear production cses (thus defining cs). The
best fit for the data gives

em1 zð Þ ¼ 2:6es zð Þ þ 0:6Jb; ð3Þ

which is shown in Figure 16 by profile 3. This gives very
close proximity, on the average, to en = 1, yielding heni =
1.05 ± 0.25 in the depth range 0.4 < z/hD < 1. Note that for
0.4 > z/hD > 0.2, en remains almost constant ê/em1 = 2.3 ±
0.24 and only then the normalized dissipation rapidly
increases toward the sea surface.
[32] Winds, during the measurements reported by LG89,

were distinctly lower (E10 = 0.2–0.6 W/m2) than those
observed at 53�N, where the median E10 = 1 W/m2, and E10

exceeded 0.6 W/m2 for 60% of the data. The buoyancy flux,
however, was approximately the same in both experiments,
about 3 � 10�8 W/kg on the average. This difference in
wind work may possibly account for the larger value of cs =
2.6 (compared to cs = 1.76 of LG89) proposed by our work.
[33] If high (and possibly low) winds lead to the variation

of cs in equation (2)/equation (3), the application of cs � 1.8
could be limited to a specific range of relatively moderate
winds, while a larger constant (cs = 2.6 in our case) is more
appropriate for high winds. This is not an unusual situation;
bulk formulae, for example, employ different values of the
friction coefficient when calculating the wind stress for low
and high winds. Despite this uncertainty, it is quite surpris-
ing that a simple similarity approach can be used to describe
the basic shape of the dissipation profile in the upper
oceanic layer, which is influenced by numerous complex
processes such as Langmuir vortices, inertial waves, and
others.
[34] Alternatively, if all excessive dissipation above es

calculated by equation (1) is included in cbJb with an
empirical constant cb  cbm, then the best fit for en =
ê/em2 is given in Figure 16 by profile 4 using cs = 1 and

em2 zð Þ ¼ es zð Þ þ cbmJb; ð4Þ

with cbm = 3.7. The proximity of line 4 to en = 1 is good:
heni = 0.98 ± 0.34 for z/D = 0.4–1.0. It is interesting that

the empirical constant cbm falls in the range of values that
are often used for stratified atmospheric surface layer with
log linear velocity profile [Bussinger et al., 1971; Dyer,
1974; Stull, 1988]. Equation (4) can also be interpreted as
the result of interaction between shear and convective
instabilities, with latter producing ‘‘extra’’ mixing. In
engineering and meteorology, the combined influence of
shear and convection is called forced convection. Applica-
tion of equations (3) and (4) for scaling of dissipation in the
regions with substantially different hydro-meteorological
conditions than considered here should be done with
caution, given the possible differences in the structure of
turbulence and dynamical processes.

6. Column-Integrated Dissipation

[35] Because turbulence in the mixed layer was dominated
by the wind stress, we attempted to estimate the fraction of
wind work E10, which dissipates in the upper turbulent layer,
using equation (3) and calculating the column-integrated
dissipation rate as

~eint ¼
Zhe
0

rwe zð Þdz; ð5Þ

where he is the mixing layer depth, which in our case at
almost all stations is equal to MLD. Oakey and Elliot [1982]
were among the first to make estimates of the dissipation of
the wind work E10 in the upper turbulent layer using direct
measurements of small-scale shear by an airfoil sensor.
They reported ~eint � 0.01E10 for a 20-m near-surface
boundary layer.
[36] Because it is not possible to retrieve microstructure

measurements from the upper near-surface layer (z < zcw),
we used the ‘‘model’’ dissipation profiles (equations (3) and
(5)) to calculate ~eint in the mixing layer (0 < z < he) with
local values of u*, Jb, and he at each station. The integrated
‘‘measured’’ dissipation ~eobs at every station was also
obtained for the inner turbulent layer of thickness hobs =
he � zcw. The estimates of mean dissipations �e = ~eint/he and

Figure 17. Correlation between the measured �eobs and ‘‘modeled’’ �e (through equation (3)) integrated
dissipation estimates per unit depth.
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�eobs = ~eobs/hobs given in Figure 17 demonstrate a good
correlation, showing that �e is about twice �eobs.
[37] A plot of ~eint (E10) in Figure 18a indicates that the

data samples can be well approximated by ~eint = 0.05E10.
This suggests that on the average, ~eint may account for about
5% of the wind work at 10 m above the sea surface; the ratio
~eint/E10 varies between 3 and 7%. This is consistent with the
estimates of Richman and Garrett [1977] that the rate of
energy entering the ocean from the wind is in the range 2–
10% of the wind work E10. It is likely, however, that larger
MLDs are associated with higher mean dissipation rates,
when turbulence is active within the upper boundary layer
and vice versa. Some of the outstanding questions in this
context are: Is the fraction of wind work that dissipates
during the mixing layer formation independent on the layer
depth? Does turbulence in deeper layers consume a larger
fraction of wind work than that in shallower layers? The
answer is given in Figure 18b, where a clear tendency of
~eint/E10 growth is associated with larger he. The approxi-
mated empirical power law function is simply given to
emphasize the trend.
[38] The observed growth of the ratio ~eint/E10 with in-

crease of he seems to be consistent with results of numerical
and laboratory experiments [Kantha and Clayson, 2000a,

2000b] which suggest that in growing turbulent layers,
entrainment rate decreases in time. In other words, as the
mixed layer deepens, the entrainment rate decreases owing
to the increase of the Richardson number or to the inability
of eddies to raise dense fluid against the negative buoyancy
of thermocline. In order to accommodate this dynamical
constraint and realize the bulk energy balance, the column-
averaged dissipation rate increases in the mixed layer, as
evident from the laboratory mixed-layer measurements of
Kit et al. [1997]. The increase of ~eint/E10 ratio may also
indicate a change of integrated mixing efficiency ~g with
respect to E10 with the increase of MLD (this is unrelated to
the mixing efficiency and flux Richardson number based on
local variables). One of the customary assumptions that the
averaged buoyancy flux due to entrainment is proportional
to the energy imparted by the wind, therefore, should be
revisited in view of the above finding that this proportion-
ality constant can be variable.

7. Summary

[39] The response of the mixed layer depth (MLD) to
short-term (synoptic) variations of atmospheric forcing in
the North Atlantic was analyzed using profiling measure-

Figure 18. (a) Integrated dissipation in the upper mixing layer as a function of the wind work E10. The
calculation of ~eint is based on equations (5) and (3) using local values of u*, Jb, and he at each station. The
dashed lines show the lower, ~eint = 0.03E10, and the upper, ~eint = 0.07E10, limits for the linear regression.
(b) Dependence between the thickness of the mixing layer and the ratio ~eint/E10. The correlations are
based on 22 stations with distinct mixing layers.
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ments taken at 42 stations along 53�N in April 2001. The
microstructure data obtained concurrent with CTD measure-
ments allowed estimation of kinetic energy dissipation rate
in the upper turbulent layer at high-midlatitudes and param-
eterization of its vertical structure using momentum and
buoyancy fluxes at the sea surface. Atmospheric forcing
during 12 days of observations was characterized by rela-
tively high winds (the mean wind speed is 10.7 m/s) and
convection-favorable surface heat balance. The sea surface
temperature was on the average 2.5�C higher than the air
temperature. The transect, which followed the climatologic
position of zero annually averaged wind stress curl (WSC),
crossed the Labrador Current and multiple branches and
meanders of the North Atlantic Current. The basin-scale
variation of WSC is likely responsible for the observed
general deepening of the thermocline from the west to the
east. Mesoscale thermohaline frontal intrusions were mainly
observed in the pycnocline not affecting the vertical struc-
ture of density in the upper mixed layer. Three strong storms
were encountered during the measurements, and the wind
stress at drift stations reached 0.2–0.4 N/m2.
[40] The averaged amplitude of Ekman transport hMEi

calculated using the wind stress is about 1 m2/s, but during
the storms, the magnitude of ME goes up to 3.4–3.5 m2/s.
The ageostrophic flows in the upper layer were mainly
southward and eastward. The meridional ageostrophic trans-
ports MEy, were usually larger than that calculated using the
residuals between ADCP and geostrophic velocities, MAG,
but it was in the same direction as MEy when jMAGj exceeds
0.3 m2/s.
[41] To identify the MLD at each station, an algorithm

developed by Kara et al. [2000] was employed. The results
were carefully checked manually, and corrections were
introduced, if needed; less than 10% of MLD estimates
were so corrected. The deepest observed mixed layer depth
hD was 110 m, the mean was hhDi = 45 m, the median of hD
is 48 m and rms(hD) = 25.2 m. The MLD was compared
with the current reversal depth (CRD is specified as the
shallowest depth where current vector changes the sign of
its rotation). The mean and median estimates for CRD
appeared to be very close to those for MLD (47.9 and
48 m, respectively) suggesting that the drift currents were
mostly confined to the upper mixed layer.
[42] The highest correlation (0.71) between the MLD and

friction velocity u* was found when u* data were time
advanced by 12 hours. The correlation of MLD with the
surface buoyancy flux Jb was weak. The ratio between hD
and the Monin-Obukhov lengthscale LMO = u*

3/Jb based on
the time shifted u* indicates that almost at all stations hD/
LMO < 1, suggesting the dominance of wind-induced mixing
over convection. Parameterization of MLD in terms of the
Ekman scale Lf = u*/f (with time-shifted u*) yielded the
following linear dependence:

hD � 0:44Lf Lf > 30 m;

with the coefficient of determination, r2 = 0.92. As pointed
out by a referee, it is worth noting that the proportionality
constant above 0.44 is approximately equal to the
canonical value of von Karman’s constant k = 0.41,
emphasizing small influence of buoyancy on mixed-layer
turbulence.

[43] The analysis suggests that a 45-m-deep mixed layer
is associated with a mean friction velocity of hu*i = 1.2 �
10�2 m/s working approximately for 12 hours. Because our
sampling rate was made equal to 6 hours, the 12-hour time
shift should be treated as a rough estimate, but it is close to
the typical 8–10 hours delay between u* and MLD varia-
tions reported by Lentz [1992]. This time lag can be
associated with the spin-up time for the inertial oscillations
triggered by storms. On the other hand, the generation of
turbulence in the upper layer by rapidly increasing winds is
a fast process, as well as the decay of turbulence when the
winds cease [Anis and Moum, 1995]. Therefore, while the in
situ surface fluxes are most appropriate for parameterizing
vertical profiles of the dissipation rate, the mixed layer
deepening should account for the slow response of thermo-
cline mixing.
[44] The MLD was also correlated with the ‘‘stratified

Ekman scale’’ LfN = u*/
ffiffiffiffiffiffiffiffi
fNpc

p
, where Npc is the buoyancy

frequency in the pycnocline, assuming that the growth of
MLD is arrested by buoyancy when MLD reaches LfN.
Using LfN with time shifted u*, a linear regression of the
form

hD � 1:9LfN

was obtained with reasonable statistical confidence. This
suggests that LfN can be a good indicator for storm-induced
MLD. Given that numerical calculations show that in the
steady state MLD is about 1.7LfN, the above result suggests
that the mixed layer at most stations may have achieved or
close to achieving an equilibrium state.
[45] The vertical structure of the dissipation rate e(z) in

the depth range �0.4 < z/hD < 1 could not be reasonably
represented by the scaling of Lombardo and Gregg [1989],
but the best possible fit to the data could be reached by a
parameterization of the form

em1 zð Þ ¼ 2:6es zð Þ þ 0:6Jb;

where es (z) = u*
3/kz is the law of the wall. Alternatively, a

good correspondence with data could be also obtained using

em2 zð Þ ¼ es zð Þ þ 3:7Jb:

The latter assumes that all ‘‘excessive’’ dissipation above es
is due to buoyancy production of forced convection. The
factor 3.7 before Jb is surprisingly close to that often used
for stratified atmospheric surface layer with log linear
velocity profile. Despite the fact that turbulent mixing in the
upper layer is influenced by numerous complex dynamical
processes such as Langmuir circulation and wave breaking,
it appears that simple parameterizations based on similarity
approaches with some modification can be used to describe
essential features of the dissipation profile in the upper
oceanic layer.
[46] The column-integrated dissipation rate ~eint over the

MLD may account, on the average, for about 5% of the
wind work at 10 m above the sea surface E10 (however,
the ratio ~eint/E10 varies between approximately 3 and 7%).
The ratio ~eint/E10 shows a positive correlation with MLD,
indicating the increased column averaged dissipation at
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higher MLD. This calls for rethinking of the commonly
used modeling assumption of the proportionality between
the buoyancy flux due to entrainment and the rate of wind
work imparted on the surface.

Appendix A: Measurements of the Dissipation
Rate

A1. MSS Profiler

[47] A commercial MSS (Micro Structure System) pro-
filer developed by a consortium of companies, which were
participants of the MITPC project (Improved Microstructure
Technologies for Marine Near Surface Flux Studies),
funded by the European Community [Prandke et al.,
2000], was used in this study. The profiler consists of a
stainless steel cylinder, 100 cm in length and 10.6 cm in
diameter. It encapsulates electronics and a set of sensors at
the lower end, protected by a guard. The data are transferred
to an on-board computer via an almost neutral buoyancy
elastic cable. The same cable is used to recover the profiler
after each free-falling cast. To maintain a constant falling
speed of about 0.7 m/s, the profiler should have a negative
buoyancy of about 1 kg, which can be regulated by special
buoyancy rings of different weight. The profiler carries
microstructure sensors (for small-scale shear and fast tem-
perature), sensors of conductivity, temperature, and pres-
sure, and a three-component accelerometer. The sensitivity
of the microthermistor is 0.001�C, and its response time is
7 ms. The precise temperature sensor (Pt-10) has a sensi-
tivity of 0.001�C, accuracy 0.01�C, and time response
160 ms. The corresponding characteristics of the seven-pole
conductivity cell are 0.001 mS/cm, 0.01 mS/cm, and 100 ms,
respectively. The vertical resolution of an airfoil shear probe
(PNS 98) is limited to 2 cm, determined by the sensor
geometry. The laboratory calibration tests of the shear probe
indicate a lowest measurable dissipation rates of about
10�11 W/kg, although the lowest in situ noise level of shear
measurements is equivalent to �10�9 W/kg.

A2. Editing and Despiking the Raw Data

[48] Microstructure data are usually noisy, especially at
the very first few meters below the surface. Therein, the
signals are contaminated by ship-induced movements and
transients of the profiler. The data at the end-point of the
cast are also heavily contaminated, because of the cable
tension, which causes high-amplitude vibrations. Since end
segments cannot be recovered by any denoising procedure,
they were removed from the analysis. It is not possible to
completely eliminate spikes and faulty data segments in
microstructure records because of numerous debris, and
abrupt failures in communication links or malfunctions of
the sensors [Moum and Lueck, 1985], and these spikes and
contaminated data segments must be identified and re-
moved. Editing microstructure data cannot be done manu-
ally, considering the huge amount of information collected
by microstructure sensors, and therefore various statistical
approaches must be applied. For example, Prandke et al.
[2000] suggest excluding bad samples or assigning value to
them by calculating the mean m and standard deviation s for
each consecutive pre-determined segment and then marking
and replacing the data outside the interval (m ± ns), where
n = 2.7. This type of despiking works well if the data limits

are known a priori, or noise is generated by a known source,
but this is usually not the case for microstructure measure-
ments. We have developed an interactive, efficient graphic
MATLAB interface to identify isolated spikes, bad values,
or gaps in the records. Upon completing this step, a
procedure similar to that of Prandke et al. [2000] was
applied, but instead of replacing bad samples by the mean
value calculated at each segment, we used a cubic spline
interpolation, if the number of bad or missing points was
less than 50 (about 5 cm of the record) and set n = 2. If a
data gap was larger than 5 cm, the record was divided into
several separate segments, with none of the gaps exceeding
5 cm.
[49] Sometimes, a localized, narrow-frequency noise can

appear in the signal because of the mechanical resonance of
the profiler. Such localized peaks, around 40 Hz in our case,
were deleted by a Lanczos window [Hamming, 1983]
designed for a specific wave number band. A band-pass
Lanczos filter has a very sharp frequency response function
and, therefore, high-amplitude peaks could be removed
without significant changes in the adjacent frequency bands.

A3. Influence of Falling Velocity on Small-Scale Shear
Profiles

[50] Accurate calculation of the falling velocity wp of the
profiler is an important step in data processing because the
output signal of the airfoil sensor eout is proportional to wp

2,
i.e., eout = rS0 wp

2 (du0/dt), where S0 is the cross-sectional
area of the cylindrical part of the sensor [Paka et al., 1999].
The time derivatives du0/dz were calculated by computing
finite differences, with further filtering by the Butterworth
low-pass filter; here the frequency response function is
equivalent to a three-point running-averaged filter. To
convert the time-sampled signals to the depth-dependent
variables, we calculated the falling velocity from a pressure
signal, which can be contaminated by wave-induced varia-
tions of the sea-surface and possible tilting of the profiler.
To reduce the fluctuations in the pressure signal, which in
principal ought to be a monotonic function of time, we
approximated consecutive segments (usually 25 dbar in
length) of data by a second-order polynomial function and
then connected the consecutive segments using five-point
running averaging filter. The falling velocity, computed as
the time derivative of the smoothed pressure signal, mini-
mizes errors in the calculation of du0/dz and hence e.

A4. Calculation of the Dissipation Rate

[51] After applying all necessary corrections to small-
scale shear signal, the dissipation rate e was evaluated by
fitting one-dimensional wave number shear spectra calcu-
lated at each 1-m vertical segment to the Panchev-Kesich
[Panchev and Kesich, 1969] theoretical spectrum

En kð Þ ¼ k1=3 þ
ffiffiffi
3

2

r
k1

 !
exp � 3

2
k4=3 �

ffiffiffi
3

2

r
k2

 !
; ðA1Þ

following recommendations of Gregg et al. [1996]. Here the
nondimensional wave number k = a3/4 kh is normalized by
the Kolmogorov’s scale h = (n3/e)1/4, En = E/[a9/4 (en5)1/4] is
the dimensionalized spectrum, a = 0.5 is the Kolmogorov’s
constant in the inertial subrange, and k and E(k) are the
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corresponding dimensional variables (k is in rad/m). The
best fit was usually applied at low and intermediate wave
numbers, where signal is less contaminated than at high k,
and the universality of (A1) is assumed. The procedure is
shown in Figure A1, where several shear spectra from the
mixed layer and thermocline are plotted in the background of
theoretical spectra (equation (A1)) for a wide range of e
values. Experimental spectra (star lines) were smoothed
(dotted lines) before fitting, and then the corresponding
dissipation rates were evaluated. The lowest-level spectrum
in Figure A1 represents the noise-level segments of the
dissipation measurements, which is about 10�9 W/kg.
[52] In Figure A2, we compare the nondimensional Pan-

chev-Kesich [Panchev and Kesich, 1969] spectrum and

another widely used Nasmyth [1970] spectrum, both of
which are used as spectral benchmarks. The empirical
spectra shown in Figure A2 were taken from several
microstructure patches with different mean dissipation rate,
which varies over 2 decades of magnitude (from 3.4 � 10�9

to 2.6 � 10�7 W/kg). The integrated dissipations ~e were
used for normalization. The experimental spectra show
good agreement with the universal spectra at intermediate
wave numbers, covering the most important range that
embraces the maximum of the dissipation spectrum. The
variance estimates obtained by integration of respective
normalized spectra differ in magnitude by less than 10%.
Note that the Panchev-Kesich spectrum contains more
power at lower wave numbers and rolls off slightly faster

Figure A1. Examples of microstructure shear spectra before (star lines) and after (squared lines)
denoising. The theoretical Panchev-Kesich spectra (equation (A1)) are shown by plain continuous lines
marked by every next decade of the corresponding e values.

Figure A2. The nondimensional Nasmyth [1970] and Panchev-Kesich [Panchev and Kesich, 1969]
benchmark spectra overlaying the empirical spectra for a range of dissipation rates and the Kolmogorov’s
constant a = 0.5.
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at high wave numbers compared to the Nasmyth spectrum.
This difference may affect measurements with high level of
dissipation, when small-scale shear at low wave numbers is
not well resolved, and therefore a correction is needed when
calculating the shear variance. As seen, the MSS data
more closely follow the Panchev-Kesich spectrum for the
chosen dissipation rates. The best possible adjustment to the
Nasmyth spectrum to fit our data gives slightly different
estimates for the dissipation rate.

Appendix B: Calculation of the Mixed Layer
Depth

[53] The depth of upper quasi-homogeneous layer
(UQHL) hD can be identified as the ‘‘isothermal layer
depth’’ (ILD) where the absolute difference between the
temperature T(hD) and that near the sea surface Tw exceeds a
prescribed limit dT [Kara et al., 2000]. If the absolute
density difference in UQHL dsq = jsq(zD) � sqwj is less
than a specific dsq, then hD is associated with the mixed
layer depth MLD [Brainerd and Gregg, 1995]. Calculating
ILD, Thompson [1976] and Martin [1985] employed
relatively small dT = 0.2�C and 0.1�C, respectively, and a
larger dT = 0.5�C have been used by Price et al. [1986],
Kelly and Qiu [1995], Obata et al. [1996], and Monterey
and Levitus [1997]. Lamb [1984], Wagner [1996], and Qu
[2003] increased dT up to 1�C. The most common values of
the density difference dsq, when calculating the MLD, are in
the range (0.10–0.13)sq [Miller, 1976; Levitus, 1982; Lewis
et al., 1990; Spall, 1991; Huang and Russell, 1994]. A
narrower limit, dsq = (0.01–0.03)sq, was, however, used by
Peters et al. [1989], Schneider and Muller [1990], and
Padman and Dillon [1991].
[54] Alternatively, ILD and MLD can be identified as

layers where vertical gradients of temperature or specific
density are smaller than a prescribed value of dT/dz or
dsq/dz, assuming a sharp transition between UQHL and

underlying thermohalocline [Bathen, 1972; Lukas and
Lindstrom, 1991; Richards et al., 1995; Brainerd and
Gregg, 1995]. The threshold gradients are usually set up in
the range 0.02–0.05 C/m for dT/dz and 0.01 kg/m4 for dsq/
dz. An attempt [Korchashkin, 1976] has been made to
identify layers with constant vertical gradients (including
quasi-homogeneous layers) by using difference criteria and
gradient limits at the same time. Recently, Kara et al.
[2000] introduced an optimal algorithm for ILD and MLD
calculation based on dT and dsq with the additional
requirement that the adjacent temperature (or density)
values at consecutive depths must differ less than 0.1dT
and 0.1 dsq. The so-called split-and-merge method of MLD
calculation has also been recently suggested by Thompson
and Fine [2003].
[55] It should be noted that the use of an objective

criterion to calculate the MLD may often lead to an
erroneous outcome, if the set of data is significantly
heterogeneous (see discussion by Brainerd and Gregg
[1995]). A mix of profiles with sharp and weak pycnoclines
underlying the MLD creates a problem of employing a
unique dT or dsq threshold. Therefore, if a limited data set is
analyzed, it is instructive to verify the results of automatic
routines by manual check-ups. In examining temperature
and density NB and MSS profiles, we have used the
traditional approach based on dT and equivalent dsq criteria
as initial guidelines, but the final identification was made by
inspection. A comparison between this semi-objective
approach and that of Kara et al. [2000] is given in
Figure B1a for 30 CTD profiles having vertical resolution
dz = 2 m. Only those profiles where MLD exceeds 6 m are
used in this analysis. Our calculations of MLD have been
made with initial dsq = 0.02 sq followed by manual
correction only to four profiles. The MLD at majority of
stations was almost the same as ILD.
[56] The algorithm of Kara et al. [2000] was applied to

the same profiles by varying dT in the range 0.1�–0.3�C

Figure B1. (a) Correspondence between the depth of isothermal upper layer (ILD) and the mixed layer
depth hD. The ILD was calculated using Kara et al. [2000] algorithm with Dz = 2 m and dT = 0.25�C. The
hD was determined by the difference criteria dsq = 0.02 sq and making a manual correction if necessary.
The regression coefficient of determination r2 = 0.95 without taking into account station 934. (b) MLD
estimates obtained from NB (hD) and MSS (hMSS) profiles at the stations where both instruments worked
in parallel.
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with 0.05�C increment. The best consistency between the
two methods was attained for dT = 0.25�C without any
vertical averaging or interpolation (see Figure B1a). A
strong linear regression between MLD and ILD (coefficient
of determination r2 = 0.95) indicates that automatically
calculated depths of UQHL are about 5 m larger than those
obtained semi-objectively, but both methods produce con-
sistent outcomes. During further analyses, we used only the
MLD estimates obtained semi-objectively, because it pro-
vides more accurate identification of the transition region
between the mixed layer and thermohalocline. When both
NB and MSS profiles were made in parallel, the MLD
obtained from both instruments yielded almost similar
values (Figure B1b). The observed scatter can in part be
attributed to the mismatch of the measurement times of NB
and MSS that could be as much as 1 hour.
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