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[1] We compare spatially averaged Rayleigh wave attenua-
tion between 10 and 18 sec period observed on the symmetric
component of ambient noise cross‐correlations with regional
seismic event measurements observed by the USArray Trans-
portable Array across the western US. The ambient noise
attenuation measurements are shown to be consistent with
attenuation observed following an earthquake in Nevada
and a mining blast in Wyoming. We demonstrate that com-
mon ambient noise data processing procedures such as tem-
poral normalization and spectral whitening can be retained as
long as the amplitudes of the cross‐correlations are corrected
for (1) the duration of the ambient noise cross‐correlation,
(2) geometrical spreading, and (3) the azimuthal variation
in the strength of ambient noise sources. Correction for
time‐series length can be achieved accurately by dividing
the empirical Green’s function by the squared root‐mean‐
squared (rms) amplitude of the trailing noise. These results
provide strong justification for the ability to constrain seismic
attenuation using ambient noise. However, further study of
the expected asymmetry in attenuation for waves approach-
ing (incoming) or receding from (outgoing) a central station
is needed to understand the effect of uneven noise source dis-
tribution prior to estimation of local variations in attenuation.
Citation: Lin, F.‐C.,M.H. Ritzwoller, andW. Shen (2011), On the
reliability of attenuation measurements from ambient noise cross‐
correlations, Geophys. Res. Lett., 38, L11303, doi:10.1029/
2011GL047366.

1. Introduction

[2] Surface wave tomography based on ambient noise
cross‐correlations is now commonly applied to constrain the
elastic structure of the shallow earth [e.g., Shapiro et al.,
2005; Yao et al., 2006; Lin et al., 2007; Yang et al., 2008;
Moschetti et al., 2010; Lin et al., 2011]. Studies of attenu-
ation or anelasticity have been rare because few theoretical
or numerical studies have focused on the amplitude content
of ambient noise. Tomographic studies based on ambient
noise have focused nearly exclusively on the phase content
of ambient noise cross‐correlations partly because of
uncertainty in the physical characteristics of ambient noise
generation but also because ambient noise data processing
procedures typically normalize amplitudes in a number of
ways. Traditional data processing procedures [e.g., Bensen
et al., 2007] such as temporal normalization (e.g., one bit
normalization, running mean normalization, etc.) and spec-
tral whitening are designed to suppress bias caused by

earthquake signals and broaden the period range of the
dispersion measurements. These procedures come with the
cost of altering the amplitude content of the noise records
and perhaps even degrading amplitude information irre-
trievably. This is exacerbated when seismic records have
different time series lengths and in light of the strong azi-
muthal dependence and seasonal variability of ambient
noise generation.
[3] Recently, observational studies of ground motion

[Prieto and Beroza, 2008] and attenuation [Prieto et al.,
2009; Lawrence and Prieto, 2011] present an optimistic
picture of the ability to exploit measurements of the
amplitude of ambient noise. Other studies [e.g., Cupillard
and Capdeville, 2010; Cupillard et al., 2011] demonstrate
theoretically that surface wave attenuation can be retrieved
from one‐bit noise correlations if there is an azimuthally and
radially uniform distribution of noise sources. This paper is
motivated by these studies. In particular, the question con-
sidered here is: Using traditional ambient noise data pro-
cessing procedures, can surface wave amplitudes obtained
from ambient noise cross‐correlations produce reliable
constraints on seismic attenuation?
[4] Cupillard and Capdeville [2010] and V. Tsai (Under-

standing the amplitudes of noise correlation measurements,
submitted to Journal of Geophysical Research, 2011) argue
that attenuation inferred from ambient noise measurements
depends on the noise source distribution. For an inhomoge-
neous source distribution, attenuation measurements from
ambient noise are expected to differ for incoming and out-
going waves relative to a central station (i.e., positive and
negative components of the cross‐correlations). Addressing
this distinction is beyond the scope of this paper, but this
issue will need to be explored further when ambient noise
measurements are used to determine the attenuation structure
of the earth. Here, we consider only if the spatially averaged
attenuation determined from the symmetric component (the
average of the incoming and outgoing waves) of the ambient
noise cross‐correlations is consistent with attenuation mea-
sured using regional seismic events observed across the
USArray Transportable.

2. Data and Results

[5] Bensen et al. [2007] and Lin et al. [2008] describe
procedures for processing ambient noise records that have
been shown to produce robust, largely unbiased measure-
ments of Rayleigh and Love wave phase velocities. These
procedures encompass both temporal and spectral whiten-
ing, deconvolution of the instrument response, calculation of
the cross‐correlation typically over day‐long time series,
stacking typically over numerous days, and construction of
the empirical Green’s function from the symmetric com-
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ponent of the cross‐correlation. These procedures together
define what we refer to as the “traditional method” of
ambient noise data processing in which no attempt has been
made to retain amplitude information in the empirical
Green’s functions. Here we consider the additional proce-
dures that must be taken so that attenuation can be inferred
reliably from the amplitude measurements performed on the
empirical Green’s functions. To address this question we use
ambient noise cross‐correlations obtained between October
2004 and April 2010 using all EarthScope USArray
Transportable Array stations in the US.
[6] It is important to acknowledge at the outset that with

traditional ambient noise data processing, aspects of the
amplitude field are definitely lost. Because the amplitudes
are normalized during temporal normalization and spectral
whitening, the amplitude of ambient noise empirical Green’s
functions is rendered unitless and absolute amplitude
information is lost. In addition, the ambient noise wavefield
is normalized individually at each station so that local

structural amplification (e.g., by sedimentary basins) is also
lost. However, it is possible that propagation dependent
attenuation, which requires only meaningful relative
amplitude measurements, may be estimated reliably.
[7] To recover reliable relative amplitude measurements

and use them to constrain attenuation, the traditional data
processing method must be extended in two ways. First, it is
important to account for the total length of the ambient noise
records that were cross‐correlated [Bendat and Piersol,
2000]. We do this by dividing the empirical Green’s func-
tion by the squared root‐mean‐squared (rms) amplitude of
the trailing noise. Here, we use trailing noise at correlation
lags times between 1500 and 2500 sec (Figure S1 of the
auxiliary material),1 which is well separated from the sur-
face wave packet and coda in this study. In this time win-
dow, the observed cross‐correlation signals correspond to

Figure 1. (a) A linear relationship between the squared rms amplitude of the trailing noise and the number of days being
cross‐correlated is demonstrated with the TA station pairs A23A‐I23A (red plus) and J23A‐I23A (green cross). (b) Length‐
corrected ambient noise amplitude measurements for the 18 sec Rayleigh wave with TA station M12A (star) at the center.
Triangles are station locations with valid amplitude measurement where measured amplitudes are color coded within the
triangle and interpolated between stations using minimum surface curvature. Dashed lines bracket azimuths between 340°
and 360° used for measurements in Figure 2a. (c) Same as Figure 1b but for the 10 sec Rayleigh wave with I23A at the
center. Dashed lines bracket azimuths between 300° and 310° for measurements shown in Figure 2b. The locations of stations
A23A and J23A used in Figure 1a are also identified. (d, e) Same as Figures 1b and 1c but for the seismic event measurements
following the Wells Nevada earthquake (EQ) and the Wyoming mining blast (MB) whose locations are shown with stars.

1Auxiliary materials are available in the HTML. doi:10.1029/
2011GL047366.
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incoherent noise observed at the two station and will,
therefore, superpose randomly. Due to temporal normali-
zation and spectral whitening, the level of the trialing noise
is approximately the same for each daily cross‐correlation
and for each station pair.
[8] As Figure 1a shows, the squared rms amplitude of the

trailing noise increases linearly with the duration of the
cross‐correlation time series and can be used as proxy for
time series length. This approach would be particularly
useful when the actual time series length is either unknown
or known poorly, for example, due to gaps within the noise
time series that were not kept track of accurately. We refer
to empirical Green’s functions processed in this way as
“length‐corrected”. The second refinement in ambient noise
data processing is discussed below.
[9] To illustrate the amplitude measurements and attenu-

ation coefficients determined from ambient noise, we use
empirical Green’s functions obtained between TA stations in
the western US with two center stations M12A and I23A in
northeastern Nevada and eastern Wyoming, respectively.

These stations are chosen because they are near two seismic
events, which allow us to compare directly the attenuative
decay based on the ambient noise and seismic event mea-
surements. The two events are the magnitude 6.0 Wells,
Nevada earthquake (EQ) that occurred on February 21, 2008
and a large mining blast (MB) in eastern Wyoming that took
place on August 6, 2009.
[10] We perform frequency‐time‐analysis (FTAN)

[Bensen et al., 2007] to measure amplitudes between 5 and
25 sec period for both the ambient noise empirical Green’s
functions and waveforms following the two seismic events.
Figures 1b–1e present the length‐corrected amplitude mea-
surements that satisfy selection criteria at 18 sec period for
ambient noise with center station M12A and the Nevada
earthquake and at 10 sec period for ambient noise with
center station I23A and the Wyoming mining blast.
Amplitude measurements are used only when the signal‐to‐
noise ratio is greater than 8 and distance is greater than
100 km and 50 km for 18 and 10 sec period, respectively.
These selection criteria are designed to remove potentially
inaccurate amplitude measurements.
[11] For an impulsive force that emits a wave that propa-

gates in a homogeneous attenuative medium, the amplitude
A and the distance r are related at each period as follows:

A rð Þ ¼ 1
ffiffi

r
p e��r ð1Þ

where 1/
ffiffi

r
p

results from geometrical spreading and a is the
attenuation decay constant. a is related to the attenuation
quality factor Q by a = pf/UQ, where U is the group velocity
and f is the wave frequency [e.g., Prieto et al., 2009]. To test
how well equation (1) explains amplitude measurements
obtained from the empirical Green’s functions and whether a
can be reliably constrained, Figures 2a and 2b present the log
of the length‐corrected amplitude Ai corrected for geomet-
rical spreading, log(Ai

ffiffiffi

ri
p

), as a function of distance, ri. The
length‐normalized amplitude measurements are taken from
Figures 1b and 1c where i is the index for empirical Green’s
functions.
[12] A clear distance trend is observed in Figures 2a and

2b, although scattering is significant. Measurements taken at
similar azimuths, however, are much less scattered (red
symbols in Figures 2a and 2b). As a preliminary constraint
on the decay constant, measurements within each 100 km
bin are combined to estimate the mean and the standard
deviation of the mean (blue bars in Figures 2a and 2b) and
then fit with a straight line. The resulting slope and intercept
are the best fitting decay constant and log corrected ampli-
tude at zero distance. Distance bins with fewer than 20
amplitude measurements are discarded.
[13] Most of the scatter about the linear trend seen in

Figures 2a and 2b is caused by the azimuthal dependence
of the strength of the incoming ambient noise energy, as
seen clearly in the ambient noise amplitude measurements
presented in Figures 1b and 1c. Let us define the “ampli-
tude factor” as ratio between the observed amplitude and
the fit lines in Figure 2. Figures 3a and 3b show that the
amplitude factor for ambient noise depends strongly on
azimuth. We calculate the weighted average and the stan-
dard deviation of all the amplitude factors within each 8°
azimuthal window where a Gaussian weight with 2° half
width is used. Amplitude factors that deviate more than 1.5

Figure 2. (a) The amplitude of ambient noise (corrected for
time‐series length and geometrical spreading) is plotted ver-
sus distance at 18 sec period for the TA central station M12A
in Nevada. The red points are for measurements within the
azimuthal window shown with dashed lines in Figure 1b.
The blue bars present the mean and the standard deviation of
the mean of the measurements within each 100 km distance
bin. Only bins with more than 20 measurements are kept.
The solid black line is the best fitting line through the blue
bars; slope and intercept with uncertainties are labeled.
(b) Same as Figure 2a but for similarly corrected ambient
noise measurements at 10 sec period for central station I23A
in Wyoming where the red symbols are from the azimuthal
window identified in Figure 1c.

LIN ET AL.: AMBIENT NOISE ATTENUATION MEASUREMENTS L11303L11303

3 of 6



standard deviations from the average or the corresponding
standard deviation is larger than 0.5 are discarded. While
the majority of the measurements are retained, around 10–
15% of the measurements are discarded in this process.
Note that an approximate 180° azimuthal periodicity is
observed for the amplitude factors shown in Figures 3a and
3b, which is caused by the use of the symmetric component
of the cross‐correlations in constructing the empirical
Green’s functions.
[14] These observations lead to the second modification to

the traditional ambient noise data processing procedure. To
remove the effect of the azimuthal variations on the decay
constant, we divide the amplitude measurements obtained
on the length‐corrected empirical Green’s functions by their
corresponding azimuthally dependent average amplitude
factor. We refer to the amplitude measurement processed in
this way as “azimuth corrected”. The azimuth corrected
amplitudes of ambient noise and seismic events are shown
in Figure S2. The decay constants estimated from amplitude
measurements without this azimuthal correction may
potentially be biased if the azimuthal distribution of the
measurements is distance dependent.
[15] Figure 4 presents the length and azimuth corrected

amplitude measurements versus distance. Compared to
Figures 2a and 2b, a significant reduction in scattering is
observed (Figures 4a and 4b). Following the same approach,
the decay constant is re‐estimated but with much lower
uncertainty. The uncertainties with center stations M12A

Figure 4. (a) Red symbols: the amplitude of ambient noise
corrected for geometrical spreading as well as the length and
azimuth corrections plotted versus distance at 18 sec period
for the central station M12A (Nevada). Violet symbols: azi-
muthally corrected amplitudes measured at 18 sec period
following the Wells earthquake. The green/yellow bars rep-
resent the mean and the standard deviation of the mean of all
measurements within each 100 km bin and the solid blue/
dashed black lines are the best fit lines. The y‐axis on the
left and right are for ambient noise and seismic event mea-
surements, respectively. (b) Same as Figure 4a but for mea-
surements at 10 sec period for ambient noise at central
station I23A (red symbols) and the Wyoming mine blast
(violet symbols). (c) Same as Figure 4a but for 10 sec Ray-
leigh wave measurements. The slope and intercept with
uncertainties for the fit lines are labeled (AN, ambient noise;
MB, mining blast; EQ, earthquake).

Figure 3. (a) The azimuthal dependence of the amplitude
factor for ambient noise amplitude measurements with cen-
tral station M12A at 18 sec period corrected for time series
length and geometrical spreading. The green solid line is the
weighted average amplitude factor. (b) Same as Figure 3a
but for central station I23A at 10 sec period.
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and I23A are now 2.4% and 5.8%, respectively, compared
to 8.8% and 10.1% shown in Figure 2.
[16] Figures 4a and 4b also present amplitude measure-

ments versus distance for the seismic events. These mea-
surements are subjected to the same selection criteria as the
ambient noise measurements and have also been azimuth‐
corrected to account for the source radiation pattern
(Figure S2). In Figure 4c, we also present the result for
central station M12A and the Wells, Nevada earthquake at
10 sec period. The Wyoming mining blast does not have
good signals at 18 sec period and this result is not pre-
sented. In all three cases, the decay constants estimated
from ambient noise and the seismic events are consistent,
with differences around 6%, 4%, and 12% (or 1.4s, 0.6s,
and 2.1s where s is the expected uncertainty for the dif-
ference) for Figure 4a–4c respectively.
[17] The decay constants that we estimate here are

averages over large regions surrounding the center station or
seismic event where amplitude measurements are obtained.
The ∼1 × 10−3 km−1 decay constant (Q ∼ 100) at 10 sec
observed with ambient noise for the center station M12A
and the Wells, Nevada earthquake, is about two times larger
than the ∼4 × 10−4 km−1 decay constant (Q ∼ 200) observed
with ambient noise for the center station I23A and the
Wyoming mining blast. This difference may reflect a
warmer and perhaps weaker crust in northern Nevada and
the Great Basin compared to eastern Wyoming and the
Great Plains. While the mining blast does not provide good
measurements at 18 sec period, the analysis at 18 sec period
for ambient noise with central station I23A in Wyoming
gives a decay constant of ∼3 × 10−4 km−1 (Q ∼ 200), which
is again roughly half of the decay constant (∼6 × 10−4 km−1;
Q ∼ 100) observed for ambient noise with center station
M12A and the Wells earthquake in the western US. The
decay constants we observed are slightly smaller than the
constants presented by Prieto et al. [2009] in southern
California probably due to thicker sediments in southern
California.

3. Discussion

[18] We demonstrate that the spatially averaged attenua-
tion observed with ambient noise and regional seismic event
measurements observed with the USArray Transportable
array are consistent. In particular, we show that traditional
ambient noise data processing procedures [e.g., Bensen
et al., 2007] can be retained as long as amplitudes are cor-
rected for (1) the duration of the ambient noise cross‐
correlation (length normalized), (2) geometrical spreading,
and (3) the azimuthal variation in the strength of ambient
noise sources (azimuth normalized). Length correction can
be achieved accurately by dividing the empirical Green’s
function by the squared root‐mean‐squared (rms) amplitude
of the trailing noise. These results corroborate the earlier
studies of Prieto and Beroza [2008] and Prieto et al. [2009]
and further justify the ability to constrain the attenuation
structure of the earth using ambient noise, with only slight
extension to traditional data processing schemes.
[19] The ability to constrain attenuation based on ambient

noise empirical Green’s is perhaps somewhat surprising.
The effect of data processing procedures such as temporal
normalization and spectral whitening on amplitude mea-
surements is not as variable from station to station as pre-

vious suspected. This apparently is because amplitude
normalization effects average out statistically for the long
time series used. This is consistent with theoretical studies
[Cupillard et al., 2011; Tsai, submitted manuscript, 2011),
that show that temporal normalization, such as one‐bit
normalization and spectral whitening, will not alter the rel-
ative amplitude decay if the noise sources are homoge-
neously distributed. Recently, Prieto et al. [2009] suggested
that fundamental modifications to traditional data processing
procedures are needed to obtain reliable amplitude infor-
mation. In particular, they argued quite reasonably that the
use of a shorter time window (e.g., 2‐hr instead of one day)
for cross‐correlation would effectively remove earthquake
signals but also retain more accurate information about the
amplitude of ambient noise. However, the procedure they
advocate is actually quite similar in effect to the temporal
normalization that is applied in traditional ambient noise
data processing [e.g., Bensen et al., 2007], where the aver-
age absolute mean is computed in a 128 sec sliding time
window [Lin et al., 2008] and the time‐series is normalized
by this value. In addition, application of coherency, as
advocated by Prieto et al. [2009], is similar to the cross‐
correlation with the spectral whitening that we apply. Prieto
and Beroza [2008] use the impulse response function (i.e.,
instead of spectral whitening, where the amplitude spectrum
at the center station is used to normalize the spectrum at all
other stations) to study the local amplification of ground
motion. However, our use of spectral whitening inhibits
observation of local amplification, but this may actually
benefit observation of attenuation.
[20] The second reason why our result remains

somewhat surprising is because of actual inhomogeneities in
the source distribution of ambient noise. While both
numerical [Cupillard and Capdeville, 2010] and theoretical
(Tsai, submitted manuscript, 2011) studies show cases where
the estimated attenuation is biased because of an inhomo-
geneous source distribution, no apparent bias is observed in
our spatially averaged attenuation estimates. In order to
exploit the attenuation measurements derived from ambient
noise to infer spatial variations in attenuation, or perhaps
even the anelasticity, it will be important to investigate
the asymmetry in attenuation expected between waves
approaching (incoming) or receding from (outgoing) from a
central station. This will be the subject of a future study.
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