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[1] Wave gradiometry (WG) is a new array data processing technique to extract phase
velocity, wave directionality, geometrical spreading, and radiation pattern from spatial
gradients of waveforms. Aweighted inversion method and a reducing velocity method are
introduced to compute spatial gradients accurately for irregular arrays. Numerical
experiments are conducted to test techniques and to evaluate the parameters determined
from the WG method. We apply this method to USArray data for the western United
States. In this study, Rayleigh waves from nine earthquakes with varying azimuths are
analyzed. The stability of this method is shown by the similarity between the results from
two nearly collocated earthquakes from the Kurile Islands. The error check shows the
WG results are stable for ambient noise level as high as 10%. Phase velocities determined
by WG and two station (TS) methods are statistically consistent, while these determined
from beam forming method are systematically higher for wavelength larger than one
quarter of the array diameter. Our results show that, first, the average phase velocities of
Rayleigh waves range from 3.8 to 4.1 km/s for periods from 60 s to 150 s. This is
consistent with average earth models. The prominent feature on the phase velocity map is
that the Basin and Range province is dominated by velocity lows while the west coast of
the United States and the north and northeastern Snake River plain are dominated by
velocity highs. The Snake River plain appears to be a primary tectonic boundary. Second,
azimuthal variations represent the accumulated wave directionality changes along the
raypath. A velocity contrast of 0.25 km/s across the oceanic-continental lithosphere
boundary along the west coast of the United States is needed to explain the negative
azimuth variations. Third, geometrical spreading is slightly anticorrelated with phase
velocity, which may suggest that amplitude variations in radial directions are subject to
surface wave focusing and defocusing. Fourth, similar to the wave directionality, radiation
pattern variations also exhibit strong path dependence. Further theoretical and
experimental studies will be conducted to understand the two amplitude parameters:
geometrical spreading and radiation pattern and their relations with the local geophysical
properties.

Citation: Liang, C., and C. A. Langston (2009), Wave gradiometry for USArray: Rayleigh waves, J. Geophys. Res., 114, B02308,
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1. Introduction

[2] Seismic arrays are deployed globally, regionally, or
locally to record seismic waves for source mechanism or
Earth structure studies. One of the best recent examples of a
regional array is the transportable component of the USArray
that consists of 400 stations deployed in a nearly uniform
grid. With an average spacing of 70km, this rolling array
has been providing invaluable seismic data to study the
structure and evolution of the North American continent.
Figure 1 shows a snapshot of the USArray on 13 January
2007. Data sets from USArray are being used in many
traditional techniques, such as body and surface wave travel

time tomography [Sigloch and Nolet, 2007; Yang and
Ritzwoller, 2008; Beghein et al., 2007], waveform tomog-
raphy [Bedle and van der Lee, 2007], receiver function
analysis [Levander et al., 2007], shear wave splitting [West,
2007] and the recently emerging ambient noise tomography
technique [Lin et al., 2008;Moschetti and Ritzwoller, 2007].
[3] Most existing seismic processing methods in earth-

quake seismology, such as travel time tomography, wave-
form tomography, receiver function, and shear wave
splitting, treat each element in the array as a point mea-
surement. Therefore, measurements from isolated receivers
often reflect the accumulated effects of the media along the
whole raypath from the seismic source. Also, travel times
are often the most important measurements for many
techniques, such as in travel time tomography, receiver
function, and shear wave splitting, but amplitudes are rarely
taken into account or are secondary to the analysis. The
beamforming method [Birtill and Whiteway, 1965; Rost and
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Thomas, 2002] and two-station phase velocity measurement
method [Knopoff et al., 1966; Yao et al., 2006] are two
popular array processing techniques, but the wave ampli-
tude information is removed due to waveform summation or
cross-correlation.
[4] The wave gradiometry (WG) method, on the other

hand, is a new array data processing technique to extract
phase velocity, wave directionality, geometrical spreading,
and radiation pattern from spatial gradients of waveform
amplitudes. The spatial gradients of wave amplitudes can be
explicitly related to physical properties of Earth’s continuum,
such as strain and stress [Langston, 2007a]. The spatial
gradients of a wavefield are directly related to wave
amplitude and its time derivative [Langston, 2007a]. WG
has been applied to extract wave slowness and geometrical
spreading for a 1-D linear array [Langston, 2007a]. Applied
to a 2-D array, radiation pattern and wave directionality are
two more parameters that can be extracted by this method
[Langston, 2007b]. This method can be applied to any part
of the wavefield including body waves and surface waves.
In this study, we applied the WG method to the surface
waves recorded by USArray (Figure 1).
[5] As a new technique, the strengths and limitations as

well as some theoretical issues of WG remain to be

explored. Major issues include how to compute wave
gradients for irregular seismic arrays; how medium hetero-
geneity, ambient noise, and wave interference affect WG
results; how WG results compare to other array techniques
such as the beam-forming and two-station methods; and
how the WG parameters can be used to solve tectonic
problems.
[6] Several different techniques exist to analyze surface

waves. First, the whole waveform may be modeled to solve
for a 1-D structure along the raypath, and then the 1-D
structures along different paths are combined to form a 3-D
image using waveform tomography [van der Lee and Nolet,
1997; van der Lee and Frederiksen, 2005]; second, the
timing of the waveform envelope peak may be measured to
find group velocity [Herrmann, 1973; Barmin et al., 2001;
Liang and Langston, 2008a]; third, the relative waveform
peak moveout between two stations aligned along the
raypath is measured to find the phase velocity [Knopoff et
al., 1966; Yao et al., 2006]; and fourth, Forsyth and Li
[2005] as well as Yang and Ritzwoller [2008] used two-
plane wave method to solve phase velocity variation across
an array and wave direction deviation simultaneously. The
measurements of the first two methods reflect the media
along the whole path and are often complicated by the
source and the structure outside of the region covered by an
array. The third method (two station method) also yields
phase velocity, but it requires that the two stations are
aligned along the raypath. Therefore, earthquakes from a
wide range of azimuths are required to provide crossing
paths to improve coverage. Furthermore, amplitudes are not
taken into account in this method. The fourth method yields
both phase velocity and wave direction deviation from great
circle path, but directions are assumed constant for the
entire array. On the other hand, the WG method yields
local phase velocity maps that span the whole array based
on waveforms. In addition, it provides wave directionality
and amplitude variation in radial and transverse directions
for every station. This extra information is very useful for
the study of wave scattering, attenuation, and anisotropy.
[7] The theory of WG had been introduced in a series of

papers by Langston [2007a, 2007b, 2007c] and Langston
and Liang [2008]. For the convenience of discussion, some
basic equations are reviewed as follows.
[8] In a Cartesian coordinate system, the wave function of

a displacement, velocity, or acceleration at location (x,y)
may be written as:

u x; yð Þ ¼ G x; yð Þf t � xpx � ypy
� �

; ð1Þ

where G(x, y) represents the amplitude variation across
space; f(t, x, y) represents the phase variation as a function
of time t and location (x, y) with px and py the slowness in
the x and y direction, respectively. Taking derivatives of the
equation (1) with respect to x and y, respectively, gives:

@u t; x; yð Þ
@x

¼ Axuðt; x; yÞ � px
@u t; x; yð Þ

@t
; ð2Þ

and

@u t; x; yð Þ
@y

¼ Ayu t; x; yð Þ � py
@u t; x; yð Þ

@t
; ð3Þ

Figure 1. A snapshot of the USArray station coverage
(dots) plotted on top of the topography of the western
United States. The think and thick lines are major faults and
state boundaries, respectively. Station coverage only
represents the USArray on 13 January 2007. Waveforms
recorded on these stations from the Kurile Island earth-
quakes on this day are analyzed in great details in this study.
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where Ax (x, y) =
@G
@x

1
G
and Ay (x, y) =

@G
@y

1
G
are the normalized

spatial gradients of the wave amplitudes in the x and y
directions, respectively. Here we have assumed that px and
py are not changing across a small subarray that is used to
compute the spatial gradients as discussed in the section 2
and 3.
[9] In section 2.1, we introduce a weighted inversion

method and a reducing velocitymethod to compute the spatial
gradients. With the waveform u, its temporal derivative and
spatial gradients known, A frequency domain method
[Langston, 2007b] or a time domain method [Langston,
2007c] may be used to extract Ax (x, y), Ay (x, y), px and py
from equation (2) and (3). The time domain method is used
in this study because it is more stable by avoiding spectral
division that may cause numerical instabilities for small
spectrum amplitudes. The time domain method involves
applying Hilbert transform to equation (2) and identifying
real and imaginary parts to find Ax (x, y) and px. Working the
same way on equation (3) we can find Ay (x, y) and py.
[10] Once Ax (x, y), Ay (x, y), px and py are found, by

transforming from Cartesian to cylindrical coordinates, the
following relations may be obtained to find the slowness p,
wave azimuth q, radiation pattern Aq, and geometrical
spreading Ar [Langston, 2007b]:

p ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2x þ p2y

q
; ð4Þ

q ¼ tan�1 px

py

� �
; ð5Þ

Aq qð Þ ¼ @G

@q
1

G
¼ r Ax cos qð Þ � Ay sin qð Þ

� �
; ð6Þ

Ar qð Þ ¼ @G

@r

1

G
¼ Ax sin qð Þ � Ay cos qð Þ; ð7Þ

where r is the epicentral distance. The phase velocity can be
found by:

v ¼ 1

p
: ð8Þ

This technique has been successfully applied to a linear
accelerometer array [Langston et al., 2006], a minigeophone
array [CERI Array Working Group, 2007], and a local
broadband seismometer array [Langston, 2007b; Langston
and Liang, 2008]. In this paper, we report the application of
this technique to the USArray, a regional array with nearly
uniform station distribution.

2. Methodology

2.1. Computing Wave Gradients

2.1.1. Inversion Method
[11] To find the four wave gradiometry parameters, the

very first and the most important step is to find the spatial
gradients. For a regularly spaced array or array with minor
irregularity, a finite difference method or weighted finite

difference method may be applied to compute spatial
gradients [Langston, 2007a]. An inversion method was
applied for an array with arbitrary geometry [Spudich et
al., 1995]. In this study, we propose a weighted inversion
method to compute wave gradients for an array with any
geometry.
[12] Consider a small array as shown in Figure 2. The

wave functions at receivers si, i = 0, 1, 2,. . .,N are ui,
respectively. On the basis of the Taylor series, the spatial
gradients at the master receiver s0 can be related to the wave
functions at all other receivers as:

dui ¼ ui � u0 ¼ dxi
@u

@x

����
s0

þdyi
@u

@y

����
s0

þduerri ; ð9Þ

with dx = xi � x0 and dy = yi � y0. Under the assumption
that the second orders of the wavefield are not changing
dramatically within a subarray, the truncation errors satisfy:

duerri � dx2i
@u2

2@2x

����
s0

þdy2i
@u2

2@2y

����
s0

þdxdy
@u2

@x@y

����
s0

; ð10Þ

Taking the first order approximation of equation (9), we
have

dui ffi dxi
@u

@x

����
s0

þdyi
@u

@y

����
s0

: ð11Þ

Equation (11) can be written in a matrix form as:

u1 � u0
u2 � u0

..

.

uN � u0

2
6664

3
7775 ¼

dx1 dy1
dx2 dy2
..
. ..

.

dxN dyN

2
6664

3
7775

@u=@x
@u=@y

� �
; ð12Þ

where the N > = 2 denotes the number of supporting
receivers. For simplicity, equation (12) may be written as:

d ¼ Cg; ð13Þ

where d, C, and g are the data matrix (waveform variations
with respect to the master station), the array geometry
matrix, and the spatial gradients, respectively. The spatial
gradients g may be found by simply solving the equation
system (13).
2.1.2. Weighted Inversion Method
[13] The linear equation system (13) is, however, based

on the first-order Taylor series approximation and the
truncation errors due to the higher orders are not taken into
account. To estimate the truncation error term dui

err similar
to the 1-D case in the work of Langston [2007a], we assume
a sinusoidal wave with a frequency w for the error equation
(10) and obtain the truncation error rates as:

duerri

dui

����
���� � 1

2
w pxdxi þ pydyi
� �

: ð14Þ

This equation indicates that the truncation errors are
proportional to the wave phase delay or advance between
the station s0 and si as well as the frequency w. That is, for
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the given array, the lower the frequency, the smaller the
truncation errors.
[14] For a wave (surface or body wave) propagating in the

direction ~R with azimuth q (Figure 2) and a slowness p, its
two horizontal components are px = p sin(q) and py = cos
(q). Supposing that the angle between the wave vector~R and
the station pair vector (pointing from the s0 to si) is dqi. It is
straight forward to find that dxi = dri sin (q + dqi) and dyi =
dri cos (q + dqi). Substituting these relations into the
equation (14) and manipulating it a little, we obtain:

duerri

dui

����
���� � pf

c
dri cos dqið Þ; ð15Þ

with f and c being the frequency and phase velocity,
respectively.
[15] This new relation suggests that errors due to the

higher-order truncation are proportional to the wave fre-
quency f and station spacing dr and inversely proportional
to the phase velocity c. Surprisingly, we find that truncation
errors are also dependent on the angles (dq) between the
wave vector and the station pair vectors. For a station pair
parallel or perpendicular to the wave vector, i.e., dq = 0 or
dq = 90�, the error rates are maximum and minimum,
respectively. This relation is best illustrated by the numer-
ical experiments in section 2.1.4. This observation may be
used as a criteria for designing arrays for the WG method to
work well.
[16] To take the truncation errors into account, we modify

the equation system (12) by weighting each datum (i.e.,
each row) according to the truncation errors. This is
equivalent to down-weighting the data with higher trunca-

tion errors and up-weighting the data with smaller errors.
The weighting is done by left-multiplying a weighting
matrix on both sides of equation (12). The weighting matrix
has the form:

W ¼

w1 0 � � � 0

0 w2 0 0

..

.
0 . .

.
0

0 0 0 wN

2
6664

3
7775; ð16Þ

where wi is the weight for the corresponding receiver pair
and it is quantified by

wi ¼
1

pf
c
dri cos dqið Þ

����
����þ e

; ð17Þ

where the e denotes the data errors associated with
waveforms and the first term in the denominator denotes
errors associated with the geometry. Because waveforms
used in this study are very clean, a constant e = 0.01 is used
mainly to damp the weighting when the errors due to the
geometry are too small. A large e may make the errors
associated with the geometry less significant.
[17] Applying the weighting matrix, the equation (13)

becomes:

Wd ¼ WCg: ð18Þ

Letting d0 = Wd and C0 = WC, we get: d0 = C0g. The
singular value decomposition (SVD) method is then applied

Figure 2. An irregular array for wave gradiometry. The receiver in the center (s0) is called master
receiver while other receivers (si, i = 1,2,3) are called supporting receivers. The thick black line denotes a
raypath passing by the master receiver. Here q is the back azimuth of the ray while dq2 is the angle
between the raypath and the line connecting receiver 2 and the master receiver.
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to solve this new equation system to find the spatial
gradients g.
2.1.3. Reducing Velocity Method
[18] Equation (15) suggests that the higher-order trunca-

tion errors in the Taylor series are inversely related to the
phase velocity. In addition to the weighted inversion method,
a reducing velocity method as introduced by Langston
[2007b] may effectively decrease the truncation errors by
intentionally increasing the phase velocity c. This method
assumes that the medium is homogeneous within one
subarray and supposes that we know the average phase
velocity, c. We may remove the phase shifts due to this
average velocity by replacing the px and py with:

p0x ¼ px � px; ð19Þ

and

p0y ¼ py � py; ð20Þ

respectively, where px ¼
sin qð Þ
c

and py ¼
cos qð Þ

c
. This is

equivalent to increasing the apparent velocity and thus
lowering the truncation errors. Keep in mind though, the
average slowness px and py have to be added back to the
slowness obtained from equation (4), i.e., p0x and p0y, to get
the real phase velocity.

[19] This method is implemented by shifting the wave-
form of the supporting station si by ti = �pxdxi � pydyi in the
time domain. Using this reducing velocity method, the
phase moveout between the supporting stations and master
station are decreased and thus the spatial gradients will be
reduced as shown in the numerical experiments.
2.1.4. Numerical Experiments
[20] We conducted a series of numerical experiments to

test these methods. Assume the wave function in equation
(1) is a Gaussian function (Figures 4a and 4b)

u t; x; yð Þ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p exp �a t � xpx � ypy
� �2h i

; ð21Þ

where a = 0.0005. This wave propagates across a 3 
 3
array (Figure 3e) with its central element located at (3300,
�5100) km from the source and a uniform spacing of
100 km in both the x and y directions. The synthetic array
spacing is comparable to the station spacing of USArray. The
distance between the source (0,0) and the array (6075 km)
as well as the back azimuth of the synthetic rays (147�) are
comparable to the epicentral distances and azimuths of
seismic rays from Kurile Island earthquake (e. g., Kurile01
in the Table 1) to the USArray.
[21] The synthetic waveforms u0 and ui as well as their

theoretical spatial gradients @u
@x

��
s0

and @u
@y

���
s0

(blue lines in

Figure 3. Ratio between higher-order truncation errors and the first-order of Gaussian waves. Figure 3e
shows the geometry of the array and the straight line shows the direction of the wave. The center of the
array is located at (3300 km, �5100 km) with respect to a source at (0 km, 0 km). The master receiver s0
is surrounded by eight supporting receivers si i = 1,2. . .8. The other eight windows show the ratio
between the truncation errors and the first order for the eight corresponding receivers. See the text for
details.
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Figures 4a, 4c, and 4d, respectively) are substituted into
equation (22) to compute the normalized truncation errors
due to higher-order terms of the Taylor series:

dui ¼ ui � u0 � dxi
@u

@x
þ dyi

@u

@y

� �� �
=max duið Þ: ð22Þ

The normalized truncation errors for the eight auxiliary
stations (si, i = 1,2. . .,8) are plotted in Figures 3a–3d

and 3f–3i, respectively. Note that all error functions have the
shape of a second-order derivative of a Gaussian function.
The truncation errors can be as high as 70% of the first-order
Taylor series approximation for receivers s3 and s6 (dq3 and
dq6 are small) while as low as 15% for receivers s1 and s8
(dq1 and dq8 are large). This observation is consistent with
our error equation (15). The effects of distances between the
supporting receivers and the master receiver are not visible
because all distances in this case are very close.

Table 1. Events Used in Wave Gradiometry Study

Event
Event Time

(year/month/day/hh:mm)
Latitude
(�N)

Longitude
(�E)

Depth
(km)

Mag
(Mw) Location Station

1 2007/01/13/04:23 46.27 154.45 10 7.9 Kurile01 296
2 2006/11/15/11:14 46.59 153.27 10 8.3 Kurile02 259
3 2006/10/15/17:07 19.88 �155.94 38 6.7 Hawaii 259
4 2007/08/15/23:30 �13.36 �76.52 30.2 8.0 Peru 327
5 2007/04/05/03:56 37.31 �24.62 14 6.2 Azores 260
6 2007/08/01/17:08 �15.65 167.54 172.90 7.2 Vanuatu 356
7 2007/04/01/20:39 �8.41 156.95 10 7.6 Solomon 277
8 2007/09/30/05:23 �49.39 163.84 18.9 7.3 Auckland 389
9 2007/08/04/14:24 �4.8 �105.41 10 5.9 EPR 354

Figure 4. Computed spatial gradients and four WG parameters using different methods. (a and b)
Gaussian waveforms for reference. (c and d) Computed spatial gradients in the x and y directions using
different methods, respectively. The blue curves are the theoretical spatial gradients. The other four
curves are results using finite difference method (green), inversion without weighting (black), inversion
with weighting (magenta), and the inversion with weighting and reducing velocity method (red). (e–h)
Computed phase velocity, azimuth, geometrical spreading, and radiation pattern, respectively, using
corresponding spatial gradients in Figures 4c and 4d. The horizontal lines in Figures 4e and 4f are the true
velocity (4.0 km/s) and true azimuth (147�), respectively. Notice that the blue curves in Figures 4e–4h
are indistinguishable from the red curves which means that the WG parameters computed from the
combination of both reducing velocity and weighted inversion methods are very close to the theoretical
results.

B02308 LIANG AND LANGSTON: WAVE GRADIOMETRY FOR USARRAY

6 of 19

B02308



[22] We now compute the spatial gradients and WG
parameters using different methods and compare them to
the theoretical results. The four methods compared in the
Figure 4 are (1) the finite difference method: @u@x ¼

u1þu6�u3�u8
4dx

and @u
@y ¼

u1þu3�u6�u8
4dy (green); (2) inversion method without

weighting using equation (12) (black); (3) the inversion
method with weighting using equation (18) (magenta); and
(4) the combination of weighted inversion and reducing
velocity method (red). In addition, we also investigated
the finite difference method involving all nine stations
@u
@x ¼

u1þu4þu6�u3�u5�u8
6dx and @u

@y ¼
u1þu2þu3�u6�u7�u8

6dy to find
the spatial gradients. This method yielded the same results
as the inversion method without weighting, thus only the
latter is further discussed.
[23] Figure 4 shows each parameter as a time series (even

though they are not time series in theory). The computed
parameters are closer to the theoretical results at the timing
of the waveform peak due to the higher signal-to-noise
ratio. The results from the weighted inversion method
(magenta) are obviously closer to the theoretical results
(blue) than the inversion without weighting and finite
difference methods. However, a combination of the weighted
inversion and the reducing velocity method (red) is clearly
superior to the other three methods. Therefore, both the
weighted inversion and the reducing velocity method will
be applied in the real data analysis in section 3. Note that the
amplitudes of the spatial gradients using the method (4) that
involves a reducing velocity are much smaller than the other
methods and the theoretical. This is because the reducing
velocity is equivalent to reducing the slowness px and py in
the equation (1) and thus reducing waveform variations
across the array.

3. Application to USArray

[24] In this section, we present results from waveforms
recorded by USArray from nine earthquakes from different
azimuths. The nine earthquakes are listed in Table 1 and

their raypaths are shown in Figure 5. Ideally this method
can be applied to any seismic phase. In this paper we
concentrate on the Rayleigh waves.

3.1. Data Processing of One Subarray

[25] After downloading waveforms from the IRIS data
management center, the following procedure is applied:
(1) inspect data to make sure the target phases are clean
and strong on all waveforms; (2) remove instrument
responses, wave trends, and means; (3) filter waveforms
to the target frequency bands; (4) remove stations whose
peak amplitudes are about 30% larger or smaller than
surrounding stations; and (5) apply the reducing velocity
method by shifting waveforms according to an average
phase velocity (4 km/s for example) to remove the effects
due to the background velocity. Thus the computed phase
velocity represents a perturbation with respect to the aver-
age velocity c. We then (6) find spatial gradients using
equation (18); (7) compute Ax, Ay, px and py using the
technique introduced by Langston [2007c]; (8) take into
account the average velocity c and find the true slowness by
px = p0x +

sin qð Þ
c

and py = p0y +
cos qð Þ

c
; (9) use equations (4)–(8)

to compute the four major wave gradiometry (WG) param-
eters; and then (10) pick the phase velocity at the envelope
peak. This new velocity is used as the reducing velocity and
the process repeated from step 5 to step 9, until the phase
velocity differences dv = jvi � vi � 1j between the two
successive loops are smaller than 0.01 km/s. In practice, dv
decreases to below 0.01 km/s within three iterations for
most subarrays.
[26] As an example, we use waveforms from the Kurile

Islands earthquake on 13 January 2007 (Kurile01 in Table 1
and Figure 5) recorded on nine stations centered at station
P07A to show the basic processing steps. Figure 6a shows
the relative location of the subarray and the great circle path.
Waveforms for the period band (100–125 s) of this subarray
are shown in the Figure 6b with the waveform of the master
station highlighted.

Figure 5. Earthquakes used in this study with great circle raypaths. Refer to Table 1 for the parameters
of each earthquake. Only 10% the rays are plotted for clarity. EPR is East Pacific Rise. The Kurile02
event in Table 1 is not plotted because it is only about 100 km away from the Kurile01 event.
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[27] Fundamental mode Rayleigh waves dominate this
period band. The similarity between waveforms is signifi-
cant but subtle variations are visible. It is the subtle
variations that carry the structure information across the
subarray. The waveform of the master station and the
computed phase velocity (c), azimuth variation (dq), geo-
metrical spreading (Ar), and radiation pattern (Aq) are
plotted in Figure 7 from top to bottom, respectively. The
group velocity of the wave package is about 3.63 km/s. All
four WG parameters are relatively stable within the time
window (1400–2500 s) of the wave package. Sharp
variations are observed at both ends of the time window
and are probably due to the interference between different
seismic phases [Langston, 2007c]. We then measure the
four parameters at the time of the waveform peak (marked
by black vertical bars). The standard deviation of each
parameter within one period around the wave peak is
treated as the measurement error. The phase velocity for
the Rayleigh wave is about 3.93 km/s which is close to
the global average phase velocity of the fundamental
mode Rayleigh waves at this period band based on the
PREM model [Dahlen and Tromp, 1998; Dziewonski and
Anderson, 1981]. The azimuth perturbation is about 3� with
a very small error.

3.2. WG Parameter Maps for the Kurile Islands
Earthquakes

[28] This procedure is applied to all other stations, and we
then average WG parameters within a half wavelength
radius to remove the spurious results from localized noise.
Figure 8 shows the four maps for the Kurile island earth-
quake on 13 January 2007 (Kurile01 in Table 1) in the
period band of 100–125 s. Figure 9 shows the statistics and
corresponding measurement errors in four different period
bands (see the caption for details). Note that the errors of
velocity are generally less than 0.03 km/s (Figure 9b). The
average phase velocity increases with period and is consis-
tent with the theoretical dispersion curve [Dahlen and
Tromp, 1998]. Figure 8a shows the phase velocity pertur-
bations with respect to an average velocity of 4.00 km/s
(refer to the triangular-marked curve in Figure 9a). The
most striking feature on Figure 8a is that the west coast of
the United States is dominated by high velocities while the
Basin and Range province is characterized by low velocities
(refer to the Figure 1 for location names). The Snake River
plain is associated with a very low velocity belt. Similarly,
low P wave velocity is observed in the upper mantle
beneath the Snake River Plain obtained from Pn tomogra-
phy by Hearn [1996]. These observations are consistent

Figure 6. Geometry of a subarray with waveforms. (a) Stations (circles) that recorded the Kurile01
earthquake. Pluses are stations of the subarray. The straight line shows the ray direction. (b) Waveforms
of the master station P07A (the bottom trace) and supporting stations (other traces) are shown. Station
names are annotated.
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with the hypothesis that the Snake River Plain represents the
track of the Yellowstone hot spot [Armstrong et al., 1975;
Saltzer and Humphreys, 1997]. The general features
observed in this study are also consistent with the velocity
map inverted using the two plane wave method with the
USArray data set [Yang and Ritzwoller, 2008].
[29] The absolute azimuth variations are generally smaller

for longer periods (Figure 9c) with errors less than 1�
(Figure 9d). Azimuth variations illustrate strong path direc-
tion dependency (Figure 8b). The two belts of negative and
positive variations correspond to the two peaks of the
triangle-marked curve on Figure 9c. Figure 10 shows both
great circle raypaths and the azimuth variations. Note that
all rays south of the Aleutian subduction zone have negative
azimuth variations, that is, smaller computed back azimuths
than great circle back azimuths, with the average change
being about 7� (refer to the first peak on the triangular-
marked curve on Figure 9c). As we show in the discussion,
a velocity contrast of 0.25 km/s between the oceanic
lithosphere to west and the continental lithosphere to east

is enough to account for such azimuth anomaly. On the
other hand, rays passing through the Aleutian subduction
zone, except for a small strip east of the Snake River plain,
all have positive variations, or, larger computed back
azimuths than great circle back azimuths. The negative strip
east of the Snake River plain may again be associated with
the continental margin at the southern Canadian coast.
[30] The geometrical spreading map (Figure 8c) shows

little distance dependence. Instead, an anticorrelation be-
tween the phase velocity and the geometrical spreading is
observed. For example, on the velocity map the high-
velocity west coast of the United States and the north of
the Snake River plain are associated with the negative
geometrical spreading while much of the Basin and Range
province is dominated by positive geometrical spreading.
Such anticorrelation may be due to the focusing and
defocusing of surface waves due to the change in velocity
structure.
[31] A positive correlation between radiation pattern and

azimuth variation is clearly observed on Figures 8b and 8d.

Figure 7. Wave gradiometry results for the subarray shown in Figure 6. (a) Waveform of the master
station (P07A), (b) phase velocity, (c) back azimuth, (d) geometrical spreading, and (e) radiation pattern.
The horizontal line in Figure 7c is the great circle back azimuth. The vertical bar in the middle marks the
timing of the waveform peak. The corresponding values at this time are shown beside the bars. The
number beside the bar in Figure 7a is group velocity. Another two bars are about half of the period apart
from the bar in the middle. The standard deviation between these two times is given as errors for
corresponding parameters (second numbers in Figures 7b–7e). On Figures 7b, 7c, 7d, and 7e, the two
numbers are the parameter values and the corresponding errors, respectively.
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Figure 8. Wave parameter maps determined from the Kurile01 earthquake data, showing (a) phase
velocity, (b) azimuth variations, (c) geometrical spreading, and (d) radiation pattern. Black and blue
curves are state boundaries and major rivers, respectively.
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Similar to the azimuth variations, the radiation pattern
(Figure 8d) also shows strong dependency on raypaths.
This suggests that the dramatic azimuthal amplitude varia-
tion may be due to the scattering along the path. The
Aleutian subduction zone may also play a role in producing
an azimuthal dependence in the amplitude.
[32] Amplitude variation maps in radial (geometrical

spreading) and azimuthal directions (radiation pattern) are

brand new products yielded by the WG method. They may
reflect a variety of wave propagation mechanism including
wave focusing, defocusing, anisotropy, attenuation, and
finite frequency effects. However, further theoretical and
experimental studies should be conducted to find the links
between amplitude variation maps and local physical prop-
erties. Together with other regional geological and geophys-
ical observations, further analysis of these two maps may

Figure 9. Statistics of the four wave parameters and their errors for different period bands. In each
window, curves are for 60–80 s (plus), 80–100 s (circle), 100–125 s (triangle), and 125–150 s (star).
The colors of the curves are progressively lighter from short to long periods.

Figure 10. Raypaths and azimuth variations for the Kurile01 earthquake. The azimuth variation map is
the same as Figure 8b.
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help us to understand the tectonic mechanism of the studied
regions.
[33] We processed another earthquake from the Kurile

Islands on 15 November 2006 (Kurile02 in Table 1). This
earthquake is less than 100 km away from the 13 January
2007 event (Kurile01). The station coverage for the two
Kurile Islands earthquakes is different due to the dynamic
nature of the USArray. The signal-to-noise ratio of the
Kurile02 event is also poorer than the Kurile01 event.
The results from the two earthquakes are compared via
the scatterplot in Figure 11. Clearly, all four parameter maps
are linearly correlated, although with some scatter. The
different station coverage and different signal-to-noise ratios
for two earthquakes may account for the discrepancies. The
linear positive correlation suggests that the results obtained
by the WG method are stable.

3.3. Earthquakes From Different Directions

[34] We also apply the WG method to other seven earth-
quakes from different directions (Table 1 and Figure 5).
Figure 12 shows the four parameter maps determined from
the Solomon earthquake on 1 April 2007. General patterns
of the phase velocity (Figure 12a) and geometrical spread-
ing (Figure 12c) maps are similar to the corresponding
parameter maps from the Kurile Islands earthquakes shown
in Figure 8. For example, both Figures 8c and 12c show
strong positive geometrical spreading in much of the Basin
and Range province while negative geometrical spreading
along the west coast of the United States and north of Snake

River plain. At the same time, both azimuth and radiation
pattern show strong dependence on raypaths. One of the
major differences on the velocity maps for the two earth-
quakes is the dominant low velocity along the Snake River
plain on Figure 8a compared to the average velocity on
Figure 12a.
[35] Different station coverage and different noise level

for two earthquakes are two of possible sources for the
differences between two sets of results. The structure along
raypaths outside of the study region may also contribute to
the discrepancy. In addition, the anisotropic characteristics
of medium within a subarray may also result in velocity
variations for earthquakes from different directions.
[36] Effects due to these factors may be eliminated by

averaging velocity maps computed from earthquakes from
different directions. In Figures 13a–13d, we plot the aver-
aged phase velocity maps of eight earthquakes (excluding
Kurile02 in Table 1) for four period bands: 60–80 s, 80–
100 s, 100–125 s, and 125–150 s, respectively. The general
patterns are consistent for different periods: high velocity
west coast and north-northeast of the Snake River plain and
low-velocity Basin and Range province, while the Snake
River plain appears to be a primary tectonic boundary.
Substantial variations are also observed though. The high-
velocity belt along the west coast is much wider for the
125–150 s than other period bands. These differences may
reflect the varying depth sensitivity for different periods.
The maps for different periods can be potentially inverted

Figure 11. Scatterplots comparing the four parameters determined from two Kurile Islands earthquakes,
showing (a) phase velocity, (b) azimuth variations, (c) geometrical spreading, and (d) radiation pattern.
Horizontal and vertical components are for 13 January 2007 and 15 November 2006 earthquakes,
respectively.
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for a 3-D velocity model for the region covered by arrays
[Liang and Langston, 2008b].

4. Discussion

[37] One of our major concerns about wave gradiometry
(WG) is how results are sensitive to ambient noise. One way

to investigate this is to do a random noise test. First we
added random ambient noise to the original waveforms
through a random time series (uniform distribution) with
amplitudes between ±10% of the largest amplitude of the
corresponding original waveform and then applied the WG
method to the new data set. The results are compared via a
scatterplot in Figure 14. Very strong positive correlations

Figure 12. WG results for Solomon earthquake. Same scheme as Figure 8.
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are observed for all four parameters determined by data sets
with and without adding noise. The standard deviation of
the errors are 0.04 km/s, 0.56�, 0.2/(1000 km) and 1.06/rad,
respectively. The four parameters maps are very close to

what shown in the Figure 8. This test suggests that the WG
method is stable for ambient noise (Gaussian) up to 10%.
[38] The phase velocity map of a region is traditionally

obtained by inverting phase velocity along many great circle

Figure 13. Averaged phase velocity maps for four period bands. For each period band, phase velocity
maps from eight earthquakes (all in Table 1 except for the Kurile02) are averaged. General features are
that the Basin and Range Province has lower velocity than the west coast of the United States. The Snake
River appears to be a sharp boundary between velocity lows and highs.
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paths obtained using the single station based method
[Ekström et al., 1997; Laske and Masters, 1996], two
station (TS) based method [Knopoff et al., 1966; Yao et
al., 2006], or two plane wave method [Forsyth and Li,
2005; Yang and Ritzwoller, 2008]. All these methods have
advantages and disadvantages. For example, the single
station based method works better than other methods to
find global phase velocity models but it generally needs
accurate knowledge of the source which may not be
available. The two station method can work for arrays with
any station spacing but it requires that two stations be
aligned along the great circle path. The two plane wave
method solves both wave directions and phase velocity but
it still needs paths from different directions to infer a
reliable 2-D phase velocity variation. Otherwise, severe
smearing along the paths will dominate the velocity maps.
To meet these requirements, tens and hundreds of earth-
quakes are often needed to give better azimuthal coverage.
For example, Yang and Ritzwoller [2008] used waveforms
from 60 earthquakes to invert for phase velocity in the
same study region as ours. On the other hand, the WG
method used only ‘‘one’’ or several earthquakes to produce
a phase velocity map such as Figures 8a, 18a, and 13a, 13b,
13c, and 13d. In addition, WG yields wave directionality
(Figures 8b and 12b) and amplitude variations for every
station (Figures 8c, 8d, 12c, and 12d) that cannot be
determined from all other methods. Wave directionality can
be very useful for the study of the scattering around stations
and along paths. For example, the azimuth variations shown

in the Figure 10 might be used to model the geometry of the
Aleutian subduction zone. Amplitude variations may be
indicative of wave attenuation, reflection and transmission.
However, the disadvantage of WG method is that dense
seismic arrays are needed to compute spatial gradients.
[39] Since the 1960s, the beam forming (BF) method has

been applied for source location, especially in nuclear
detection [Birtill and Whiteway, 1965; Douglas et al.,
1999], and phase velocity estimation for deep Earth studies
[Rost and Thomas, 2002]. The WG method has an advan-
tage in providing information on amplitude variations that
are totally lost in the BF method.
[40] We applied three methods (WG, BF, and TS) to the

waveforms of the 13 January Kurile Islands earthquake to
compare their performance. For the TS method, we auto-
matically found all station pairs whose great circle azimuths
different by 5� or less and great circle distances different by
800 km or longer. The phase velocities are then measured
for all 1753 station pairs. For the BF method, similar to
WG, we searched all stations within a radius of 150 km
around a station to form a subarray and then applied the
beam forming method to compute phase velocities and
azimuths. Figure 15a shows the phase velocity distribution
via histograms for the three methods. It is very interesting to
see that the TS and WG methods yield an average phase
velocity of about 4 km/s, which is consistent with the global
average in the 100–125 s band, while the BF method yields
an average phase velocity about 0.4 km/s higher than other
two methods. On the other hand, as shown in the Figure

Figure 14. Same with the Figure 11, but comparing four parameters determined from original
waveforms with and without adding 10% ambient noise. Horizontal and vertical components are for
original waveforms and original waveforms plus 10% ambient noise, respectively. The data set and
period band are same with what used to compute the Figure 8.
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15b, the azimuths estimated from the BF and WG methods
are close to each other. The scatterplot in Figure 16 shows
the strong positive correlation of phase velocities and
azimuths determined by two methods, although, velocities
determined by the BF method are systematically higher than
that determined by the WG method.
[41] We did another group of tests using Gaussian waves

to compare BF and WG methods in different period bands.

For phase velocity, we found that the WG method yielded a
better estimation than the BF method when the wavelengths
are longer than a quarter of the array diameter. Otherwise,
the BF method yields better results. In the case with an array
diameter of about 300 km and an average velocity of 4 km/s,
the WG method will give better velocity estimation than
BF for periods longer than 20 s. The same trend is observed
for azimuth estimation, even though the azimuth errors are

Figure 15. Comparison of wave gradiometry, beam forming, and two station methods. Histograms
compare (a) phase velocities determined by the three methods and (b) azimuths determined from the
wave gradiometry and beam forming methods. The plus, circle, and triangle mark results from wave
gradiometry, beam forming, and two station methods, respectively. See text for details. The data set and
period band are same as what used to compute Figure 8.

Figure 16. Scatterplot to compare (a) phase velocities and (b) azimuths determined by the wave
gradiometry (horizontal) and beam forming (vertical). The data set and period band are same with what
used to compute the Figure 8.
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generally small for both methods for all period bands.
However, the WG method is computationally much faster
than the BF method.
[42] The capability of WG is strongly dependent on the

accuracy of the spatial gradient computation that is a
function of the wave number (frequency over phase veloc-
ity) and station spacing as well as the angle between the
receiver pairs and the raypath (dq). The errors in spatial
gradients are smaller for smaller wave number and smaller
array spacing. In this study, two methods are introduced to
account for errors. The reducing velocity method is used to
intentionally decrease the wave number. The weighted
inversion method makes the method workable for an array
in any geometry and also to account for Taylor series
truncation errors.
[43] To summarize, phase velocities estimated by WG

and TS methods are consistent with each other while the BF
method systematically overestimates the phase velocity in
period bands longer than 20 s for an array geometry like
USArray. The BF and TS methods may work better for
shorter periods and larger aperture arrays. As array data for
different scales, such as local or regional, become increas-
ingly available, we expect all three techniques can be
integrated together to take full advantage of array data sets.
[44] As shown in Figures 8b, 10, and 12b, azimuth

variations determined by wave gradiometry are the accu-
mulated wave directionality changes along the whole ray-
path. The radiation pattern (Figures 8d and 12d), i.e, the
amplitude variation in the azimuthal direction, also shows
strong dependency on raypaths. We performed a numerical

experiment to investigate how the raypaths affect the results
from WG.
[45] For this experiment, the source is located at (0,0,0)

and the experiment geometry is plotted as the grid in
Figure 17. The array has a uniform station spacing of 100 km
and spans 3000–4000 km in the x direction and �6000 to
�4000 km in the y direction. The 2-D space is divided into
three provinces with velocity equal to 4.25, 4.0, and 3.8 km/s
to represent the lithosphere of Pacific Ocean, the west coast
of the United States, and the Basin and Range Province,
respectively. However, only the later two provinces are
covered by the array. The belt in the middle is 200 km
wide. The geometry and model are chosen to simulate
Rayleigh waves from the Kurile Islands earthquakes prop-
agating across the Pacific Ocean and the western United
States. The Gaussian function (23) is used to produce waves
at each receiver:

uðt; x; yÞ ¼ � sin 2qð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p exp �0:0005 t � xpx � ypy
� �� �

ð23Þ

The wave path from source to receive is based on optic
ray theory which is valid under the infinite frequency
assumption.
[46] Following the same process as in the real data

processing, we generate the four output maps shown in
Figure 18. The phase velocity in Figure 18a shows that the
two distinct provinces covered by the array can be well
resolved, even though the width of the high velocity belt is
only about half of the wavelength of 400 km. This exper-
iment also shows that the long raypaths in the high velocity
region (4.25 km/s) have little influence on the phase
velocities determined by the WG method. Therefore we
can conclude that phase velocities from the WG method
represent the local average around the master station. The
resolution is about the subarray diameter, 200 km in this
case. However, as mentioned before, this experiment is
based on ray theory which is valid only at high frequency,
further experiments are necessary to investigate how finite
frequency wave scattering effects affect the WG results.
[47] The azimuth variations, dq, in Figure 18b are exclu-

sively negative, that is, the computed azimuths are all
smaller than the azimuths of straight lines connecting the
source and receivers. Negative azimuth variations are due to
the refraction at the two tectonic boundaries at 2950 km and
3150 km across which waves propagate from high velocity
to low velocity. Also note that the azimuth variations
become smaller toward the northeast corner because the
incident angles of rays are increasingly larger toward that
direction. The azimuth variation should be zero if the ray is
vertically incident across a boundary (dq = 90�). The
absolute azimuth variations are between 5� and 10� which
are similar to the negative azimuth variations determined
from 13 January 2007 Kurile Islands earthquake in the
period band 100–125 s (refer to the first peak of the
triangular-marked curve in Figure 9c). This suggests that a
velocity contrast of 0.25 km/s along the oceanic and
continental lithosphere boundary is enough to account for
the azimuth anomaly.
[48] The geometrical spreading, Ar (Figure 18c), although

very small, is consistently decreasing as the ray lengths

Figure 17. Numerical experiment to simulate the Kurile
island earthquake recorded by USArray. Three distinct
regimes from west to east are used to mimic the lithosphere
of the Pacific Ocean, the west coast of the United States,
and the Basin and Range province, respectively. The array
has a uniform grid spacing of 100 km. The geometry of the
array and the wave directions and distances are set to mimic
the waves from the Kurile Islands event propagating across
USArray.
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increase from northwest to the southeast. This is consistent
with the wave model used to synthesize the waves. How-
ever, the real data observations of Ar in Figures 8c and 12c
shows little distance dependence. This may be due to the
fact that focusing and defocusing of waves by local struc-
ture have larger effects on amplitude variation than distance.
Similar to the real data results, the radiation pattern Aq in
Figure 18d indeed shows a strong dependence on the ray
direction. The amplitude of the radiation pattern decreases
toward the northeast. This is also consistent with the wave
model which gives Aq = @G

@q
1
G
¼ 2 cos 2qð Þ

sin 2qð Þ by applying

equation (6) to equation (23) with G =
sin 2qð Þffiffiffiffiffiffiffiffiffi
x2þy2

p .

5. Conclusion

[49] Wave gradiometry is a new array data processing
technique that can be used to extract phase velocity v,
azimuth variation dq, geometrical spreading Ar, and radia-
tion pattern Aq from spatial gradients of waveforms using
equations (4) to (8). Spatial gradients are computed using a
weighted inversion method for irregular arrays. The errors
of the spatial gradient computation are linearly related to the
wave number and station spacing as well as the angle
between the receiver pairs and the raypath. The reducing
velocity method and weighted inversion method are
introduced to account for errors.
[50] The stability of this method is addressed by two tests.

The first test shows strong similarity between the WG
parameters from different earthquakes. The second test
shows that the WG results are quite stable for ambient

noise level as high as 10% of the peak amplitude of the
original waveforms.
[51] Numerical experiments are conducted to test the

theory and techniques to compute spatial gradients. Numer-
ical experiments are also done to help explain the param-
eters determined from the WG method. The phase velocity
maps determined from the two Kurile island earthquakes
(Figure 8), the Solomon earthquake (Figure 12), and the
average of eight earthquakes (Figure 13) show dominant
low velocities for the Basin and Range province versus
dominant high velocities for the west coast and north and
northeast of the Snake River. The Snake River plain appears
as a primary tectonic boundary for all period bands between
60 s and 150 s. Consistent with the numerical experiments,
both azimuth variation and radiation pattern show strong
dependence on raypath. A velocity contrast of 0.25 km/s
across the ocean-continent lithospheric boundary is needed
to explain the negative azimuth variations of all rays south
of the Aleutian subduction zone in Figure 10. Geometrical
spreading patterns may reflect local wave amplitude
changes due to focusing and defocusing in heterogeneous
structure.
[52] There are many sources that may contribute to errors

in the WG results, including station coverage, ambient
noise, and the structure along raypaths outside of the study
region. In addition, the anisotropic characteristics of medi-
um within a subarray may also result in velocity variations
for earthquakes from different directions.
[53] Wave gradiometry can determine other wave param-

eters in addition to phase velocity such as wave direction-

Figure 18. Four WG parameters determined from the numerical experiment shown in the Figure 17,
showing (a) phase velocity, (b) azimuth variations, (c) geometrical spreading, and (d) radiation pattern.
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ality and amplitude variations. The beam forming method
does not determine amplitude variations while the two
station method does not give both wave directionality and
amplitude variation. The WG method is also computation-
ally more efficient than the other two methods.
[54] Further studies are needed to test this technique in

different situations. Investigations are needed to understand
amplitude variations and their physical meaning. Using
earthquakes from different directions to study the aniso-
tropic structure is also a new direction worth further
exploring. The numerical experiments conducted in this
study are based on the ray theory. More experiments may
be necessary to test how the WG results will be affected by
the finite frequency effects, especially when the subarray
used is smaller than the half wavelength of waves.
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