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ABSTRACT: The CO2 gas transfer velocity (KCO2
) at air–sea interface is usually parameterized with the wind speed, but

to a great extent it is defined by waves and wave breaking. To investigate the direct relationship between KCO2
and waves,

laboratory experiments are conducted in a wind-wave flume. Three types of waves are forced in the flume: modulational

wave trains generated by a wavemaker, wind waves with 10-mwind speed ranging from 4.5 to 15.5m s21, and (mechanically

generated) modulational wave trains coupled with superimposed wind force. The wave height and wave orbital velocity are

found to be well correlated with KCO2
whereas wind speed alone cannot adequately describe KCO2

. To reconcile the

measurements, nondimensional equations are established in which gas transfer velocity is expressed as a main function of

wave parameters and an additional secondary factor to account for influence of the wind.
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1. Introduction

Atmospheric carbon dioxide (CO2) has been accumulating

in the past few decades due to excessive anthropogenic ac-

tivities including fossil fuel combustion and land use, which

exerts impact on global climate change and carbon cycle IPCC

(2014). Significant efforts have been made to evaluate the

redistribution of CO2 emissions among global atmosphere,

ocean and land (Takahashi et al. 2009; Ballantyne et al. 2012;

Wanninkhof et al. 2013; Landschützer et al. 2016; Friedlingstein
et al. 2019; DeVries et al. 2019; Delire et al. 2019). The ocean is

one of the largest reservoirs to mitigate the increment of at-

mospheric CO2, absorbing about 30% of the released CO2

through gas exchange across the air–sea interface. The CO2 gas

flux F between the atmosphere and ocean is generally de-

scribed as the product of gas transfer velocity (KCO2
), gas sol-

ubility s in seawater, and thermodynamic driving force in terms

of the partial pressure difference:

F5K
CO2

s(pCO
2w

2pCO
2a
) , (1)

where pCO2w and pCO2a denote the water-side and air-side

CO2 partial pressure, respectively. Oceans may act as source

(pCO2w . pCO2a) or sink (pCO2w , pCO2a) zones for the

atmospheric CO2 with varied net gas fluxes (Takahashi et al.

2009). Scientific interest also lies in the decadal variability of

air–sea CO2 fluxes, with evidence indicating that the ocean is

experiencing an increasing rate of CO2 uptake in recent decades

(Ishidoya et al. 2012; Landschützer et al. 2014; Landschützer et al.
2016; Friedlingstein et al. 2019). However, accurate estimation of

air–sea CO2 gas fluxes is still challenging because of the large

uncertainties derived from the spatially and temporally sparse

measurements of CO2 partial pressure pCO2, gaps among

parameterizations for gas transfer velocity (KCO2
) and the

uncertainties of the dynamic variables (e.g., wind force) in

KCO2
parameterizations IPCC (2014). With more ocean pCO2

data being collected from field observations, such as the

Surface Ocean CO2 Atlas (SOCAT) (Bakker et al. 2016) and

Global Surface pCO2 (LDEO) Database (Takahashi et al.

2019), methods to reconstruct the global distribution of pCO2

with restrained errors have been developed (Rödenbeck et al.

2013; Landschützer et al. 2014; Jones et al. 2015; Denvil-

Sommer et al. 2019). KCO2
in Eq. (1) is a kinetic function of

environmental forcing factors such as wind speed, wave prop-

erties (e.g., height and steepness) and bubble production (size

and amount—both related to the wave breaking). Because

KCO2
is critical to the prediction of CO2 fluxes in the climate

change context, its parameterization has been a major research

topic for years.

Considering that most of the relevant dynamic processes at

air–sea interface can scale with the wind, KCO2
is generally

parameterized with the wind speed through a linear (Jähne
et al. 1979; Liss and Merlivat 1986), quadratic (Wanninkhof

1992; Nightingale et al. 2000; Ho et al. 2006; Sweeney et al.

2007) or cubic relationship (McGillis et al. 2004; Edson et al.

2011). Nonetheless, gaps among wind-based equations still

exist especially for the circumstances of developed wind–sea

states, implying that the wind speed alone may not be sufficient

to quantify KCO2
. Since CO2 is sparingly soluble gas, KCO2

is

regulated by water-side turbulence (Jähne et al. 1987) that is

frequently produced by wave orbital motion and wave break-

ing (Babanin 2006; Gemmrich 2010; Sutherland and Melville

2015; Lee et al. 2017) in addition to the wind. The breaking

waves also produce bubble clouds that significantly facilitate

the gas fluxes because of extended air–water interface area and

enhanced turbulence when bubbles rise up (Asher et al. 1996;

Wanninkhof et al. 2009). The importance of wave breaking on

air–sea interaction has also been discussed in Melville (1996)Corresponding author: Shuo Li, shuo.lee518@gmail.com
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and Babanin (2011). Because of the lost energy, wave breaking

enhances intensity of the near-surface turbulence by up to

three orders of magnitude, and it produces bubbles and may

spend up to 50% of energy loss on work against the buoyancy

force acting on these bubbles. Wave growth and ultimately its

breaking are connected with the wind, hence there is a corre-

lation between CO2 gas transfer and wind speed, but this is by

far not a direct connection because the breaking is caused by

nonlinear evolution of waves (or wave superposition), not the

wind (Tulin andWaseda 1999; Babanin et al. 2011). Therefore,

physical models for KCO2
that include wave effect explicitly

could provide improved flux estimates over limited spatial and

temporal scales that depart from the mean behavior of the

wind-based formulas and also offer a way to extend gas transfer

estimates to conditions beyond the validity of the wind-based

formulas (e.g., tropical cyclones).

Research on the wave-affected gas transfer shows that the

mean square slope of the waves is an appropriate index for

the gas transfer rate (Jähne et al. 1987; Frew et al. 2004). In

addition, the dependence of gas transfer rate on Schmidt

number Sc, which is the ratio of fluid kinematic viscosity and

mass diffusivity, changes from Sc22/3 to Sc21/2 because of the

wavy surface. Zappa et al. (2001, 2004) employed infrared

technique to detect the microwave breaking under low to

moderate wind speeds in the wave tank and found that the

gas transfer velocity could be scaled with fractional area

coverage of microbreakers. Similarly, the whitecap cover-

age at open ocean is also utilized to scale the gas transfer

rate (Zhao et al. 2003; Woolf 2005). Zhao and Toba (2001)

demonstrated that a variable named wind–sea Reynolds

number is superior to the wind speed in describing whitecap

coverage. Thus, the wind–sea Reynolds number is also

proposed for the study of gas transfer (Toba et al. 2006) and

could be written as

R
H
5

u*Hs

n
a

and R
B
5

u2

*
v
p
n
a

, (2)

where RH and RB represent two forms of the Reynolds num-

ber, u* is the wind friction velocity, Hs is the significant wave

height, na is air kinematic viscosity, and vp is the peak angular

velocity of wave spectrum. The hybrid parameters RH and RB

that contain both wind speed and wave parameters are in-

terpreted as ameasure of the turbulence intensity generated by

wind waves and employed to explain the diversity of previous

wind-based parameterizations of gas transfer through empha-

sizing the role of sea state (Zhao et al. 2003; Woolf 2005).

Brumer et al. (2017) adopted the similar Reynolds number by

replacing na in RH and RB with water viscosity nw and recon-

ciled four datasets from open ocean with reduced uncer-

tainties. Other than turbulence, the breaking waves may

induce bubble clouds as well. The bubble-mediated gas trans-

fer is observed to be evident especially for the low-solubility

gases at high wind speeds (Woolf et al. 2007; Bell et al. 2017;

Krall et al. 2019). To date, accuratemodeling of the behavior of

bubbles remains an active research subject and the bubble-

mediated gas transfer is commonly scaled with the wind speed

(Stanley et al. 2009; Liang et al. 2013).

Laboratory experiment is a practical approach to investigate

the gas transfer with the advantage that the environmental

forces such as wind and waves can be properly controlled and

quantified. Ocampo-Torres et al. (1994) reported the gas

transfer in a wind-wave flume where the tank water was sat-

urated with CO2 and the wind waves were generated with

the 10-m wind speed ranging from 1 to 24m s21. The gas

transfer velocity was obtained by monitoring CO2 concen-

tration change in the water and air. Based on the similar

framework, Iwano et al. (2013) extended the wind speed up to

70m s21 in the laboratory. A substantial enhancement of the

gas flux was observed when the wind speed exceeded 33m s21

and induced intensive wave breaking. Despite the agreement

on the critical role of wave breaking on the gas transfer, the

exact nature of their relationship remains elusive. The present

work aims to correlate gas transfer velocity with the charac-

teristics of waves in the laboratory. To examine the specific

effect of breaking waves without wind force, we first simulate

the ocean wave breaking ascribed to nonlinear evolution by

exerting modulational perturbations to the laboratory deep-

water waves that are generated by mechanical wave maker

(Benjamin and Feir 1967; Tulin and Waseda 1999; Babanin

et al. 2010). The more complicated circumstances are also

created, where the breaking waves with diverse wave ages are

coupled with superimposed wind.

2. The experiments

The facility used for experiments is a wind-wave flume

(Fig. 1) that is 45m long, 1.8m high, and 1m wide available at

the First Institute of Oceanography in China. The tank is filled

with freshwater up to 1.2m. The wind fan is installed above

the wave tank with air channel for wind-forced waves. A me-

chanical wave maker is located upstream. It is programmable

and able to generate regular waves, steep enough to lead to

wave breaking. At the downstream end of wave tank, a beach is

designed for damping wave energy (more than 95%) to pre-

vent the reflection of waves.

Various sensors were deployed along the wave tank to

measure physical and chemical variables. Water surface ele-

vation was monitored by four resistance-type wave gauges at

50-Hz sampling rate. They were individually located at the

distance of 6.2, 14.0, 16.6, and 18.0m from the wave maker. A

vertical array of five pitot tubes (5-cm spaced) was installed at

the position of 10 cm before wave gauge 3, and the lowest tube

was 15 cm above flat water surface. The wind speed was

recorded at 10Hz by a computer that was connected to the

pitot tubes. An acoustic Doppler velocimeter (ADV) was

collocated with wave gauge 3 to assess particle motions in the

water, although the data are not used in the present work.

Located at 50 cm downstream of wave gauge 3, the tubes for

taking air and water samples were installed in the flume, and

further connected to the CO2 analysis devices. Two ther-

mometers were placed at the rear of wave tank for the tem-

perature of air and water, respectively. Air conditioners in the

laboratory were always running during the experiments so that

the temperatures at different locations of wave tank were al-

most the same. Outside the wave tank, a Canon digital camera
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and a video camera were employed to observe wave-breaking

processes. In addition, the ambient air pressure in the labora-

tory was recorded in the experiments. The instrument for CO2

analysis was the Apollo pCO2 system (model AS-P2 by Apollo

SciTech), which incorporated a shower-head air–water equili-

brator, a multiposition valve, and a CO2 analyzer (CRDSmodel

G2301 byPicarro) with high precision (,0.15 and,0.05ppm for

5-s and 5-min measurements, respectively). The tank water was

delivered into the equilibrator with a flow rate of 2.5Lmin21 to

contact the airstream. After reaching equilibrium, the water was

returned to the rear of tank and the equilibrated gas was ana-

lyzed as the water-side CO2 concentration. The multiposition

valve in the pCO2 system was switched between the measure-

ment of equilibrated gas samples and air samples from the flume.

A drying section was also assembled to remove water vapor

from the gas stream. Standard gases with CO2 concentration of

400.0, 600.7, 799.2, and 1000.6 ppm were used to calibrate the

CO2 analyzer.

The purpose of our experiment was to evaluate the CO2

transfer rate in terms of different wave conditions. As listed in

Table 1, the experimental cases were divided into three cate-

gories according to the initial wave input. In cases A1–A10,

deep-water wave trains seeded with sideband were generated

by mechanical wave maker without wind force. The wave

groups were unstable in the propagation due to modulational

instability, and the initial wave input parameters were chosen

(Babanin et al. 2007) so that the breaking onset was around the

location of wave gauge 2. The waves of randomly selected

three cases (A5, A9, and A10) were then used to couple with

different superimposed wind in B1–B6. The purpose was to

observe the wave breaking modified by wind force and the

resulted gas transfer rate. The wind was blowing in the same

direction with the mechanically generated waves. In C1–C6,

the waves were forced only by wind with 10-m wind speed U10

ranging from 4.5 to 15.5m s21. The mechanically generated

wave signal in A1–A10 and B1–B6 was the combination of

a carrier sinusoidal wave and one resonant sideband. The

properties of carrier wave including the frequency f0, ampli-

tude a0, and steepness «0 (5a0k0, where k0 is the wavenumber)

are listed in Table 1. The frequency of the sideband f1 was

close to f0, whereas the amplitude of the sideband a1was much

smaller than a0. The Benjamin–Feir index BFI [5«0/(Dk/k0)],
where Dk is the wavenumber difference between carrier wave

and sideband) was used to represent the instability of wave trains.

The probes of wind and waves were running simultaneously

with the pCO2 system in the experiment. For cases A1–A10

and B1–B6, which contain the mechanically generated waves,

the wave records are processed with the same method. Taking

case A1 for example, the surface elevation measured by wave

gauge 1 to 4 is shown in Fig. 2. The wave groups were clearly

modulated by reaching wave gauge 2. The steep waves even-

tually broke around wave gauge 3 and 4, which was recorded

by cameras. By shifting the time frame of wave records, the

breaking events that are usually accompanied with evident

wave height drop or deformation of wave shape can be iden-

tified by examining breaking pattern in videos taken onsite.

The breaking pattern refers to the periodic breaking events

due to the modulation of same initial wave packets in one case.

The records of wave gauge 2 and 4 are shifted relative to that of

gauge 3 for a period t5DX/C0
p, where DX is the fixed distances

between wave gauges (i.e., 2.6m for wave gauge 2–3 and 1.4m

for gauge 3–4), C0
p is the phase speed of waves. It is noted that

C0
p is estimated through linear wave theory for sampled non-

breaking waves at wave gauge 3. Thus C0
p is an approximation

to the varied wave phase speeds. Figure 3 shows the well-

matched wave records and the recognized breakers with marks

on their crests. The two waves that are marked with squares at

wave gauge 2 (blue dashed line) became steep and broke be-

fore reaching wave gauge 3 (red line). Similarly, the wave

marked with star was breaking at gauge 3. It should be stressed

that the recognized breaking events must coincide with the

observed breaking pattern in videos. The breakers that are

upstream close to the CO2 sampling spot are employed to

correlate with gas transfer rate. For the young wind waves in

cases C1–C6, the breakers are selected by using the criterion

for ultimate steepness (#0.44) of individual waves that are

subject to modulational instability (Babanin et al. 2007, 2010).

The surface wave parameters are listed in Table 1:Hb denotes

FIG. 1. Schematic showing the deployment of probes in the wave tank. There were four

resistance-type wave gauges at 6.2, 14.0, 16.6, and 18.0m from the wave maker on the right.

Close to wave gauge 3, a set of pitot tubes, ADV, and sampling tubes for CO2 analysis were

installed. Outside the wave tank, a Canon camera and a video camera were used to record

waves. At the rear of the wave tank, a pole attached with two thermometers was placed for the

measurement of air and water temperature.
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the mean wave height of breakers before breaking; Uwb is the

mean orbital velocity of breakers and is estimated as av, where

a is the breaker’s amplitude, v is the wave radian frequency

and is computed based on the dispersion relation of deep water

waves in linear wave theory, and the overbar denotes the mean

of the quantity beneath it; bT is the breaking probability, which

is defined as the percentage of breaking crests within the se-

quence of all wave crests. The features of all waves at the lo-

cation of wave gauge 3 are also presented; Hs is the significant

wave height;Uwm is the mean orbital velocity and is calculated

using the samemethod as forUwb; « is themeanwave steepness

and equal to ak, where a and k are wave amplitude and

wavenumber, respectively; Tz is the mean upcrossing wave

period; Cp/U10 denotes the mean wave age, where Cp is the

phase speed of waves andU10 is the 10-m wind speed. The drag

coefficient cd is computed to be 0.0013 in case C6 with a clear

logarithmic wind profile. Because a wind-dependent cd has

slight influence on the coefficients of our final parameteriza-

tions, constant cd (50.0013) is used here to compute U10 and

friction velocity. In addition, with propagating waves in cases

A1–A6, there should be disturbance in the air. However, the

resulting turbulent velocity of air cannot be accurately esti-

mated and its impact on gas transfer is ignored.

Before the start of each experiment, the tank water was

dissolved with excessive amount of CO2 gas and fully mixed

by water pumps to create air–water CO2 partial pressure dif-

ference. Meanwhile, the wind channel was open to let the

laboratory air in and maintain a low level of air-side CO2

concentration in the flume. By the start of experiment, the CO2

concentration detected by the analyzer in air and water were

around 450 and 950 ppm, respectively. The measurements of

CO2 for two cases (A6 and A7) are shown in Fig. 4. The time

length for each case was about 2 h. The upper and lower en-

velope within each case are the CO2 concentration of

FIG. 2. Surface elevation measured by wave gauge (top)1, (top

middle) 2, (bottommiddle) 3, and (bottom) 4 in case A1. The wave

groups were clearly modulated during the propagation, especially

from wave gauge 1 to gauge 2.

TABLE 1. Experimental parameters of all cases: f0, a0, and «0 are wave frequency, amplitude, and steepness of carrier sinusoidal waves,

respectively; f1 and a1 are sideband frequency and amplitude, respectively; BFI is Benjamin–Feir index;U10 is 10-mwind speed;Hb,Uwb,

and bT are breaker’s mean wave height, mean wave orbital velocity, and breaking probability at wave gauge 3, respectively; Uwm, Hs, «,

Cp/U10, and Tz are mean wave orbital velocity, significant wave height, mean wave steepness, wave age, and mean upcrossing wave period

at wave gauge 3, respectively; K600 is gas transfer velocity in 208C freshwater.

Case No.

f0
(Hz)

a0
(m) «0

f1
(Hz)

a1
(m) BFI

U10

(m s21)

Hb

(m)

Uwb

(m s21) bT

Uwm

(m s21)

Hs

(m) « Cp/U10

Tz

(s)

K600

(1026 m s21)

A1 1.2 0.035 0.20 1.32 0.010 0.95 — 0.15 0.60 0.092 0.32 0.13 0.24 — 0.84 1.077

A2 1.2 0.052 0.30 1.33 0.006 1.36 — 0.18 0.70 0.103 0.48 0.19 0.36 — 0.85 1.404

A3 1.0 0.050 0.20 1.10 0.024 0.95 — 0.25 0.82 0.073 0.40 0.19 0.25 — 1.00 1.350

A4 1.3 0.029 0.20 1.43 0.007 0.95 — 0.10 0.36 0.101 0.30 0.12 0.23 — 0.83 0.773

A5 1.1 0.041 0.20 1.21 0.014 0.95 — 0.23 0.81 0.090 0.35 0.16 0.24 — 0.92 1.519

A6 0.9 0.061 0.20 1.04 0.035 0.60 — 0.30 0.90 0.069 0.43 0.22 0.25 — 1.11 1.751

A7 1.1 0.033 0.16 1.24 0.019 0.59 — 0.15 0.53 0.111 0.31 0.14 0.22 — 0.91 1.257

A8 1.1 0.051 0.25 1.24 0.014 0.94 — 0.20 0.72 0.111 0.42 0.19 0.29 — 0.91 1.450

A9 1.0 0.055 0.22 1.11 0.023 0.95 — 0.24 0.76 0.098 0.42 0.20 0.28 — 1.00 1.737

A10 0.9 0.055 0.18 1.02 0.039 0.61 — 0.29 0.87 0.120 0.40 0.21 0.23 — 1.11 3.009

B1 0.9 0.055 0.18 1.02 0.039 — 11.21 0.29 0.85 0.121 0.46 0.24 0.26 0.158 1.11 4.931

B2 0.9 0.055 0.18 1.02 0.039 — 6.77 0.28 0.82 0.122 0.42 0.22 0.24 0.260 1.11 1.956

B3 1.1 0.041 0.20 1.21 0.014 — 9.14 0.20 0.74 0.087 0.40 0.18 0.28 0.157 0.90 3.110

B4 1.1 0.041 0.20 1.21 0.014 — 13.43 0.24 0.88 0.086 0.52 0.22 0.36 0.109 0.90 4.210

B5 1.0 0.055 0.22 1.11 0.023 — 8.85 0.26 0.86 0.098 0.46 0.22 0.29 0.181 1.00 3.933

B6 1.0 0.055 0.22 1.11 0.023 — 13.43 0.27 0.88 0.096 0.55 0.25 0.35 0.119 0.99 7.159

C1 — — — — — — 4.46 0.02 0.21 0.239 0.15 0.02 0.38 0.091 0.25 0.093

C2 — — — — — — 6.88 0.03 0.29 0.371 0.22 0.04 0.40 0.080 0.34 0.285

C3 — — — — — — 9.19 0.04 0.34 0.488 0.27 0.05 0.45 0.067 0.38 0.701

C4 — — — — — — 11.12 0.05 0.38 0.559 0.31 0.07 0.47 0.061 0.41 1.027

C5 — — — — — — 13.25 0.07 0.44 0.665 0.39 0.09 0.52 0.057 0.45 —

C6 — — — — — — 15.44 0.09 0.51 0.732 0.45 0.12 0.56 0.053 0.49 2.848
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equilibrated gas (Cg) and air (Ca), respectively. Following

Ocampo-Torres et al. (1994), the gas transfer rate KCO2
can be

estimated as

›C
g

›t

V
w

A
52K

CO2
(C

g
2C

a
) , (3)

where Vw and A is the water volume and surface area that are

involved with the gas exchange processes. So Vw/A represents

the height of water column, which is related to the depth of

turbulent mixing layer. Thomson et al. (2016) suggested that

the turbulence could be transported down to wave trough due

to orbital motion, so in our work the depth of upper mixing

layer is scaled with the wave height of breakers Hb. The cal-

culated KCO2
is further corrected to 208C of freshwater with

Schmidt number Sc600 (5600), which can be written as

K
CO2

K
600

5

 
Sc

CO2

Sc
600

!20:5

, (4)

where K600 represents the corrected transfer velocity (see

Table 1) and ScCO2
is the Schmidt number of water in the flume.

The power of Sc is empirically determined as 20.5 for wavy

surfaces (Jähne et al. 1987).

3. New parameterization for CO2 gas transfer velocity

Each group of the experiments is separately studied first by

showing relatively high correlations between the gas transfer

velocity K600 and wind/wave parameters in Fig. 5. It is worth

noting that other wind/wave parameters not shown in Fig. 5

may also correlate with K600 (see Fig. 6).

In cases A1–A10, mechanically generated waves promote

the gas transfer. K600 is found correlated with breaker’s mean

wave heightHb and orbital velocity Uwb in Figs. 5b and 5d, but

the correlation coefficients are much improved after multi-

plying Hb or Uwb by breaking probability bT in Figs. 5c and 5e

although the dependence ofK600 on bT is very weak (Fig. 5). It

can be interpreted that bT determines the frequency of water

mixing events due to wave breaking, while larger wave height

and orbital motion imply more turbulence in these events. In

Fig. 5f, K600 is also well correlated with the rate of energy loss

Pb of breaking waves; Pb is defined as

P
b
5
�(H2

b1 2H2
b2)

Dt
, (5)

where Hb1 and Hb2 are the wave height before and after wave

breaking, respectively. They are estimated through the mea-

surements of wave gauge 3 and 4 accordingly. Note that the

estimations ofHb1 andHb2 do not precisely represent the wave

height of incipient breakers and residual waves after breaking

because the position of wave gauges are fixed. Symbol S de-

notes the summation of energy loss of selected breakers at

the time length of Dt, which is a constant (1600 s) in our work.

Rate Pb contains the information of wave-breaking probability

and breaking strength [5(H2
b1 2H2

b2)/H
2
b1]. The energy loss

of breakers is passed to the turbulence whose production rate

may be represented by bTHb or bTUwb. Additionally, the

computed correlation between Pb and bTHb is as high as 96%.

The preliminary results of A1–A10 demonstrate that wave

breaking can still enhance CO2 gas fluxes without wind force

and that wave properties are directly relevant to the CO2

transfer rate.

In cases B1–B6 where mechanically generated waves are

coupled with superimposed wind, K600 shows good correlation

with significant wave height Hs, mean wave orbital velocity

Uwm, 10-m wind speed U10, and wave age Cp/U10 in Figs. 5g–j,

respectively. The breaking-wave parameters (bT,Hb, andUwb)

FIG. 4. The measurements of CO2 concentration for two cases

(A6 and A7). The time length for each case was about 2 h. The

upper and lower envelope are the CO2 concentration of equili-

brated gas and air, respectively. The concentration of CO2 in water

(upper envelope) is always decreasing during experiments.

FIG. 3. Breakers that are identified by shifting the time frame of

wave records in case A1. The two waves that are marked with

squares at wave gauge 2 (blue dashed line) became steep and broke

by reaching wave gauge 3 (red line). Similarly, the wave marked

with star is a breaker captured between wave gauge 3 and 4. The

features of waves around wave gauge 3, which is near to the CO2

sampling spot, are used to correlate with CO2 gas transfer rate.
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do not performwell in these occasions. As comparedwith cases

A5, A9, and A10, the wind force influences the modulation

process of unstable waves and changes the features of wave

breaking. The complex effects of wind on modulational waves

with respect to wave spectra, breaking probability and break-

ing strength have been discussed in previous studies (Waseda

and Tulin 1999; Babanin et al. 2010; Galchenko et al. 2012).

The wind also ripples the smooth surface of nonbreaking me-

chanically generated waves, which implies that energy trans-

fers from wind to these waves thus creating more turbulence in

water and enhancing gas transfer. This conforms with the re-

sults that mean wave age is inversely proportional to the gas

transfer rate (Fig. 5j), since the inverse of wave age could be a

measure of the energy shift efficiency from wind to waves. It

may also be the reason why statistical parametersHs andUwm,

which are estimated based on all waves, rather than breaking-

wave parameters (Hb or Uwb), are in good correlation with

K600. Therefore, the nonbreaking waves should be important

too, although their contribution in comparison with that of

breaking waves to gas transfer needs further study.

In cases C1–C6, the young wind waves at fixed fetch grow

with the strengthened wind force. K600 correlates very well

with 10-m wind speed and significant wave height in Figs. 5k

and 5l. Similarly, other wave parameters such as wave orbital

velocity and breaking probability also scale well with K600,

which implies that the appropriate parameter cannot be de-

termined through these cases alone.

The gas transfer velocity in terms of wind/wave parameters

for all experiments is shown in Fig. 6. For wave-breaking

probability bT (Fig. 6a), wave steepness « (Fig. 6b), and mean

wave period Tz (Fig. 6c), there is positive correlation within

each group of experiments but these parameters cannot rec-

oncile the results of three groups (groups A, B, and C). On the

other hand, wave height and orbital velocity work well in im-

proving the correlations in Figs. 6d–g. The significant wave

heightHs andmean wave orbital velocityUwm in Figs. 6f and 6g

are better correlated with K600, when compared with the dis-

tribution in Figs. 6d and 6e for breaker’s wave height Hb and

orbital velocity Uwb. The correlation of K600 and U10 in Fig. 6h

seems acceptable, but the results of two experimental groups

(B1–B6 and C1–C6) are clearly distinguishable because wind

field is coupled with different wave states. It may also account

for the discrepancies of previous wind-based parameteriza-

tions that are statistically fitted from different observational

datasets. This issue is more evident for the wave age Cp/U10 in

Fig. 6i, which leads to a low correlation coefficient. Besides,U10

and Cp/U10 are unsuitable for cases A1–A10 where the wave

breaking dominates gas transfer without wind.

Although individual wave parameters are assessed in Fig. 6,

these parameters may also be interrelated, such asHs andUwm

in Fig. 7a. Additionally, a combination of some parameters

may scale well with K600 too. For example, T3
z«

3, which

is proportional to U3
wm, is in a good correlation with K600

in Fig. 7b.

FIG. 5. The Pearson’s correlation coefficient and p value between CO2 gas transfer velocityK600 and parameters of the wind and waves:

shown is K600 in cases A1–A10 vs (a) wave-breaking probability bT, (b) mean wave height of breakers Hb, (c) product of breaking

probability and mean wave height of breakers bTHb, (d) mean wave orbital velocity of breakersUwb, (e) product of breaking probability

and mean wave orbital velocity of breakers bTUwb, (f) mean energy loss of breakers upstream nearest the CO2 sampling tubes per unit of

time Pb;K600 in cases B1–B6 vs (g) significant wave heightHs, (h) mean wave orbital velocityUwm, (i) 10-m wind speedU10, (j) wave age

Cp/U10; and K600 in cases C1–C6 vs (k) 10-m wind speed U10 and (l) significant wave height Hs.
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By analyzing the gas fluxes under environmental forces,

water-side turbulence generated by breaking waves and wind

energy input (to both breakers and nonbreaking waves) de-

termine the gas transfer velocity. In view of the direct depen-

dence of turbulence on waves and the high correlation of wave

parameters with K600, the wave height and orbital velocity

seem more suitable than wind speed for the parameterization

of gas transfer. Therefore, similar wind–sea Reynolds numbers

as RH in Eq. (2) are formulated in Eq. (6) to denote the wave-

related turbulence. The wind speed component in RH is re-

placed with wave orbital velocity as the representative scale of

speed. Additionally, the viscosity of water nw is employed in-

stead of na:

R
HM

5
H

s
U

wm

n
w

and R
HB

5
H

b
U

wb

n
w

. (6)

TheRHM andRHB have the same structure but comprise different

wave parameters: RHM contains Hs and Uwm, which are statisti-

cally based on all waves, whereas RHB highlights the features of

breaking waves (Hb andUwb). Note thatHs is not independent of

Uwm as demonstrated in Fig. 7a because Uwm is equal to (H/2)v,

where H is the wave height and v is the wave radian frequency.

FIG. 7. (a) The correlation between Hs and Uwm, and (b) the correlation between K600 and T3
z«

3.

FIG. 6. The Pearson’s correlation coefficient and p value between K600 and wind/wave parameters in all cases: shown is K600 vs (a) bT,

(b) wave steepness «, (c) mean wave period Tz, (d) Hb, (e) Uwb, (f) Hs, (g) Uwm, (h) U10, (i) and Cp/U10.
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In the study of Toba et al. (2006), a nondimensional gas

transfer velocity is defined as K600/U10 so that its relationship

with RH can be examined. Here,K600 is reasonably scaled with

the mean wave orbital velocity Uwm instead of U10 to avoid

the dependence on dimensional parameters and be applicable

for experiments A1–A10. The nondimensional gas transfer

velocity ~K is defined as

~K5K
600

/U
wm

. (7)

Following Lenain and Melville (2017), the wind speed is also

scaled as

~U5
U*ffiffiffiffiffiffiffiffi
gH

s

p , (8)

where ~U is nondimensional wind speed,U* is the wind friction

velocity, and g is gravitational acceleration. Note that (gHs)
1/2

is proportional to wave peak phase velocity Cp in fetch-limited

condition. Thus, ~U is analogous to the inverse of wave age

and could denote the efficiency of energy transfer from wind

to waves.

The nondimensional parameters are presented in Fig. 8.

Parameter ~K is correlated with RHB and RHM in Figs. 8a and

8b, although the correlation with RHB is relatively weak. It is

worth mentioning that the better correlation for RHM is be-

cause of the good correlations between K600 and Hs, Uwm in

Figs. 6f and 6g rather than possible self-correlation caused by

Uwm. As discussed earlier, the gas transfer rate for experiments

A1–A10 is highly correlated with the product of breaking

probability bT and wave height (or orbital velocity) of the

breakers while bT is not preferred for B1–B6 since the effect of

nonbreaking waves need to be considered as well. For pa-

rameters RHB and RHM, the selection of their components

highlights the importance of breaking waves and all waves,

respectively. Therefore, we consider multiplying RHB by bT
and the resulted correlation is improved in Fig. 8c. On the

contrary, bT seems to be redundant for RHM in Fig. 8d. We

should also mention that bT alone is not capable of reconciling

the results in Fig. 8e. The wind plays an indirect role by

transferring energy into waves and a direct but insignificant

role by creating turbulence beyond the water surface. So the

wind energy transfer efficiency is parameterized as an en-

hancement factor (11 ~U), which is combined with bTRHB and

RHM in Figs. 8f and 8g. The corresponding correlations are

improved and (11 ~U) alone is not well correlated with ~K in

Fig. 8h. The expressions of bTRHB(11 ~U) and RHM(11 ~U)

would converge to the no-wind conditions (bTRHB and RHM)

when the wind force approaches zero. It should be emphasized

that our parameterization is established based on physical

analysis and correlation index. As shown in Fig. 7b, gas transfer

velocity could also be scaled with the combination of other

wave parameters, but appropriate physical explanation and

validation are required.

With the proposed parameterizations, the fit results are

shown in Fig. 9. The error bars of ~K represent the standard

error of the mean. The two formulas can be written as

~K5 4:63 1029[b
T
R

HB
(11 ~U)]0:70 and (9)

~K5 2:03 1029[R
HM

(11 ~U)]0:69. (10)

The fit coefficients, especially the power law exponents, of two

equations are close due to the similarity in the formulation of

FIG. 8. Nondimensional CO2 gas transfer velocity ~K vs (a) Reynolds number RHB, (b) Reynolds number RHM, (c) bTRHB, (d) bTRHM,

(e) bT, (f) product of bT, RHB and scaled wind speed, (g) product of RHM and scaled wind speed, and (h) scaled wind speed.
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RHB and RHM. We reserve the two equations since they stress

the influences of waves on gas transfer from different aspects.

Both equations could be used for the prediction of gas transfer

velocity, although Eq. (10) seems preferable with regard to the

correlation coefficient and r2 value. However, bT in Eq. (9)

could curb the estimation of gas fluxes in regional area (e.g., the

tropics) where breaking rate is low.

4. Discussion and conclusions

Equations (9) and (10) highlight the importance of waves

in facilitating gas transfer through the main function RHB

and RHM. The variable RHB or RHM can be interpreted as a

Reynolds number, which is a measure of the turbulence in-

tensity induced by waves. Not only are the similar Reynolds

numbers [e.g., RH and RB in Eq. (2)] proposed for the study of

gas transfer (Woolf 2005; Toba et al. 2006; Brumer et al. 2017),

but also the concept of RHM is applied for the research of

upper-ocean mixed layer depth, which is affected by wave-

induced turbulence (Babanin 2006). Parameters RHB and RHM

contain wave height and orbital velocity as the representative

scales of length and speed, respectively. The wave orbital ve-

locity is used also because water mass moves along with wave

orbital motion, which is related to the surface renewal model

for gas exchange studied by Komori et al. (1993).

The wind force in the experiments transfers energy into the

waves and creates turbulence beyond water surface. Thus, the

wind truly influences gas exchange and the wind speed is found

well correlated with gas transfer velocity within each experi-

mental series of B1–B6 or C1–C6 in Figs. 5i and 5k. The critical

issue is to parameterize the wind effect. The wind-based for-

mula may be disadvantaged with regard to different wave

states as discussed earlier. For the Reynolds number RH and

RB in Eq. (2), wind friction velocity and a wave parameter (e.g.,

Hs) are equally weighted. But it is actually the wave that

dominates CO2 gas transfer. In addition, RH and RB cannot be

used for no-wind conditions when there are still breaking waves

(nonlinear interaction of waves) or swells. Although swell is not

included in our experiments, it could promote the mixing in

water surface layer (Dai et al. 2010). Brumer et al. (2017) also

mentioned the importance of swells for gas exchange. In this

study, we scale the wind as (11 ~U), which is compatible for no-

wind conditions (experiments A1–A10) and denotes the sec-

ondary role of the wind. The results in Fig. 8 show that the

correlation is improved after combining (11 ~U) with wave

function bTRHB or RHM. It should be mentioned that RH is also

well correlated with ~K based on the results of experiments B1–B6

andC1–C6 as in Fig. 10a.OurEq. (10) in Fig. 10b produces similar

distribution while Eq. (9) in Fig. 10c yields a relatively low cor-

relation. With limited number of points from experimental series

B and C, it is difficult to determine which formula is better. More

data are needed to compare the parameterizations.

The breaking waves are responsible for both production of

excessive amount of turbulence (Agrawal et al. 1992) and

bubbles. The turbulence that is related with energy loss during

wave breaking could be determined by both breaking proba-

bility and breaking strength. In Fig. 5a, there is only weak

correlation between gas transfer rate and breaking probability

bT for cases A1–A10. In Fig. 6a, the gas transfer rate is in

positive correlation with bT within each series of experiments,

but the results of all cases cannot be reconciled by bT only. The

energy loss of breaking waves cannot be precisely computed in

our experiments through Eq. (5). The measurement ofHb1 and

Hb2 should be conducted at the position of incipient breakers

and residual waves after breaking, which varies during exper-

iments. The wave gauges in our experiments are fixed. The

wave height measured by gauge 4 may also be subject to

modulation after breaking. So we cautiously assume that the

drop of wave height between gauge 3 and 4 (e.g., waves

marked with a star in Fig. 3) is mainly caused by the loss of

energy during breaking while there are other influencing

factors. Bubbles can be visually observed in our experiments.

However, the dependence of gas transfer on bubbles is not

explicitly parameterized in the equations. No consensus has

been reached on bubble behavior and size distribution affected

by breaking waves. The whitecap coverage, which is empirically

described by wind speed, can be employed to denote bubble

plume. Some studies prefer the physically based method by cor-

relating bubble injection rate (m s21) with energy dissipation rate

(W m22) of breaking waves (Fairall et al. 2011; Long et al. 2011).

FIG. 9. The parameterization of CO2 gas transfer, with the computed correlation coefficient and r2. The ~K is a

main function of wave parameters bTRHB or RHM. The wind effect is secondary and is expressed as (11 ~U). The

error bars of ~K represent the standard error of the mean.
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The Reynolds number RHB or RHM in this study is a measure of

wave-induced turbulence, so they could possibly also be related to

bubble injection rate, although further evidence is needed.

Last, we summarize the main findings in this work. The wave

parameters including wave height and orbital velocity are found

well correlated with the gas transfer velocity. New Reynolds

numbersRHB andRHM are formulated based on the analysis of

experimental results. The gas transfer velocity is further pa-

rameterized with a main function of waves and a secondary

factor of scaled wind speed.
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