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Abstract— The spreading factor is considered as a key parame-
ter that controls the concentration of the directional distribution
of the wave energy. It has been confirmed by many scholars
that there is a certain relationship between spreading factor and
sea surface wind. In the application of high frequency surface
wave radar (HFSWR), spreading factor is extracted from the
ratio (RB) of power spectrum density (PSD) of positive (P+

B ) and
negative (P−

B ) Bragg peaks. To extract accurate spreading factor,
the premise is that the PSD of detection unit is as little as possible
affected by the adjacent detection units. For narrow-beam radar,
digital beamforming (DBF) is easy to meet requirements. But for
broad-beam radar, it is very difficult. In this paper, a new scheme
is proposed to extract spreading factor from broad-beam HFSWR
data with the MUSIC-APES algorithm. Different from spatial
filtering by DBF, MUSIC-APES directly estimates the azimuth
of positive or negative Bragg waves and their echo amplitudes.
For broad-beam radar, this scheme can still achieve high azimuth
resolution and accurate amplitude estimation at the same time.
It solves the biggest obstacle to extract the spreading factor from
broad-beam HFSWR data. To verify the feasibility of this scheme,
simulations and experiments are carried out to compare with
DBF. The extraction accuracy is improved greatly. The results
are very surprising. It shows that spreading factor and wind
speed are highly relevant. This may be a new way to extract
wind speed in the application of HFSWR.

Index Terms— APES, broad-beam, high-frequency surface
wave radar (HFSWR), multiple signal classification (MUSIC),
spreading factor, wind speed.

I. INTRODUCTION

SEA surface wind is a key parameter of ocean dynam-
ics. The wind and the wind-generated wave interact to

determine the spatiotemporal variations of sea state, which are
described by wave spectrum. Over the past decades, several
wave spectrum models have been developed [1]–[5]. Among
these, the directional wave spectrum model, coss(θw/2), devel-
oped by Longuet-Higgins et al. [3] has been widely used
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to represent the angular distribution of wave energy. The
parameter s, called spreading factor, is introduced to stand for
the concentration of the directional distribution of the wave
energy.

Based on this model, Mitsuyasu et al. [6] studied the
directional spectrum of ocean wave using typical wave data
measured by buoy and obtained an idealized form of s in terms
of both the sea surface wind speed and the fetch. Hasselmann
et al. [7] also investigated the properties and parameterizations
of the directional wave spectrum using the buoy observation
data and gave a new sight about the relationship among s, the
wind speed, fetch, and wave spectrum peak frequency. These
pioneer works ensure that s correlates tightly with wind speed.
This result provides an alternative way of wind inversion from
the values of s.

High-frequency surface wave radar (HFSWR) is capa-
ble of measuring sea state with high spatiotemporal
resolutions [8]–[10]. The extraction methods of currents have
been very mature [11]–[13] and the measurement range of
some HFSWR systems can reach more than 200 km depending
on operational frequency [14], [15]. However, the extraction
of wind speed still presents a variety of difficulties relative
to the measurement of the current [16], [17]. The popular
methods for wind speed extraction from the HFSWR data
are largely divided into two categories. One is based on the
assumption that the relative magnitude of the second-order
echoes in the Doppler spectrum is a function of wind speed
and wave height [18]–[22]. All of these methods are viable and
the results are quite encouraging. The wind speed extraction
in this category is directly influenced by the quality of the
second-order echoes. The other category is to infer wind speed
directly from the first-order peaks with a prior knowledge
of the wind speed [23]–[28]. These methods significantly
expanded the range coverage of wind speed. However, the
approach to the experiment and the way in which the model
was built were empirical or semiempirical. These difficulties
warrant the further efforts on constructing a robust and viable
method of wind speed extraction from HFSWR data with
better performance.

The spreading factor s can be derived from the HFSWR
sea echo data. Heron and Rose deduced the method to
derive s [29]. It involves the ratio of spectral energy density
of the two first-order spectral lines and the using of Longuet-
Higgins directional wave spectrum model. The spreading
factor s extracted from narrow-beam HFSWR sea echo data
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has been reported in [29]–[31]. Tyler et al. [31] compared
the s derived from HFSWR data with that derived from buoy
data and analyzed the relationship between radar derived s and
buoy wind speed. They dedicated to use radio scatter from
ocean waves for remotely sensing surface wind [31]. These
pioneering works encourage us to work on the extraction of
wind speed from HFSWR data by employing the relationship
between s and wind speed. Therefore, it is essential to derive
the s with high accuracy from HFSWR data.

Radar coverage is divided into small units in a polar
coordinate by range and bearing centered at radar station.
Range of a radar cell can be obtained accurately from the
echo’s time delay. The problem lies in the accurate deter-
mination of bearing [32]. For a HFSWR employing phased
antennas, very long receiving arrays are needed to acquire
a satisfactory azimuth resolution by deploying digital beam-
forming (DBF) technique [33], [34]. It is usually difficult and
costly to deploy the array along the seashore. Consequently,
HFSWRs with small antenna array are widely adopted. These
HFSWRs usually receive broad-beams with effective width
greater than 15°. It means that if DBF technology is used
to extract the wind fields in broad-beam HFSWR data, the
inverted wind parameter in one radar cell is the mean wind
information over a very large patch. The results are too rough
and unreasonable.

The goal of this paper is to design a scheme to extract s
from broad-beam HFSWR data using the method documented
by Heron and Rose [29]. The key point in this method is
the calculation of the energy ratio of the two first-order
spectrum lines (known also as positive/negative Bragg peak
in literatures). DBF technique is applied in the processing
of narrow-beam HFSWR data to provide estimations of the
direction of arrival (DOA) with good azimuth resolution and
the energy of the two Bragg peaks with rather good accuracy.
Therefore, two aspects have to be focused in the proposed
s extraction scheme: 1) one is the DOA estimation of two
Bragg peaks and 2) the other is the energy estimations of
the two Bragg peaks. The alternative to beamforming for
bearing estimation in HF radar is the direction finding (DF)
techniques such as the multiple signal classification (MUSIC)
algorithm. Direction finding techniques are widely used to
estimate the DOA of surface current [32]. Compared with
narrow-beam radar system, they are likely possible to achieve
high azimuth resolution with broad-beam HF Radar system.
To map the wind direction using compact collocated antennas
by direction-finding techniques, Fernandez et al. [35] had
tried to extend the surface current algorithms [11], [32]
to provide the Bragg power ratio for the extracted bearing
angles corresponding to the particular Doppler frequency bin
(or radial velocity). The bearing of a single source can be
estimated accurately using DF techniques, but they cannot
provide good estimation to the echo energy amplitude of the
single source [36]. So we are committed to finding a new
algorithm to calculate the ratio of two Bragg peaks from broad-
beam radar data. So far, MUSIC is a powerful DF algorithm,
which is particularly well suited for application to HF radar sea
echo, and amplitude and phase estimation (APES) technology
is a very effective source energy estimation algorithm [37].

Fig. 1. Typical energy density spectrum from HFSWR. The dotted box is
Bragg region.

Therefore, in the proposed scheme, we design to employ
the MUSIC algorithm to estimate the DOA of two Bragg
peaks and employ the APES algorithm to estimate the energy
amplitude of the signal source with the estimated DOA.

The remainder of this paper is organized as follows.
The scheme to extract the spreading factor from broad-
beam HFSWR data will be introduced in Section II.
Section III describes the application of MUSIC-APES method
in HFSWR. Section IV presents the simulation results.
Section V shows the experiment results and discussion. Con-
clusions are summarized in Section VI.

II. SCHEME TO EXTRACT THE SPREADING FACTOR

FROM BROAD-BEAM HFSWR DATA

The method to derive the spreading factor s from narrow-
beam HF radar has been documented by Heron and Rose [29]
in detail. In this paper, we extend this method to a broad-beam
HFSWR system.

A. Theoretical Model

In the absence of surface current, the theoretical formulation
for the first-order backscatter cross section has been given
in [38]. The current represents a transport of the water mass.
It attaches its speed on the ocean waves. So the two Bragg
peak will be shifted by a small amount proportional to the
radial component of current velocity [8]. So, if the scattering
patch has a net drift with a constant velocity υ, the first-
order backscatter cross section per unit area per unit frequency
interval σ1 can be written as

σ1(ω) = 26πk4
0

∑

m=±1

S(−2mk0)δ(ω − mωB − 2k0υ) (1)

where ω is the Doppler frequency, k0 is the radar wavenumber,
S(k) is the directional wave spectrum, m = ±1 indicates the
various positive and negative portions of the Bragg peaks, and
ωB = √

2gk0 is the Bragg frequency shift (assuming the deep
water dispersion equation holds for sea-surface gravity waves).

Equation (1) shows that the scattered waves are Doppler
shifted from the first-order Bragg frequency by a 2k0υ offset.
Fig. 1 shows a typical energy density spectrum at range bin r
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from a receiving antenna. The received echoes are from all the
scattering patches in the r th range bin. The current velocity
in each patch is usually different, which broadens the Bragg
peaks. The dotted box in Fig. 1 is called Bragg region. The
method to determine the width of the box (i.e., the limits of
the first-order Bragg region) is discussed in detail in [20]. For
a broad-beam HFSWR, the MUSIC DF algorithm processes
each spectral point where Bragg energy is detected in the
doppler spectrum of the received signal, and determines the
direction toward the patches of the ocean surface that are
reflecting the radar signal at that Doppler shift [12]. And
then, we employ APES amplitude determination algorithm to
estimate the echo power backscattered from each patch.

We denote the echo power backscattered from each patch
with the DOA ϕ and range r as P±

B (r, ϕ), the sign ± represents
that the Bragg wave is approaching/receding from the radar
site. The map of P±

B (r, ϕ), derived directly from the HF radar
echo data, is usually gappy in the observable range-azimuth
cells of the radar. To calculate RB = P+

B /P−
B at each range-

azimuth cell, the gaps in P±
B (r, ϕ) have to be constructed in

advance using interpolation method. The relationship between
RB and wind information discussed in [29] is as follows:

RB = tans(|θ0 − θw|/2) (2)

where θ0 is the azimuth of the radar beam, θw is the azimuth of
the wind vector, and s is the spreading factor to be extracted.
The spreading factor is then

s = ln(RB)/ ln(tan(|θ0 − θw|/2)). (3)

Heron and Rose [29] pointed out that using different radar
beam azimuths to observe corresponding ratios RB , θw, and
s can be estimated jointly. The ambiguity of wind direction
can also be resolved [29]. For the broad-beam HF radar, the
different radar beam azimuth θ0 values can be replaced by
simultaneous radar observations of an ocean patch from two
independent look angles.

B. Procedure to Extract s

The main purpose of this paper is to use the model for-
mulated above to derive the map of spreading factor s on
the common area simultaneously observed by broad-beam HF
radars at two sites. The details of this method have these steps.

1) Determine the limits of the two Bragg regions in the
Doppler spectrum as shown in Fig. 1 at the r th range
cell.

2) Scan each spectral point contained in the Bragg regions,
find out all the directions (ϕ) toward the patches with the
same radial velocity (i.e., Doppler shifted frequency),
and then estimate the echo power P±

B (r, ϕ) backscat-
tered from each patch using the MUSIC-APES algo-
rithm.

3) Repeat steps 1 and 2 from the first range bin to the end
in the observable area of the radar.

4) Categorize the obtained P±
B (r, ϕ) into, P+

B (r, ϕ), the
positive Bragg region and P−

B (r, ϕ), the negative Bragg
region. Construct the energy density at the gap points of
either group by polynomial interpolation.

5) Calculate RB at each range-azimuth cell.
6) Using the HF radar data at the other site, repeat

steps 1–5 and derive the map of RB on the area observed
by the second radar.

7) Substitute the RB and θ0 determined by the two radars,
respectively, into (3) to estimate the spreading factor s
and the wind direction θw at each range-azimuth cell in
the common area observed by the two radars.

III. MUSIC-APES APPROACH

A MUSIC-APES algorithm is developed to determine the
DOA and estimate the energy density P±

B (r, ϕ) of each patch
of the ocean surface, which are reflecting the radar signal at
step 2) of the scheme. The MUSIC algorithm is capable of
estimating the DOAs of the signal sources with high azimuth
resolution. In case that the DOA of a signal source is obtained,
the APES algorithm can yield good amplitude estimates of the
signal source.

A. Introduction of Array Signal Model and APES Algorithm

Consider a HFSWR radar system with a uniformly linear
array (ULA). There are M omnidirectional antennas spaced
by d (d = λ/2, λ is the radar wavelength). Assuming that
there are K narrow-band sources with azimuth angles θk

(k = 1, 2, . . . , K ) respect to the normal of the receiving array,
respectively. They reflect the signals back to the radar receiver.
The discrete-time signal received by the mth receiving antenna
xm(i) is as follows:

xm(i) =
K∑

k=1

e j (m−1)ωkβ(θk, i) + εm(i), i = 1, . . . , I (4)

where e j (m−1)ωk is the array response of the mth receiving
antenna to the signal from θk , ωk = 2πdsin(θk)/λ is the
spatial angle frequency, β(θk, i) is the complex signal ampli-
tude of the signal from θk in the i th sample, εm(i) denotes
the interference-plus-noise term, and I denotes the number of
samples.

Let X (i) denote the signal matrix of the output of the
M receiving arrays in the i th sample. It could be written as
follows:

X (i) = Aβ(i) + ε(i), i = 1, . . . , I (5)

where

A = [aM (ω1), aM (ω2), . . . , aM (ωK )] (6)

aM(ωk) = [1, e jωk , . . . , e j (M−1)ωk ]T (7)

β(i) = [β(θ1, i), β(θ2, i), . . . , β(θK , i)]T (8)

ε(i) = [ε1(i), ε2(i), . . . , εM (i)]T (9)

where (.)T denotes the transpose. Let (.)c and (.)H denote the
complex conjugate and the conjugate transpose, respectively.

The APES algorithm is applied to the above signal model to
estimate the energy density magnitude of the signal scattered
by a target with the azimuth angle θ . Here, we briefly review
the APES algorithm. First, restructure X (i) into a N × L
Hankel-Matrix Z in a forward snapshot manner

Z = [z0, z1, . . . , zL−1] (10)
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and

zl = [xl(i), xl+1(i), . . . , xl+N−1(i)]T (11)

where l = 0, 1, . . . , L − 1 and L = M − N + 1. zl is N over-
lapping forward snapshot vectors of the data X (i) and xl(i) is
the lth element of X (i). The Hankel-Matrix Z̃ in the backward
snapshot manner can be obtained from Z

Z̃ = JN Zc JL (12)

where JN and JL denote the exchange matrixes whose ele-
ments are zero except that the antidiagonal elements are one.

By following [37], the APES algorithm chooses filter
h ∈ N × 1 and complex amplitude β(θ, i) as joint minimizers
of the following criterion:

min
h,β

(‖h H Z − β(θ, i)aT
L (ω)‖2

+ ‖h H Z̃ − βc(θ, i)e− j (M−1)ωaT
L (ω)‖2)

s.t. h H aN (ω) = 1. (13)

Minimize the cost function in (13) with respect to β(θ, i)
yields

βAPES(θ, i) = aH
N (ω)Q−1μ

aH
N (ω)Q−1aN

(14)

where μ = (1/L)ZaL(ω), μ̃ = (1/L)Z̃aL(ω), and
Q = Z Z H − μμH + Z̃ Z̃ H − μ̃μ̃H .

We perform the estimation of βAPES(θ, i) I times, and
average them to get the amplitude βAPES(θ) in this period.

B. Applying MUSIC-APES Approach to HFSWR Data

This part describes in detail step 2) of the proposed scheme
listed in Section II. MUSIC-APES approach processes each
spectral point in Bragg peak box. The sample series in
a spectral point is obtained using short-time Fourier trans-
form (STFT).

Assume that the number of the antenna in the receiving
ULA is 8. For the mth (m = 1, . . . , 8) antenna, we choose a
1024 sequential echo records as a run. We set the parameters
of STFT as the width of the window is 512 and the stepwise
is 32. A time-frequency matrix with a size of 17 × 512 is
obtained after applying STFT to the run. At a given spectral
point in Bragg region, the corresponding column vector in
the matrix is extracted out as the sample series, which equals
to xm(i) (i = 1, . . . , 17) in (4). The corresponding X (i) is
obtained then. The DOA and amplitude of echo power from
each patch are estimated by the MUSIC-APES approach.

IV. SIMULATION

A. Simulation on MUSIC-APES Approach

To evaluate the performance of the proposed MUSIC-APES
approach, we conduct simulations on determining the DOA of
each signal sources and estimating their power spectrum den-
sity (PSD). The data is assumed to be collected by a HFSWR
system with 8 receiving antenna in a ULA. The space d
between adjacent antennas equals to half-wavelength λ. A lin-
ear frequency modulated interrupted continuous wave signal

Fig. 2. Spatial spectral estimates, when θ1 = −40°, β1 = 15 dB; θ2 = 0°,
β2 = 15 dB; and θ3 = 20°, β3 = 20 dB. The SNR is 20 dB. (a) MUSIC.
(b) APES.

Fig. 3. Spatial spectral estimates, when θ1 = −40°, β1 = 15 dB; θ2 = 15°,
β2 = 15 dB; and θ3 = 20°, β3 = 20 dB. The SNR is 20 dB. (a) MUSIC.
(b) APES.

is transmitted at a fixed frequency of 7.8 MHz. The system
parameters in simulation are the same as that of the radar used
in the field experiment.

Case 1: Three targets locate at sites with the same range
from the radar receiving array. The azimuth angles respect
to the normal direction of receiving array of the radar are
θ1 = −40°, θ2 = 0°, and θ3 = 20°, respectively. Set the
decibel modulus of complex amplitudes β(θ1−3) to be 15,
15, and 20 dB, respectively. The radial velocities of all the
3 targets are set to be 2 m/s, which means that they have the
same Doppler shift frequency. The signal-to-noise ratio (SNR)
is set to be 20 dB at this range bin. The simulation results are
shown in Fig. 2. Fig. 2(a) shows the spatial spectrum estimated
by the MUSIC algorithm. Three peaks occur at the preset
target locations. Fig. 2(b) presents the amplitude-frequency
spectrum estimated by the APES algorithm. There are peaks
around the presented azimuth angles of the three targets. The
estimated amplitude agrees quite well with the presented value
for each target, but the peak width is much wider than that of
MUSIC estimation.

Case 2: We consider a more challenging example where
θ2 = 15°, while all the other simulation parameters are
the same to Case 1. Now the angle between the second
and the third targets is 5°. As shown in Fig. 3(a), in this
case, the MUSIC algorithm is still capable to give the well-
resolved peaks around the targets’ locations. On the other
hand, Fig. 3(b) shows that the APES algorithm fails to resolve
the two closely spaced targets at θ2 = 15° and θ3 = 20°.
However, the estimated amplitudes at the target locations are
15.0, 15.2, and 20.11 dB, respectively, which agree quite well
with the presented values.
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Fig. 4. Estimation deviation of MUSIC-APES versus SNR. (a) DOA
estimation deviation. (b) Amplitude estimation deviation.

These results indicate we can reap the benefits of using the
MUSIC and APES algorithms jointly. First, we use MUSIC
method to estimate the DOA of the targets. And then, we
use APES method to estimate the amplitudes at the azimuths
estimated using the MUSIC method.

B. Sensitivity Analysis

A total of 500 Monte-Carlo simulations are conducted to
test the sensitivity of the MUSIC-APES algorithm dependent
on the SNR. The SNR is given randomly from −5 to 40 dB.
All the other parameters of these simulations are the same
to Case 2. The simulation results are statistically analyzed
and plotted in Fig. 4. When SNR is larger than 10 dB, the
deviation of the estimated DOA is less than 0.1° as shown in
Fig. 4(a), meanwhile the deviation of the estimated amplitude
decreases to be smaller than 0.5 dB, a precision larger than
95% (divided by the smallest preset amplitude of 15 dB)
in Fig. 4(b). This indicates that the proposed MUSIC-APES
algorithm performs excellent when the SNR is large enough.
When SNR is −5 dB, the deviation in Fig. 4(b) is larger than
4.5 dB, i.e., the precision is less than 30%. This suggests that
one should be caution in using the APES algorithm especially
when SNR is not high.

C. Simulation on Extracting of Spreading Factor s

In this section, we perform the simulation to extract the
spreading factor s from the sea surface wave echoes of
HF radars at two sites. The first-order cross section of the
surface wave is given by (1). The directional wave spectrum
in (1) is approximated by the product of the JONSWAP
frequency spectrum model and the angular distribution model,
A coss(θ/2), suggested by Longuet-Higgins et al. [3]. The
surface current and wind field are assumed to be homogeneous
in the area observed by the radars. The speed of the current
is 1.2 m/s and the direction is 30° clockwise from the north.
The wind speed at a place 10 m above the sea surface is set
to be 10 m/s and the wind direction is set to be 45° clockwise
from the north. Assuming two HFSWRs are fixed at sites
labeled in Fig. 5. The parameters of the two radars are the
same as that in simulation cases 1 and 2. The normal direction
of the receiving array of antennas for both radars is 135°
clockwise from the north. The backscattered radio wave from
three patches (labeled by A, B, and C in Fig. 5) are used

Fig. 5. Deployment diagram of simulation to extract spreading factor with
two HFSWR sites.

TABLE I

SIMULATION RESULTS OF EXTRACTION OF SPREADING

FACTOR WITH TWO HFSWR SITES

for the extractions. A, B, and C patches are in the range-
azimuth cells of 10 − 150.00° (the 10th range bin and at
the direction of 150.00° from the north), 10 − 115.00°, and
10 − 90.00°, respectively, for the radar in Site 1, but are
the cells of 17 − 183.43°, 13 − 165.93°, and 9 − 153.43°,
respectively, for the radar in Site 2. A range bin is equivalent
to a distance of 5 km. The spreading factors s are set to be 4.2,
3.8, and 3.6, respectively, at patches A, B, and C. Using (3),
according to the scheme outlined in Section II, the spreading
factor s is extracted from the simulated sea echoes of these
two radars from patches A, B, and C.

The extracted s values from the simulated sea-wave echoes
are summarized in Table I. The relative error respect to the
preset values of s is no larger than 7.5%. The magnitude of
the relative error can be attributed to the SNR of sea-echoes,
which degrades with distance [39]. The SNRs at patches A,
B, and C are 18.53 dB for Site 1 and are 8.52 dB, 13.25 dB,
and 20.81 dB, respectively, for Site 2. The noise added to the
sea-echoes is Gaussian. Patch A is the farthest from the radar
at Site 2, while patch C is the nearest. The distance from Site 2
to patch A is almost double that to patch C, which leads to the
result that the relative error is 7.14% at patch A, while it is
as small as 2.78% at patch C. The simulation result indicates
that the proposed scheme is viable to extract the spreading
factor s from the HFSWR data.

V. EXPERIMENT AND DISCUSSION

A. Introduction of Observation Network and Data

By deploying two HF radars and a fixed Buoy, a campaign
was carried out by the SEA-STATE-Lab of Wuhan University
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Fig. 6. Geographic diagram of observation network.

to measure the parameters of Chinese East sea surface state
near Fujian province China during July 20, 2012 and July 31,
2012. The geographical sketch map of this campaign is shown
in Fig. 6. The two red pentagrams represent the locations of
the two radar sites (named by LoHI and DoSA, respectively),
which is 94.7 km in distance from each other. The red solid
circle represents the location of the Buoy, which is 70.6 and
72.5 km off the LoHI and DoSA sites, respectively. The sea
surface wind vector at 10-m height (U10) is measured by the
fixed Buoy represented by red dot in Fig. 6. Wind speed
measured by the buoy is at ranges of 0.5–60 m/s and wind
direction is at ranges of 0–360°. The accuracy of wind speed
is 5% of reading and the accuracy of wind direction is ±10°.

The OSMAR071 HFSWR, developed by Wuhan University,
is fixed at the two sites. The parameters of the radar are the
same as those used in the simulations in Section IV. The
normal direction of receiving antenna array is 135° clockwise
from the north for both radars. The half-power beamwidth
of the receiving array is about 18°. The sea echo signals
are collected up to 200-km offshore with a range resolution
of 5 km and an integral time of 10 min. By applying the
proposed scheme, the spread factor s is extracted from the
data collected by these two radars.

B. Results

After the first three steps of the proposed scheme in
Section II-B being performed, the DOA and the echo power
from each patch are found out for all the frequency points
included in the Bragg regions at all the observable ranges.
Taking the data collected at 11:20 am on July 25, 2012, for
example, the typical results at two selected spectral points
are obtained and plotted in Figs. 7 and 8, respectively. The
results are similar to the simulation cases 1 and 2. They are
obtained from the Doppler spectrum at the 6th range bin of the
radar data at DoSA site. The radial velocities corresponding
to the selected spectral points are −34.46 and −5.75 cm/s,
respectively, for Figs. 7 and 8. It is shown that there are three
peaks resolved in both Fig. 7(a) and (b), respectively. The
peaks in Fig. 7(a) locate at angles of 78°, 129°, and 187° clock-
wise from the north, respectively. However, the angles of
the peaks in Fig. 7(b) are 90°, 125°, and 191° clockwise

Fig. 7. Spatial spectral estimates. Here, the sea echo signal is from the
6th range cell of DoSA site (off the DoSA site about 30 km) at the time
of 11:20 am on July 25, 2012. The corresponding radial current velocity of
this spectral point in negative Bragg region is −34.46 cm/s. The azimuth
refers to the north. (a) MUSIC. (b) APES.

Fig. 8. Spatial spectral estimates. Here, the sea echo signal is from the
6th range cell of DoSA site (off the DoSA site about 30 km) at the time of
11:20 am on July 25, 2012. The corresponding radial current velocity of this
spectral point in negative Bragg region is −5.75 cm/s. The azimuth refers to
the north. (a) MUSIC. (b) APES.

from the north, respectively. Each peak envelope in Fig. 7(a)
is obviously narrower than the corresponding peak envelope
in Fig. 7(b).

In Fig. 8(a), there are two resolved peaks at 133° and 145°
from the north, respectively. However, there is only one peak
at 143° from the north in Fig. 8(b). This result is similar to
the simulation case 2.

For each signal source, we take the peak angle estimated
using the MUSIC algorithm, as shown in Fig. 7(a) or 8(a) as
the DOA angle, and then sample the value estimated using
the APES algorithm, as shown in Fig. 7(b) or 8(b), at the
corresponding DOA angle as the energy density.

After step 4 of the proposed scheme, the estimated energy
density P±

B (r, ϕ) distribution is obtained and plotted in Fig. 9.
Both Fig. 9(a) and (b) shows that the magnitudes of the echo
energy density decrease with increasing distance from the
radar site. Which is consistent with the fact that the energy
of radio waves transmitted by the radar will be attenuated as
propagating over the sea surface [39]. The ratio of energy
density RB is obtained after step 5 of the proposed scheme.
The resulted spatial distribution of RB is shown on the left of
Fig. 10. These steps are also conducted to the radar data at
LoHI site, the resulted RB is shown on the right of Fig. 10. The
dark dashed curves overplotted on RB denote the common area
covered by these two radars. There are obvious differences
between RBs of the two radars at same location. Take the
location of the Buoy, for example, the values of RB are 1.78
and 2.43, respectively, for DoSA and LoHI radars.
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Fig. 9. Spatial distribution of P+
B and P−

B at the time of 11:20 am on July 25, 2012 in DoSA site. (a) P+
B : PSD of positive Bragg points. (b) P−

B : PSD of
negative Bragg points. The red solid circle represents the location of the Buoy.

Fig. 10. Spatial distribution of RB at the time of 11:20 am on July 25, 2012. (a) RB in DoSA site. (b) RB in LoHI site. The red solid circle represents the
location of the Buoy.

Fig. 11. Spatial distribution of spreading factor and wind direction at the time of 11:20 am on July 25 2012. (a) Spatial distribution of spreading factor.
(b) Spatial distribution of wind direction. The red solid circle represents the location of the Buoy.

The extracted spreading factor s using (3) is plotted in
Fig. 11(a). It is shown that s is not uniform in the area but
exhibits some kind of spatial distribution. The values of s are

smaller than 2 on most region at this moment, which is much
smaller than the value of 4 usually adopted in the extraction
of wind direction from HFSWR data [29], [35].



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

8 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING

Fig. 12. Wind speed observed by buoy (marked as ink blue) versus spreading
factor derived from HFSWR data at the Buoy site by MUSIC-APES (marked
as orange red).

The wind direction is also derived accompanying the extrac-
tion of s and is plotted in Fig. 11(b). There are two wind
components in this area. The wind blows toward the coast in
most of the area. But there is a gust of wind blows in the
direction parallel to the coast from the north-east corner of
the area. This wind turns left gradually and blows into the
main wind component directing to the coast near the buoy
location. We have compared the wind direction measured by
the buoy with our result at Buoy site. The mean discrepancy
between them is 22.66° for three days observation, while the
root mean square (RMS) of the discrepancy is 36.89°. The
mean discrepancy and RMS values are rather large, which can
be attribute to the fact that the buoy is near the confluence
of two components of the wind vector. The wind direction
changes swiftly at the buoy site due to the alteration of the
strength of the two wind components, but the wind direction
estimated by the radar, which represents the bulk effect of the
range-azimuth cell, changes much gentler.

The spreading factor s is assumed to be dependent on the
wind speed [6], [31]. Therefore, we plot the s extracted at
the buoy site and the wind speed measured by the buoy in
Fig. 12 together. The amplitude of the wind speed is labeled
on the left of y-axis, while s is labeled on the right. The
simultaneous observations last for 11 days. The wind speeds
in this period is not very big with the maximum no larger
than 12 m/s. At the same time, the spreading factor s is less
than four most of the time. The spreading factor s presents a
similar trend to the wind speed in this period. The correlation
coefficient between them is 0.83. This result provides strong
support to the assumption of the dependence of s on the wind
speed.

C. Discussion

In remote sensing of wind information by HFSWR, DBF
techniques is a long-accepted method for isolating the scatter-
ing patch in bearing. Therefore, we replace the MUSIC-APES
approaches in steps 1)–4) of the proposed method by DBF
approach to estimate the energy density at each azimuth

Fig. 13. Wind speed observed by buoy (marked as ink blue) versus spreading
factor derived from HFSWR data at the Buoy site by DBF (marked as
orange red).

Fig. 14. Geographic diagram of the second observation network.

angles. For the radar deployed here, the beamwidth of the
receiving array is about 18°. We use 36 lobes to scan the entire
radar coverage. The interval of the adjacent lobes is 5°. The
spreading factor is then extracted. Fig. 13 shows the temporal
variations of s at the buoy site. Similar to Fig. 12, the wind
speed observed by the buoy is also plotted for contrast. The
estimated s still exhibits likely behavior to the wind speed.
We calculated the correlation coefficient between s and the
wind speed here, and got a value of 0.32, which is significantly
smaller than 0.83, the value obtained from the data shown in
Fig. 12. This comparison indicates that the estimations using
the proposed method provide much stronger evidence to the
assumption that s depends directly on the wind speed. The
rational result gives an indirect validation to the accuracy of
the proposed method in the estimation of s.

Another ocean state observation campaign has been
conducted from January 29, 2013 to March 31, 2013. The
HF radar observation network shown in Fig. 14 was the same
as before. A buoy of the same type as before is fixed at
another site (labeled as VBuoy), which is about 91km off
the LoHI site and 90 km off the DoSA site. This experiment
lasted for two months. The sea states in this period are more
comprehensive, which provide a better chance to adequately
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Fig. 15. Wind speed observed by buoy (marked as ink blue) versus spreading factor derived by HFSWR at VBuoy (marked as orange red). The observation
time at VBuoy is from January 29, 2013 to March 31, 2013.

validate the s extraction by employing this proposed
method.

We estimated the spreading factor s from the data observed
simultaneously by the DoSA and LoHI radars in this period.
The temporal variations of s at the VBuoy site are plotted in
Fig. 15, together with the wind speed measured by the buoy.
The similar temporal behavior between the wind speed and
s is obviously exhibited in Fig. 15. This phenomenon agrees
with that shown in Fig. 12. The correlation coefficient is as
high as 0.91. This result presents further that the assumption
of the dependence of s on the wind speed is rational and that
the proposed method for s extraction is viable.

Comparing with Fig. 12, Fig. 15 shows stronger winds occur
frequently in this period. The wind speeds are larger than
12 m/s in several days. The maximum reaches to about 16 m/s.
The variations of s consist with that of wind speed when
the wind speed is not larger than 12 m/s. However, s stops
dancing with the wind and become chaotic when the wind
speed is larger than 12 m/s. Furthermore, it is astonished to
find that s oscillates almost 180° out of phase to the wind
speed in the period circled by the blue curve in Fig. 15. The
spreading factor s is defined to represent the concentration
of the directional distribution of the wave energy. It is noted
that the extracted s from the 1st spectra represents only the
directional distribution of the Bragg wave, but not for each
ocean wave [30]. The behaviors of s show that the directional
distribution of wave energy at Bragg wavelength becomes
increasingly concentrated with the increase of the wind speed.
But when the wind speed reaches a certain value that is
determined by fetch and duration (here the value is about
12 m/s), the concentration of the direction distribution turns
to decrease or oscillate with the increase of wind speed. Now
the Bragg wave reaches a saturated state and the wave energy
begins to transfer to the lower frequency waves.

VI. CONCLUSION

In this paper, we propose and test a new method for
extracting spreading factor s from broad-beam HF radar data.
Both spreading factor s and wind direction, which are linked
to the Bragg-resonant peaks, are estimated by employing data

from two simultaneous HFSWR observations of an ocean
patch from two independent look angles. We expand upon
the method on the remote sensing of wind information using
long receiving arrays and DBF techniques. The proposed
method explicitly employs DF techniques applied to broad-
beam configurations.

The novel approaches here include: 1) use of the sequential
MUSIC DF algorithm and the APES amplitude determination
algorithm and 2) use of spatial mapping of the gappy DF
returns from each radar site prior to combining data from two
sites.

The devised methodology is shown by detailed simulations
and long period of field observations.

In simulation, we verify the performance of the
MUSIC-APES algorithm. The MUSIC algorithm presents
high bearing resolution. The APES algorithm is able to
estimate the amplitudes rather accurately even for two
undistinguished close targets in bearing. The percentage
deviation of the estimation is less than 1.4%. We also
evaluate the performance of extraction of s by the proposed
method. For the three patches used in the simulation, the
minimum deviation of s is only 2.78% in percentage and the
maximum is 7.14%. The deviation depends on the distances
of the patch from the two radar sites.

The field observations are conducted twice at different
seasons. The one conducted in summer lasts 11 days, the other
conducted in spring lasts more than two months. Buoys are
employed to measure wind vector directly at two sites covered
by both HF radars employed in these two observations.

For the first field experiment, we compare the spreading
factor s estimated using MUSIC-APES approach and DBF
approach. The correlation coefficients between them and the
wind speed measured by the buoy are 0.83 and 0.32. For the
second field experiment, the correlation coefficient between
s extracted by our proposed method and the wind speed
is 0.91. This strong correlation motivates further research
into the possibility of estimating the wind speed from s
extracted from the HFSWR data. In the field experiments,
we also find that s becomes chaotic when the wind speed is
high. These chaotic behaviors of s warrant further research
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into the assumed spreading function shape at high wind
speeds.
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