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Abstract

Computer modeling of sediment transport patterns is generally recognized as a valuable tool for understanding and

predicting morphological developments. In practice, state-of-the-art computer models are one- or two-dimensional (depth-

averaged) and have a limited ability to model many of the important three-dimensional flow phenomena found in nature. This

paper presents the implementation and validation of sediment transport formulations within the proven DELFT3D three-

dimensional (hydrostatic, free surface) flow solver. The paper briefly discusses the operation of the DELFT3D-FLOW module,

presents the key features of the formulations used to model both suspended and bedload transport of noncohesive sediment, and

describes the implemented morphological updating scheme. The modeling of the three-dimensional effects of waves is also

discussed. Following the details of the implementation, the results of a number of validation studies are presented. The model is

shown to perform well in several theoretical, laboratory, and real-life situations.
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1. Introduction

Morphodynamicmodels are indispensable tools that

hydraulic engineers working in coastal, river, and

estuarine systems use to analyze erosion problems,

assessmorphological impacts of human interference (at

several scales), and to aid the design of coastal

defenses. The last century has seen the development
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of these models from simple analytical models to 1D

network, coastal profile, coastline, and multi-line

models. In the 1980s and 1990s, depth-averaged two-

dimensional (2DH) models were developed. Originat-

ing mainly in river engineering (e.g., Struiksma, 1985)

the models often had sophisticated quasi-three-dimen-

sional (quasi-3D) extensions to allow for spiral flow in

bends. Later they were used in coastal areas where

waves also play a crucial role in driving currents. For

reviews of several such models, see de Vriend et al.

(1993) and Nicholson et al. (1997). In the past, quasi-
(2004) 883–915
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3D concepts have also been implemented to account for

cross-shore processes such as return flow, bed slope

effects, and wave asymmetry effects (e.g., Watanabe et

al., 1986; Bos et al., 1996). In coastal environments,

such efforts were not entirely successful. The resulting

transport fields were extremely sensitive to small

disturbances resulting in very irregular patterns.

Péchon and Teisson (1996) presented a morphological

model based on a three-dimensional (3D) flow

description, where the near-bed velocity was coupled

with a local transport formula. This model also

produced rather irregular results, which were at least

partly due to the assumption of local equilibrium

transport. More recently, Gessler et al. (1999) devel-

oped a 3D model for river morphology, which includes

separate solvers for bedload transport and 3D sus-

pended transport. It considers several size fractions of

sediment and keeps track of the bed composition and

evolution during each time step.

As a result, the present state-of-the-art is that quasi-

3D and 3D approaches are successfully applied in river

engineering, but their practical use in estuarine and

coastal applications is limited. The use of straightfor-

ward 2DH morphological models has become more or

less commonplace, especially in relatively large-scale

applications in tidal inlets and estuaries. Ongoing

increases in the computing power available to coastal

engineers have meant that morphological simulations

of years to decades have become feasible (e.g., Steijn

et al., 1998; Roelvink et al., 2001).

However, in complex situations, several processes

contribute to deviations of the velocity profile from a

logarithmic one, such as curvature, acceleration and

deceleration, wind- and wave-driven currents, density

gradients, and Coriolis force. In addition, the shape of

concentration profiles may differ substantially from

those found under equilibrium conditions. Conditions

such as these are common near the mouths of rivers,

in complex estuarine geometries, and near structures.

Predicting the behavior of such complex systems

requires the use of numerical models or model

systems that are able to simulate arbitrary combina-

tions of processes within broad classes of problems.

The DELFT3D package, developed by WLjDelft
Hydraulics in close cooperation with Delft University

of Technology, is a model system that consists of a

number of integrated modules which together allow

the simulation of hydrodynamic flow (under the
shallow water assumption), computation of the trans-

port of water-borne constituents (e.g., salinity and

heat), short wave generation and propagation, sedi-

ment transport and morphological changes, and the

modeling of ecological processes and water quality

parameters.

At the heart of the DELFT3D modeling framework

is the FLOW module that performs the hydrodynamic

computations and simultaneous (or bonlineQ) calcu-

lation of the transport of salinity and heat. This paper

reports the recent addition of online computation of

sediment transport and morphological changes within

the DELFT3D-FLOW module. The main advantages

of this online approach are the following: (1) three-

dimensional hydrodynamic processes and the adapta-

tion of nonequilibrium sediment concentration pro-

files are automatically accounted for in the suspended

sediment calculations; (2) the density effects of

sediment in suspension (which may cause density

currents and/or turbulence damping) are automatically

included in the hydrodynamic calculations; (3)

changes in bathymetry can be immediately fed back

to the hydrodynamic calculations; and (4) sediment

transport and morphological simulations are simple to

perform and do not require a large data file to

communicate results between the hydrodynamic,

sediment transport, and bottom updating modules.

The large number of processes included in

DELFT3D-FLOW (wind shear, wave forces, tidal

forces, density-driven flows and stratification due to

salinity and/or temperature gradients, atmospheric

pressure changes, drying and flooding of intertidal

flats, etc.) mean that DELFT3D-FLOW can be applied

to a wide range of river, estuarine, and coastal

situations. The online sediment version allows calcu-

lation of morphological changes due to the transport,

erosion, and deposition of both cohesive (mud) and

noncohesive (sand) sediments in conjunction with any

combination of the above processes. This makes the

online sediment version of DELFT3D-FLOW espe-

cially useful for investigating sedimentation and

erosion problems in complex hydrodynamic situations.

This paper begins by describing the physical

formulations and numerical implementation used to

model the transport of noncohesive (sand) sediment

within DELFT3D-FLOW. It then presents several

examples of validation studies that have been carried

out using the online sediment version. The validation
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cases range from simple one- and two-dimensional

theoretical tests to recreating three-dimensional phys-

ical model studies and prototype scale investigations.

Unfortunately, space limitations prevent us from

presenting the details of the implementation and

example applications of the cohesive (mud) transport

formulations in this paper. A thorough discussion of

the modeling of cohesive sediments and sand–mud

mixtures using DELFT3D-FLOW may be found in

van Ledden (2001) and van Ledden and Wang (2001).

The validation cases presented here must be seen

as the btip of the icebergQ in terms of the full range of

possible application areas of the model. However, to

test the applicability of the new sediment transport

model to typical coastal problems, we have selected

the goal of simulating the morphological evolution of

an initially straight beach behind an offshore break-

water. This is a typically complex coastal case that

combines (1) wave-driven longshore and cross-shore

currents, (2) flow acceleration, deceleration, and

curvature, (3) nonequilibrium sediment concentrations

due to waves and currents, (4) flooding and drying of

computational cells, and (5) significant morphological

changes.

The test cases leading to this bultimateQ test show
the model’s capability to represent these various

aspects separately. We start with four simple test

cases for which analytical solutions exist. These tests

demonstrate the development of the expected equili-

brium sediment concentration profile under stationary

conditions and confirm the correct numerical imple-

mentation of the sediment pick-up, settling, and

morphological development formulations. They also

serve to indicate the required vertical grid resolution.

Following this, three tests against laboratory flume

experiments are presented. The effects of flow

deceleration and acceleration are tested against a

flume test of flow over a steep-sided trench conducted

by van Rijn (1987). Flow curvature effects are tested

against a curved flume experiment by Struiksma et al.

(1984), and the combined effect of waves and currents

on equilibrium sediment concentration profiles is

tested against flume experiments conducted by

Dekker and Jacobs (2000). The final test for which

real-world validation data exists is a prototype-scale

simulation of the morphological development that

occurred around the extended breakwaters at the

Dutch port of IJmuiden. This is the only tide-
dominated simulation presented in this paper and is

used to test (1) the morphological acceleration

technique included in the model, (2) the difference

between the results of 2DH and 3D models, (3) the

effect of including a schematized wave climate in the

morphological computation, and (4) the sensitivity of

the model to selecting two alternative bed roughness

formulations. Finally, we present the results of two

simulations of theoretical situations previously dis-

cussed in the literature. In the first theoretical test, the

new model is compared with an existing 2DH model

for the case of a propagating Gaussian hump, which

deforms into the well-known star shape discussed by

de Vriend (1987). The test series is then concluded

with the offshore breakwater case discussed by

Nicholson et al. (1997).

The paper concludes with a discussion of the

results so far and an overview of further development

and testing that is foreseen in the near future.
2. Description of model formulations

2.1. Hydrodynamics

2.1.1. Governing equations

The DELFT3D-FLOW module solves the unsteady

shallow-water equations in two (depth-averaged) or

three dimensions. The system of equations consists of

the horizontal momentum equations, the continuity

equation, the transport equation, and a turbulence

closure model. The vertical momentum equation is

reduced to the hydrostatic pressure relation as vertical

accelerations are assumed to be small compared to

gravitational acceleration and are not taken into

account. This makes the DELFT3D-FLOW model

suitable for predicting the flow in shallow seas,

coastal areas, estuaries, lagoons, rivers, and lakes. It

aims to model flow phenomena of which the

horizontal length and time scales are significantly

larger than the vertical scales.

The user may choose whether to solve the hydro-

dynamic equations on a Cartesian rectangular, orthog-

onal curvilinear (boundary fitted), or spherical grid. In

three-dimensional simulations, a boundary fitted (r-
coordinate) approach is used for the vertical grid

direction. For the sake of clarity, the equations are

presented in their Cartesian rectangular form only.



Fig. 1. An example of a vertical grid consisting of six equal thickness r-layers.
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2.1.1.1. Vertical r-coordinate system. The vertical r-
coordinate is scaled as (�1VrV0)

r ¼ z� f
h

ð1Þ

The flow domain of a 3D shallow water model

consists of a number of layers. In a r-coordinate
system, the layer interfaces are chosen following

planes of constant r. Thus, the number of layers is

constant over the horizontal computational area (Fig.

1). For each layer, a set of coupled conservation

equations is solved. The partial derivatives in the

original Cartesian coordinate system are expressed in

r-coordinates by use of the chain rule. This introduces
additional terms (Stelling and van Kester, 1994).

2.1.1.2. Generalized Lagrangian Mean (GLM) refer-

ence frame. In simulations including waves, the

hydrodynamic equations are written and solved in a

GLM reference frame (Andrews and McIntyre, 1978;

Groeneweg and Klopman, 1998; Groeneweg, 1999).

In GLM formulation, the 2DH and 3D flow equations

are very similar to the standard Eulerian equations;

however, the wave-induced driving forces averaged

over the wave period are more accurately expressed.

The relationship between the GLM velocity and the

Eulerian velocity is given by

U ¼ uþ us

V ¼ vþ vs ð2Þ
where U and V are GLM velocity components, u and

v are Eulerian velocity components, and us and vs
are the Stokes’ drift components. For details and

verification results, we refer to Walstra et al. (2000).

2.1.1.3. Hydrostatic pressure assumption. Under the

so-called bshallow water assumptionQ, the vertical

momentum equation reduces to the hydrostatic

pressure equation. Under this assumption, vertical

acceleration due to buoyancy effects or sudden

variations in the bottom topography is not taken into

account. The resulting expression is

BP

Br
¼ � qgh ð3Þ

2.1.1.4. Horizontal momentum equations. The hori-

zontal momentum equations are

BU

Bt
þ U

BU

Bx
þ v

BU

By
þ x

h

BU

Br
� f V

¼ � 1

q0

Px þ Fx þMx þ
1

h2
B

Br
vV

Bu

Br

��

BV

Bt
þ U

BV

Bx
þ V

BV

By
þ x

h

BV

Br
� f U

¼ � 1

q0

Py þ Fy þMy þ
1

h2
B

Br
vV

Bv

Br

��
ð4Þ
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in which the horizontal pressure terms, Px and Py, are

given by (Boussinesq approximations)

1

q0

Px ¼ g
Bf
Bx

þ g
h

q0

Z 0

r

Bq
Bx

þ BrV
Bx

Bq
BrV

�
drV

�

1

q0

Py ¼ g
Bf
By

þ g
h

q0

Z 0

r

Bq
By

þ BrV
By

Bq
BrV

�
drV

�
ð5Þ

The horizontal Reynold’s stresses, Fx and Fy, are

determined using the eddy viscosity concept (e.g.,

Rodi, 1984). For large-scale simulations (when shear

stresses along closed boundaries may be neglected)

the forces Fx and Fy reduce to the simplified

formulations

Fx ¼ vH
B
2U

Bx2
þ B

2U

By2

�
Fy ¼ vH

B
2V

Bx2
þ B

2V

By2

���
ð6Þ

in which the gradients are taken along r-planes. In
Eq. (4), Mx and My represent the contributions due to

external sources or sinks of momentum (external

forces by hydraulic structures, discharge or with-

drawal of water, wave stresses, etc.).

2.1.1.5. Continuity equation. The depth-averaged

continuity equation is given by

Bf
Bt

þ
B

h
hŪU
i

Bx
þ

B

h
hV̄V
i

By
¼ S ð7Þ

in which S represents the contributions per unit area

due to the discharge or withdrawal of water, evapo-

ration, and precipitation.

2.1.1.6. Transport equation. The advection–diffusion

equation reads

B hc½ �
Bt

þ B hUc½ �
Bx

þ B hVc½ �
By

þ B xc½ �
Br

¼ h

�
B

Bx

�
DH

Bc

Bx

�
þ B

By
DH

Bc

By

�� �

þ 1

h

B

Br

�
DV

Bc

Br

�
þ hS ð8Þ
in which S represents source and sink terms per unit

area.

To solve these equations, the horizontal and

vertical viscosity (vH and vV) and diffusivity (DH

and DV) need to be prescribed. In DELFT3D-FLOW,

the horizontal viscosity and diffusivity are assumed to

be a superposition of three parts: (1) molecular

viscosity, (2) b3D turbulenceQ, and (3) b2D
turbulenceQ. The molecular viscosity of the fluid

(water) is a constant value O(10)�6. In a 3D

simulation, b3D turbulenceQ is computed by the

selected turbulence closure model (see the turbulence

closure model section below). b2D turbulenceQ is a

measure of the horizontal mixing that is not resolved

by advection on the horizontal computational grid. 2D

turbulence values may either be specified by the user

as a constant or space-varying parameter, or can be

computed using a subgrid model for horizontal large

eddy simulation (HLES). The HLES model available

in DELFT3D-FLOW is based on theoretical consid-

erations presented by Uittenbogaard (1998) and is

fully discussed by van Vossen (2000).

For use in the transport equation, the vertical eddy

diffusivity is scaled from the vertical eddy viscosity

according to

DV ¼ vV

rc

ð9Þ

in which rc is the Prandtl–Schmidt number given by

rc ¼ rc0Fr Rið Þ ð10Þ

where rc0 is purely a function of the substance being

transported. In the case of the algebraic turbulence

model, Fr (Ri) is a damping function that depends on

the amount of density stratification present via the

gradient Richardson’s number (Simonin et al., 1989).

The damping function, Fr (Ri), is set equal to 1.0 if the

k�e turbulence model is used, as the buoyancy term in

the k�e model automatically accounts for turbulence-

damping effects caused by vertical density gradients.

We note that the vertical eddy diffusivity used for

calculating the transport of bsandQ sediment constitu-

ents may, under some circumstances, vary somewhat

from that given by Eq. (9) above. The diffusion

coefficient used for sand sediment is described in

more detail in Section 2.3.3.
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2.1.1.7. Turbulence closure models. Several turbu-

lence closure models are implemented in DELFT3D-

FLOW. All models are based on the so-called beddy
viscosityQ concept (Kolmogorov, 1942; Prandtl,

1945). The eddy viscosity in the models has the

following form:

vV ¼ clVL
ffiffiffi
k

p
ð11Þ

in which clV is a constant determined by calibration, L

is the mixing length, and k is the turbulent kinetic

energy.

Two turbulence closure models are used in the

simulations presented in this paper. The first is the

balgebraicQ turbulence closure model that uses alge-

braic/analytical formulas to determine k and L and

therefore the vertical eddy viscosity. The second is the

k�e turbulence closure model in which both the

turbulent energy k and the dissipation e are produced

by production terms representing shear stresses at the

bed, surface, and in the flow. The bconcentrationsQ of
k and e in every grid cell are then calculated by

transport equations. The mixing length L is deter-

mined from e and k according to

L ¼ cD
k
ffiffiffi
k

p

e
ð12Þ

in which cD is another calibration constant.

2.1.2. Boundary conditions

To solve the systems of equations, the following

boundary conditions are required.

2.1.2.1. Bed and free surface boundary conditions. In

the r-coordinate system, the bed and the free surface

correspond with r-planes. Therefore, the vertical

velocities at these boundaries are simply

x �1ð Þ ¼ 0 and x 0ð Þ ¼ 0 ð13Þ

Friction is applied at the bed as follows:

vV

h

Bu

Br

				
r¼�1

¼ sbx
q

vv

h

Bv

Br

				
r¼�1

¼ sby
q

ð14Þ

where sbx and sby are bed shear stress components

that include the effects of wave–current interaction.
Friction due to wind stress at the water surface may

be included in a similar manner although this is not

used in the simulations presented in this paper. For the

transport boundary conditions, the vertical diffusive

fluxes through the free surface and bed are set to zero.

2.1.2.2. Lateral boundary conditions. Along closed

boundaries, the velocity component perpendicular to

the closed boundary is set to zero (a free-slip

condition). At open boundaries, one of the following

types of boundary conditions must be specified: water

level, velocity (in the direction normal to the

boundary), discharge, or linearised Riemann invariant

(weakly reflective boundary condition; Verboom and

Slob, 1984). Additionally, in the case of 3D models,

the user must prescribe the use of either a uniform or

logarithmic velocity profile at inflow boundaries.

For the transport boundary conditions, we assume

that the horizontal transport of dissolved substances is

dominated by advection. This means that at an open

inflow boundary, a boundary condition is needed.

During outflow, the concentration must be free.

DELFT3D-FLOW allows the user to prescribe the

concentration at every r-layer using a time series. For

sand sediment fractions, the local equilibrium sedi-

ment concentration profile may be used.

2.1.3. Solution procedure

DELFT3D-FLOW is a numerical model based on

finite differences. To discretize the 3D shallow water

equations in space, the model area is covered by a

rectangular, curvilinear, or spherical grid. It is assumed

that the grid is orthogonal and well structured. The

variables are arranged in a pattern called the Arakawa

C-grid (a staggered grid). In this arrangement, the

water level points (pressure points) are defined in the

center of a (continuity) cell; the velocity components

are perpendicular to the grid cell faces where they are

situated (see Fig. 2).

2.1.3.1. Hydrodynamics. For the simulations presented

in this paper, an alternating direction implicit (ADI)

method is used to solve the continuity and horizontal

momentum equations (Leendertse, 1987). The advant-

age of the ADI method is that the implicitly integrated

water levels and velocities are coupled along grid lines,

leading to systems of equations with a small band

width. Stelling (1984) extended the ADI method of



Fig. 2. The DELFT3D staggered grid showing the upwind method of setting bedload sediment transport components at velocity points. Water-

level points are located in the center of the sediment control volumes.
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Leendertse with a special approach for the horizontal

advection terms. This approach splits the third-order

upwind finite-difference scheme for the first derivative

into two second-order consistent discretizations, a

central discretization, and an upwind discretization,

which are successively used in both stages of the ADI

scheme. The scheme is denoted as a bcyclic methodQ
(Stelling and Leendertse, 1991). This leads to a method

that is computationally efficient, at least second-order

accurate, and stable at Courant numbers of up to

approximately 10. The diffusion tensor is redefined in

the r-coordinate system assuming that the horizontal

length scale is much larger than the water depth (Mellor

and Blumberg, 1985) and that the flow is of boundary-

layer type.

The vertical velocity, x, in the r-coordinate
system, is computed from the continuity equation

Bx
Br

¼ � Bf
Bt

� B hU½ �
Bx

� B hV½ �
By

ð15Þ
by integrating in the vertical from the bed to a level r.
At the surface, the effects of precipitation and

evaporation are taken into account. The vertical

velocity, x, is defined at the iso-r-surfaces. x is the

vertical velocity relative to the moving r-plane and

may be interpreted as the velocity associated with up-

or down-welling motions. The vertical velocities in the

Cartesian coordinate system can be expressed in the

horizontal velocities, water depths, water levels, and

vertical coordinate velocities according to

w ¼ x þ U

�
r
Bh

Bx
þ Bf

Bx

�
þ V

�
r
Bh

By
þ Bf

By

�

þ
�

r
Bh

Bt
þ Bf

Bt

�
ð16Þ

2.1.3.2. Transport. The transport equation is formu-

lated in a conservative form (finite-volume approx-

imation) and is solved using the so-called bcyclic



G.R. Lesser et al. / Coastal Engineering 51 (2004) 883–915890
methodQ (Stelling and Leendertse, 1991). For steep

bottom slopes in combination with vertical stratifica-

tion, horizontal diffusion along r-planes introduces

artificial vertical diffusion (Huang and Spaulding,

1996). DELFT3D-FLOW includes an algorithm to

approximate the horizontal diffusion along z-planes in

a r-coordinate framework (Stelling and van Kester,

1994). In addition, a horizontal Forester filter (Fores-

ter, 1979) based on diffusion along r-planes is applied
to remove any negative concentration values that may

occur. The Forester filter is mass conserving and does

not cause significant amplitude losses in sharply

peaked solutions.

2.2. Waves

2.2.1. General

Wave effects can also be included in a DELFT3D-

FLOW simulation by running the separate DELFT3D-

WAVE module. The DELFT3D-WAVE module must

be accessed before running the FLOW module. This

will result in a communication file being stored that

contains the results of the wave simulation (RMS

wave height, peak spectral period, wave direction,

mass fluxes, etc.) on the same computational grid as

is used by the FLOW module. The FLOW module

can then read the wave results and include them in

flow calculations. Wave simulations may be per-

formed using the second-generation wave model

HISWA (Holthuijsen et al., 1989) or the third-

generation SWAN model (Holthuijsen et al., 1993).

A significant practical advantage of using the SWAN

model is that it can run on the same curvilinear grids

as are commonly used for DELFT3D-FLOW calcu-

lations. Doing this reduces the effort required to

prepare combined WAVE and FLOW simulations.

In situations where the water level, bathymetry, or

flow velocity field change significantly during a

FLOW simulation, it is often desirable to call the

WAVE module more than once. The computed wave

field can thereby be updated accounting for the

changing water depths and flow velocities. This

functionality is possible by way of the MORSYS

steering module that can make alternating calls to the

WAVE and FLOW modules. At each call to the

WAVE module, the latest bed elevations, water

elevations and, if desired, current velocities are

transferred from FLOW.
2.2.2. Wave effects

In coastal seas, wave action may influence mor-

phology for a number of reasons. The following

processes are presently available in DELFT3D-

FLOW.

(1) Wave forcing due to breaking (by radiation

stress gradients) is modeled as a shear stress at the

water surface (Svendsen, 1985; Stive and Wind,

1986). This radiation stress gradient is modeled

using the simplified expression of Dingemans et al.

(1987), where contributions other than those related

to the dissipation of wave energy are neglected. This

expression is as follows:

M
Y ¼ D

x
k
Y ð17Þ

in which M
Y

=forcing due to radiation stress gradients

(N/m2), D=dissipation due to wave breaking (W/m2),

x=angular wave frequency (rad/s), and kY=wave

number vector (rad/m).

(2) The effect of the enhanced bed shear stress on the

flow simulation is accounted for by following the

parameterizations of Soulsby et al. (1993). Of the

several models available, the simulations presented in

this paper use the wave–current interaction model of

Fredsoe (1984).

(3) The wave-induced mass flux is included and is

adjusted for the vertically nonuniform Stokes drift

(Walstra et al., 2000).

(4) The additional turbulence production due to

dissipation in the bottom wave boundary layer and

due to wave whitecapping and breaking at the

surface is included as extra production terms in the

k�e turbulence closure model (Walstra et al.,

2000).

(5) Streaming (a wave-induced current in the

bottom boundary layer directed in the direction of

wave propagation) is modeled as additional shear

stress acting across the thickness of the bottom wave

boundary layer (Walstra et al., 2000).

Processes 3, 4, and 5 have only recently been

included in DELFT3D-FLOW and are essential if

the (wave-averaged) effect of waves on the flow

is to be correctly represented in 3D simulations.

This is especially important for the accurate

modeling of sediment transport in a nearshore

coastal zone.
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2.3. Suspended sediment transport

2.3.1. General

In the online sediment version of DELFT3D-

FLOW, sediment is added to the list of constituents

that can be computed by the transport solver described

in Sections 2.1.1.6 and 2.1.3.2. Up to five sediment

fractions may be defined. Each fraction must be

classified as bmudQ or bsandQ as different formulations

are used for the bed-exchange and settling velocity of

these different types of sediment. In addition to the

transport solver, several auxiliary formulations are

required to fully describe the behavior of the sedi-

ment. The formulations implemented are described

below.

2.3.1.1. Density effects. The equation of state used to

calculate the density of the water with varying salinity

and temperature (Eckart, 1958) is extended to include

the density effect of sediment in suspension as

follows:

q ¼ qw þ
XLSED
l¼1

c
lð Þ
vol q lð Þ

s � qw

��
ð18Þ

in which qw is the density of the water including

salinity and temperature effects; cvol
(l ) is the

volumetric concentration of sediment fraction l;

qs
(l) is the density of solid particles for sediment

fraction l; LSED is the total number of sediment

fractions.

2.3.1.2. Settling velocity. The settling velocity of

sediment is modeled as a function of concentration

and salinity, which may have a significant impact

when modeling the transport of high concentrations

of very fine cohesive sediments. However, for the

sand transport cases considered in this paper, these

effects are insignificant. The settling velocity of a

sand sediment fraction is calculated following the

method of van Rijn (1993) based on the nominal

sediment diameter and the relative density of the

sediment particles.

2.3.2. Sediment exchange with the bed

The exchange of sediment with the bed is

implemented by way of sediment sources and sinks

placed near the bottom of the flow. Separate pairs of
sediment source and sink terms are required for each

sediment fraction. These are calculated and located

differently for mud sediment fractions than for sand

sediment fractions.

For sand sediment fractions, we follow the

approach of van Rijn (1993). A reference height is

calculated based on the bed roughness. The sediment

source and sink terms are located in the first

computational cell that is entirely above the reference

height (the reference cell). Cells that fall below the

reference cell are assumed to rapidly respond to

changes in the bed shear stress, and have a concen-

tration equal to the concentration of the reference cell.

The sediment concentration at the reference height is

calculated using a formula adapted from van Rijn

(1984) to include the presence of multiple sediment

fractions

ca ¼ fSUS g 0:015 qs

d50

a

T 1:5
a

D0:3
4

ð19Þ

in which ca is the mass concentration of the sediment

at the reference height a; fSUS is a user-specified

calibration parameter (default value 1.0); g is the

relative availability of the sediment fraction at the

bed; Ta and D* are the dimensionless bed shear

stress and dimensionless particle diameter (as calcu-

lated by van Rijn, 1993), respectively. We note that

Ta is computed from the flow velocity in the bottom

computational layer by assumption of two logarith-

mic velocity profiles. First, a logarithmic velocity

profile based on the apparent bed roughness (possi-

bly enhanced by wave orbital motion) is assumed to

exist between the mid-height of the bottom computa-

tional layer and the top of the wave boundary layer

(if one exists). Then, a velocity profile based on the

actual (specified) bed roughness is assumed to exist

within the wave boundary layer. This allows the

computation of u*, and hence Ta, regardless of the

relative heights of the middle of the bottom

computational layer, the edge of the wave boundary

layer, and the z0 roughness height.

The sediment source and sink terms are then

calculated assuming a linear concentration gradient

between the calculated reference concentration at

height a and the computed concentration in the

reference cell. The terms are split so that the sediment

source can be evaluated explicitly, whereas the sink
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must be included in the transport equation implicitly

(Lesser, 2000). The resulting expressions are

Source ¼ ca
DV

Dz

��

Sink ¼ ckmx

DV

Dz
þ ws

��
ð20Þ

in which DV is the vertical diffusion coefficient at the

bottom of the reference cell, Dz is the vertical distance

from the reference level a to the centre of reference

cell, and ckmx is the mass concentration of the

sediment fraction in question in the reference cell

(solved implicitly).

For mud sediment fractions, the source and sink

terms are always located in the bottom computational

cell and are computed with the well-known Parthe-

naides and Krone formulations (Partheniades, 1965).

For further details, refer to van Ledden (2001).

2.3.3. Vertical diffusion coefficient for sediment

For sand sediments, in situations without waves,

rc0 in Eq. (10) is set to 1.0 and van Rijn’s b factor

(used to describe the difference between fluid and

granular diffusion; van Rijn, 1993) is included in Eq.

(9). This results in

DV ¼ b
vV

rc

ð21Þ

where

b ¼ 1þ 2

�
ws

u
4;c

�2
limited to the range 1:0VbV1:5 ð22Þ

in which u
*,c

is the current-related bed shear velocity.

Note that when the k�e turbulence closure model is

selected, rc will also be equal to 1.0 in Eq. (21). For

the algebraic turbulence model, rc is limited to the

role of representing the turbulence damping effects of

vertical density gradients. For this reason, van Rijn’s

/ factor (van Rijn, 1984) that also accounts for these

effects is not implemented.

For simulations including waves, using the k�e
turbulence closure model, the approach is similar to

that described above, with one exception. As van

Rijn’s b factor is intended to apply to only the current-
related mixing, the b factor applied to the total mixing

computed by the k�e model is reduced according to

the expression

beff ¼ 1þ b � 1ð Þ sc
sw þ sc

ð23Þ

where sc is the bed shear stress due to current and sw
is the bed shear stress due to waves. beff is then

applied in place of b in Eq. (21).

For simulations including waves, using the

algebraic turbulence model, a different approach is

used for the vertical diffusion coefficient of sand

sediment fractions. In this case, the diffusion

coefficient is calculated using analytical expressions

given by van Rijn (1993) for both the current- and

wave-related turbulent mixing. The current-related

mixing is calculated using the bparabolic constantQ
distribution recommended by van Rijn

zb0:5h DV ;c ¼ k bu
4;c

zð1� z=hÞ
zz0:5h DV ;c ¼ 0:25k bu

4;c
h

ð24Þ

where DV,c is the vertical sediment diffusion coef-

ficient due to currents, and u
*,c

is the current-related

bed shear velocity. In the lower half of the water

column, this expression produces similar turbulent

mixing values to those produced by the standard

algebraic turbulence closure model in current-only

situations.

The wave-related mixing is calculated as

zVds DV;w ¼ DV;bed ¼ 0:004D4 ds l d

zz0:5h DV;w ¼ DV;max ¼ 0:035h Hs=Tp
dsbzb0:5h DV;w ¼ DV;bed

þ DV;max � DV;bed

 � z� ds
0:5h� ds

��
ð25Þ

where DV,w is the vertical sediment diffusion coef-

ficient due to waves and ds is the thickness of the

near-bed sediment mixing layer following van Rijn,

and Ûd is the peak wave orbital velocity at the edge of

the wave boundary layer.

The total vertical sediment diffusion coefficient is

then calculated as

DV ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2

V;c þ D2
V;w

q
ð26Þ
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where DV is the vertical sediment diffusion coefficient

used in the suspended sediment transport calculations

for this sediment fraction.

For all sand sediment fractions, the vertical sedi-

ment diffusion coefficient for layers below the

reference layer is set to a relatively high value. This

ensures that the concentration of cells below the

reference cell comes rapidly to equilibrium. The

above calculation of the vertical sediment diffusion

coefficient is repeated for each sediment fraction.

2.3.4. Suspended sediment correction vector

In the online-sediment version of DELFT3D-

FLOW, the transport of suspended sediment is

computed over the entire water column (from

r=�1 to r=0). However, for sand sediment frac-

tions, van Rijn regards sediment transported below

the reference height, a, as belonging to bbedloadQ
sediment transport that is computed separately as it

responds almost instantaneously to changing flow

conditions and feels the effects of bed slopes. To

prevent double counting, the suspended sediment

transport computed by the FLOW transport solver

below the reference height a is estimated using

simple central difference schemes for both advec-

tion, and diffusion and the result is stored as a

bsuspended sediment correction vectorQ (Scor,uu and

Scor,vv). The direction of the correction vector is

reversed, and gradients in this vector are included in

the computed morphological changes as described in

Section 2.5.

2.4. Bedload sediment transport

Bedload transport is calculated for all sand sedi-

ment fractions following the approach described by

van Rijn (1993). This accounts for the near-bed

sediment transport occurring below the reference

height a described above.

First, the magnitude and direction of the bedload

sand transport are computed using one of two

formulations presented by van Rijn depending on

whether waves are present in the simulation. The

computed sediment transport vectors are then relo-

cated from water level points to velocity points using

an bupwindQ computational scheme to ensure numer-

ical stability. Finally, the transport components are

adjusted for bed-slope effects.
2.4.1. Basic formulation

2.4.1.1. Simulations without waves. For simulations

without waves, the magnitude of the bedload transport

on a horizontal bed is calculated using a formulation

provided by van Rijn (personal communication, June

2000)

jSbj ¼ fBED g0:5qs d50u4VD
�0:3
4 T ð27Þ

where jSbj is the bedload transport rate (kg/m/s);

fBED is a user-specified calibration factor (default

value 1.0), which is included to allow users to adjust

the overall significance of bedload sediment trans-

port; g is the relative availability of the sediment

fraction in the mixing layer; u*V, D*, and T are the

effective bed shear velocity, the dimensionless

particle diameter, and the dimensionless bed-shear

stress (all following van Rijn), respectively. u*V and

T are based on the computed velocity in the bottom

computational layer.

In the absence of waves, the direction of the

bedload transport is taken to be parallel with the

flow in the bottom computational layer. Thus, the

bedload vector components are given by

Sb;u ¼
ub;u

jubj
jSbj; Sb;v ¼

ub;v

jubj
jSbj ð28Þ

where ub,u, ub,v, and jubj are the local bottom-layer

flow velocity components and magnitude.

2.4.1.2. Simulations including waves. For simulations

including waves, the magnitude and direction of the

bedload transport on a horizontal bed are calculated

using an approximation method developed by van

Rijn (2001). This method includes an estimate of the

effects of wave orbital velocity asymmetry on bedload

sediment transport. The method computes the magni-

tude of the bedload transport as

jSbj ¼ g0:006qswsM
0:5M 0:7

e ð29Þ

where jSbj=magnitude of bedload transport (kg/m/s),

g=relative availability of the sediment fraction in the

mixing layer, M=sediment mobility number due to
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waves and currents, and Me=excess sediment mobility

number. M and Me are computed as

M ¼ v2eff
s� 1ð Þgd50

ð30Þ

Me ¼
veff � vcrð Þ2

s� 1ð Þgd50
ð31Þ

where

veff ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2R þ U 2

on

q
ð32Þ

in which s=relative sediment density (=qs/q),
vcr=critical depth-averaged velocity for initiation of

motion (based on a parameterization of the Shields

curve), vR=magnitude of an equivalent depth-aver-

aged velocity computed from the (Eulerian) velocity

in the bottom computational layer, assuming a

logarithmic velocity profile, Uon=near-bed peak

orbital velocity in onshore direction (in the direction

on wave propagation) based on the significant wave

height.

Uon (and Uoff used below) are the high-frequency,

near-bed orbital velocities due to short waves and are

computed using a modification of the method of Isobe

and Horikawa (1982). This method is a parameter-

ization of fifth-order Stokes wave theory and third-

order cnoidal wave theory. It can be used over a wide

range of wave conditions and takes into account the

nonlinear effects that occur as waves propagate in

shallow water (Grasmeijer and van Rijn, 1998).

The direction of the bedload transport vector is

determined by assuming that it is composed of two

parts: (1) a part due to the current (Sb,c) that acts in the

direction of the (Eulerian) near-bed current, and (2) a

part due to the waves (Sb,w) that acts in the direction

of wave propagation. The magnitudes of these two

parts are determined as follows:

jSb;cj ¼
jSbjffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ r2 þ 2jrjcosu
p ð33Þ

jSb;wj ¼ rjSb;cj ð34Þ
where

r ¼ jUonj � vcrð Þ3

jvRj � vcrð Þ3
ð35Þ

Sb,w=0 if rb0.01, Sb,c=0 if rN100, and u=angle

between current and wave directions.

Also included in the bbedloadQ transport vector is an
estimation of the suspended sediment transport due to

wave asymmetry effects. This is intended to model the

effect of asymmetric wave orbital velocities on the

transport of suspended material within approximately

0.5 m of the bed and accounts for the bulk of the

suspended transport affected by high-frequency wave

oscillations.

This wave-related suspended sediment transport is

modeled using an approximation method proposed by

van Rijn (2001):

jSs;wj ¼ cUALT ð36Þ

where jSs,wj=magnitude of the wave-related suspended

transport (kg/m/s), c=phase lag coefficient (=0.2),

UA=velocity asymmetry value=(Uon
4�Uoff

4 )/(Uon
3 +Uoff

3 ),

and LT=suspended sediment load=0.007qs d50M.

The three separate transport modes are then

combined under the assumption that Sb,c is in the

direction of the (Eulerian) near-bed current and Sb,w
and Ss,w are in the direction of wave propagation. This

results in the following bedload transport components:

Sb;u¼fBED
ub

jYubj
jSb;cjþ fBEDW Sb;wþfSUSW Ss;w

� �
cos/

��

Sb;v¼ fBED
ub

jYubj
jSb;cjþ fBEDW Sb;wþ fSUSW Ss;w

� �
sin/

��
ð37Þ

where fBED=user-specified calibration factor (default

value 1.0), fBEDW=user-specified calibration factor

(default value 1.0), fSUSW=user-specified calibration

factor (0.5 recommended for field cases, 1.0 for

flumes), ub, vb,Yub=Eulerian velocity components and

vector in the bottom computational layer, and /=local

angle between the direction of wave propagation and

the computational grid.
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2.4.2. Upwind shift

The bedload transport vector components described

above are computed at the water level points in the

DELFT3D-FLOW staggered grid (e.g., Sb,u in Fig. 2),

as are the suspended-sediment sources and sinks. The

bedload vector components at the velocity points (e.g.,

Sb,uu), around the perimeter of each cell control

volume, are determined by transferring the appropriate

vector components from the adjacent water level point

half a grid cell bupwindQ, as indicated in Fig. 2. The

upwind direction is based on the computed direction of

the bedload transport vectors in the water level points.

If the vector directions in adjacent water level points

oppose, then a central scheme is used. This upwind

shift ensures numerical stability and allows the

implementation of an extremely simple morphological

updating scheme, as described in Section 2.5 below.

In the example shown in Fig. 2, the bedload

sediment transport components at the u- and v-velocity

points of grid cell (m,n) are set as follows: in the u

direction, the transport at the u-velocity point, S b,uu
(m,n), is

set equal to the u-component of the transport computed

at the upwind water level point, in this case, Sb,u
(m,n). In

the v direction, the transport at the v-velocity point,

Sb,vv
(m,n), is in this case set equal to Sb,v

(m,n+1) because the

bedload transport direction opposes the grid direction.

Following the upwind shift, the bedload transports at

the U and V velocity points are then modified for bed-

slope effects.

2.4.3. Bed slope effects

As bedload transport is more-or-less continuously in

contact with the bed, the slope of the bed affects the

magnitude and direction of the bedload transport

vector. A longitudinal slope in the direction of the

bedload transport modifies the magnitude of the bed-

load vector as follows (modified from Bagnold, 1966):

Sb;uu ¼ as Sb;uu; Sb;vv ¼ as Sb;vv ð38Þ

where

as ¼ 1þ fALFABS


 tan /ð Þ

cos

�
tan�1

�
Bz

Bs

���
tan /ð Þ � Bz

Bs

� � 1

3
775

2
664

ð39Þ
in which fALFABS is a user-specified tuning parameter,

Bz/Bs is the bed slope in the direction of the bedload

transport (positive down), / is the internal angle of

friction of bed material (assumed to be 308).
A transverse bed slope modifies the direction of the

bedload transport vector. This modification is broadly

based on the work of Ikeda (1982) and is computed as

follows:

Sb;uu ¼ Sb;uu � an Sb;vv; Sb;vv

¼ Sb;vv þ an Sb;uu ð40Þ

where

an ¼ fALFABNð sb;cr
sb;cwÞ

0:5
Bz

Bn
ð41Þ

in which fALFABN is a user-specified coefficient

(default 1.5), sb,cr is the critical bed shear stress, sb,cw
is the bed shear stress due to current and waves, Bz/

Bn is the bed slope normal to the unadjusted bedload

transport vector.

2.5. Morphodynamics

The quantity of each sediment fraction available at

the bed is computed every half time step using simple

bookkeeping for the control volume of each computa-

tional cell. This simple approach is made possible by

the upwind shift of the bedload transport components

described above, and is much less computationally

intensive than the Lax–Wendroff bed updating

scheme used in many other morphological models.

2.5.1. Suspended sediment transport

The net sediment change due to suspended sedi-

ment transport is calculated as follows:

Ds m;nð Þ
sus ¼ fMOR Sink� Sourceð ÞDt ð42Þ

where fMOR is the morphological acceleration factor

(described in Section 2.5.2), Sink and Source are the

suspended-sediment sink and source terms as given

by Eq. (20) above, and Dt is the computational (half)

time step.

The correction for suspended sediment transported

below the reference height, a, is taken into account by
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including gradients in the suspended transport correc-

tion vector, Scor, as follows:

Ds m;nð Þ
cor ¼ fMOR

S
m�1;nð Þ
cor;uu Dy m�1;nð Þ � S

m;nð Þ
cor;uuDy

m;nð Þþ
S

m;n�1ð Þ
cor;vv Dx m;n�1ð Þ � S

m;nð Þ
cor;vvDx

m;nð Þ

 !


 Dt

A m;nð Þ ð43Þ

where A(m,n) is the area of the computational cell at

location (m,n); Scor,uu
(m,n) and Scor,vv

(m,n) are the suspended-

sediment correction vector components in the u and v

directions, at the u and v velocity points of the

computational cell at location (m,n); Dx(m ,n) and

Dy(m,n) are the widths of cell (m,n) in the x and y

directions, respectively.

2.5.2. Bedload sediment transport

Similarly, the change in bottom sediment due to

bedload transport is calculated as

Ds
m;nð Þ
bed ¼ fMOR

�
S

m�1;nð Þ
b;uu Dy m�1;nð Þ

� S
m;nð Þ
b;uu Dy m;nð Þ þ S

m;n�1ð Þ
b;vv Dx m;n�1ð Þ

� S
m;nð Þ
b;vv Dx m;nð Þ

� Dt

A m;nð Þ ð44Þ

where S b,uu
(m,n) and S b,vv

(m,n) are the bedload sediment

transport vector components at the u and v velocity

points, respectively.

2.5.3. Total change in bed sediments

The total change in sediment is simply the sum of

the change due to suspended load, the change due to

the suspended-load correction vector, and the change

due to bedload. This process is repeated for each

sediment fraction.

2.5.4. Morphological acceleration factor

The morphological acceleration factor, fMOR, is a

device used to assist in dealing with the difference in

time-scales between hydrodynamic and morphological

developments. It works very simply by multiplying the

changes in bed sediments by a constant factor, thereby

effectively extending the morphological time step.

Effectively

Dtmorphology ¼ fMORDthydrodynamic ð45Þ
This technique is very similar to the belongated tideQ
technique proposed by Latteux (1995) and implies

that long morphological simulations can be achieved

using hydrodynamic simulations of only a fraction of

the required duration. Obviously, there are limits to

the morphological acceleration factor that can be

applied, depending on the characteristics of the

location under consideration. The selection of a

suitable morphological acceleration factor remains a

matter of judgement and sensitivity testing for the

modeler. Several test cases applying different mor-

phological acceleration factors have been performed

during the validation process. The results of two of

these tests are presented in Sections 3.2.4 and 3.3.1.

Expressions are also included that limit the erosion

due to suspended and bedload if the quantity of

sediment at the bed approaches zero (i.e., a fixed layer

is approached). These expressions are formulated so

that the continuity of sediment mass in the model is

not violated.

2.5.5. Feedback to hydrodynamics

The depth to the bed in water level and velocity

points is (optionally) also updated every half time

step. This takes into account the total change in mass

of all sediment fractions present in a computational

cell. At this stage of development, all sediment

fractions are assumed independent and instantly

mixed. This simple bottom model is perfectly

adequate for the simulations presented in this paper,

which only use one sediment fraction. An improved

bed model is the subject of ongoing development

efforts and more advanced bottom updating models

are available in research versions of the code (e.g., as

implemented by van Ledden and Wang, 2001).

To ensure stability of the morphological updating

procedure, it is important to ensure a one-to-one

coupling between bottom elevation changes and

changes in the bed shear stress used for bedload

transport and sediment source and sink terms. This is

achieved by using a combination of upwind and

downwind techniques as follows:

! Depth in water level points is updated based on

the changed mass of sediment in each control

volume.

! Depth in velocity points is taken from upwind

water level points.
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! Bed shear stress in water level points (used for

computing bedload sediment transport and sus-

pended sediment source and sink terms) is taken

from downwind velocity points.

! Bedload transport applied at velocity points is

taken from upwind water level points.

3. Validation tests

The tests performed to validate the sediment

version of DELFT3D-FLOW can be divided into

three categories: (1) simulations for which an

analytical solution exists; (2) simulations of

physical experiments and prototype situations that

have reliable initial, boundary, and final condi-

tions; and (3) simulations of situations where the

results can only be compared with theoretical

considerations and results produced by other

computer models.

3.1. Comparison with analytical solutions

3.1.1. Equilibrium conditions

Under equilibrium (i.e., stationary and uniform)

conditions, the advection diffusion equation reduces

to

cws þ DV

dc

dz
¼ 0 ð46Þ

Under the assumptions of a constant sediment fall

velocity and a parabolic sediment mixing profile, this

equation has the solution

c

ca
¼ a h� zð Þ

z h� að Þ

�k
"

ð47Þ

where the suspension number, k=((ws)/(bju*)).
This is commonly referred to as the bRouseQ

sediment concentration profile. A series of tests

were performed simulating the suspended sediment

transport in a very long (8 km) straight flume with

a constant water depth of 5.0 m. The depth-

averaged velocity in the flume was 2.0 m/s. Fig. 3

shows the sediment concentrations calculated 6 km

from the upstream boundary where clear water
enters the flume. The results of five simulations

performed using differing numbers of (logarithmi-

cally spaced) layers, and different turbulence

closure models (TCMs) are presented, superim-

posed on the analytical Rouse profile. It is clear

that, under equilibrium conditions, the computed

sediment concentrations are not sensitive to either

the number of layers or the chosen TCM, and that

all computed results lie close to the analytical

Rouse profile.

3.1.2. Suspended sediment transport development

Another interesting case, for which an analytical

approximation exists, is the development of sus-

pended sediment transport at the upstream end of a

channel with an initially clear flow. In this case,

the flow pattern is stationary; however, the

suspended sediment transport rate increases with

distance down the channel until equilibrium con-

ditions are achieved. This situation was simulated

using the DELFT3D-FLOW module and the results

compared with the analytical solution of Hjelmfelt

and Lenau (1970). The simulation parameters were

h ¼ 1:00 m; Ū¼ 1:5 m=s;C ¼ 47 m0:5s�1;

a ¼ 0:05 m

The simulated flume consisted of 120 1-m grid

cells in the longitudinal direction and 50 logarith-

mically spaced layers in the vertical direction. The

simulations were performed using the algebraic

turbulence closure model. The density effects of

the suspended sediment were neglected, and a

computational time step of 1.5 s was used.

Sediment transport, but not morphological change,

was allowed to occur during the simulation. Three

simulations were performed with median sediment

diameters of 184, 130.5, and 67.5 Am, respectively.

These sediment sizes were chosen to produce

dimensionless suspension number, k, values of

0.5, 0.3, and 0.1 for the three simulations. This

allowed direct comparison with the analytical

results published by Hjelmfelt and Lenau.

Fig. 4 is a vertical longitudinal slice through the

first simulation (k=0.5) and shows contours of equal

sediment concentration. In this plot, all variables are

nondimensionalized to compare with the analytical



Fig. 3. Equilibrium sediment concentration profiles computed 6 km down a long flume showing the effect of varying layer spacing and choice of

turbulence closure model (TCM).
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results. The dimensionless variables used in the plot

are defined as follows:

k ¼ ws

bju4
; X ¼ bju4x

Ū
h; Z ¼ z

h
; C ¼ c

ca
;

and A ¼ a

h

Fig. 4 shows that the simulation results reproduce

the analytical solution well, although suspended
Fig. 4. Contours of equal sediment concentration along a flume showin

initially clear flow (after Hjelmfelt and Lenau, 1970).
sediment concentrations are overestimated slightly

(less than 10%) as equilibrium conditions are

approached toward the downstream end of the

flume. Further investigation shows that the majority

of this error can be attributed to the first-order

upwind sediment settling scheme used in the

DELFT3D model. This scheme is retained, how-

ever, as we consider that its excellent stability in a

wide range of flow conditions more than compen-
g the adaptation of the suspended sediment concentration from an



Fig. 5. Suspended sediment concentration profiles at various distances along a flume showing the progressive development of an equilibrium

sediment concentration profile.
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sates for the slight overestimation of sediment

concentrations that it produces.

Fig. 5 illustrates the gradual development of the

sediment concentration profile along the length of one

DELFT3D model simulation. It can be seen that the

profile develops smoothly, and that equilibrium
Fig. 6. Development of the depth-averaged suspended sediment concentra

and Lenau, 1970).
conditions have still not been reached by a distance

of x/h=100.

Fig. 6 shows a longitudinal profile of the depth-

averaged suspended sediment concentration computed

in three simulations using different sediment grain

sizes. Again, the computed results compare well with
tion along a flume for three different sediment sizes (after Hjelmfelt
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the analytical solution of Hjelmfelt and Lenau. The

simulations were repeated using just six r layers in

the vertical and the results were found to be very

similar (maximum error of 16% compared to the

analytical solution).

3.1.3. Equilibrium slope of a straight flume

In this experiment, a relatively short straight flume

with a movable bed is simulated. At the upstream

boundary, a constant-discharge boundary condition is

applied and the flow enters the flume carrying the

local equilibrium suspended sediment concentration

profile. At the downstream end of the flume, a

constant water level is specified. As the bed of the

flume is initially horizontal, an accelerating flow is

created. This in turn causes an increasing sediment

transport rate along the length of the flume, and

erosion of the bed. This process continues until the

bed of the flume matches the slope of the water

surface and the process becomes stationary; equili-

brium conditions have been achieved. Fig. 7 shows

the profile of the bed of the flume at four times during

the simulation. It can be seen that a stable solution is

reached after approximately 30 h and that, after a

small (2 mm) adaptation near the upstream boundary,

the equilibrium bottom profile forms a straight line at

a constant slope. Simple calculations confirm that the

slope of the bed is very close to the theoretical slope

of the water surface given the specified discharge and

bed roughness.
Fig. 7. Longitudinal profile of the bed of a simulated flume at four times

equilibrium slope from an initially horizontal bed.
3.1.4. Settling basin

The opposite case to the development of a sedi-

ment concentration profile is the falling of sediment

out of suspension when the energy of a flow

decreases. Fig. 8 shows the result of a simulation of

a perfectly still settling basin containing water with an

initial uniform sediment concentration of 2 kg/m3.

In theory (neglecting background molecular dif-

fusion), all the sediment should fall to the bottom and

accumulate in the time taken for a single particle to

fall from the water surface to the bed. Fig. 8 shows the

result of just such a simulation. In this case, the water

is 5-m deep and the sediment settling velocity is

0.0257 m/s. In theory, all sediment should accumulate

in 3.25 min. It can be seen that DELFT3D approx-

imates the theoretical solution rather well, especially

when the computational time step is reduced. Several

configurations with different layer spacings were

tested and little sensitivity was discovered. In all

tests, the total quantity of sediment available in the

flow does accumulate at the bed; continuity of

sediment is preserved.

3.2. Comparison with physical models and prototype

measurements

3.2.1. Trench migration experiment

In this experiment, water flows across a steep-sided

trench cut in the sand bed of a flume. The water

reaches the upstream edge of the trench carrying the
during a morphological simulation, showing the development of an



Fig. 8. Results of the settling basin test showing accumulation of initially suspended sediment at the bed. Three simulations show the influence

of the computational time step on the computed result.
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equilibrium suspended sediment concentration profile.

As the flow decelerates over the deeper trench, some

sediment is deposited. Sediment is then picked back

up by the accelerating flow at the downstream edge of

the trench. Due to the spatial difference between the

areas of deposition and erosion, the trench appears to

migrate downstream. Fig. 9 shows the initial situation

before the trench starts to deform. Both the results of

measurements carried out by van Rijn (1987) and the

computed results of DELFT3D-FLOW are presented.

The significant changes in both flow velocity and

sediment concentration profiles, measured as the flow

crosses the trench, are well represented in the

DELFT3D simulation.

Fig. 10 shows the measured and computed position

of the trench after 15 h. It can be seen that the trench

has been reduced to approximately one-half of its

initial depth, and has migrated about 3 m downstream.
Fig. 9. Measured and computed velocity and sediment concentration pr

development takes place (after van Rijn, 1987).
The computed result is in very good agreement with

the measurements. All computational tuning parame-

ters were left at their default values.

3.2.2. Curved flume experiment

In this experiment, another flume test was simu-

lated. In this case, the flume began with a straight

inflow section 7-m long followed by a bend of 1408
with a radius of curvature of 12 m and a straight

outflow section 11-m long. The width of the flume

was 1.5 m. The flume had a mobile sand bed and a

sand pump was used to recirculate the sand deposited

at the downstream end of the flume. The flume was

run at a constant discharge for approximately 2 weeks

until an equilibrium state was reached. Over a period

of 3 days, 25 sets of bed-level readings were taken at

10 points across each of 45 cross-sections. The

number of repeated readings was judged to be
ofiles across a trench in a flume before significant morphological



Fig. 10. Measured and computed trench profile after 15 h (after van Rijn, 1987).
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sufficient to remove the effects of slowly propagating

bed forms and to provide a reliable estimate of the

time-averaged bed level at each point (Fig. 11).

The important parameters governing the experi-

ment were as follows: Q=0.047 m3/s, h̄=0.08 m,

ū=0.39 m/s, I=2.36
10�3, C=28.4 m0.5/s, and

D50=450 Am where I is the average longitudinal

slope of both the water surface and bed. For a detailed

description of the model features and operation,

reference is made to Struiksma (1983).
Fig. 11. Measured and computed equilibrium water de
The left panel of Fig. 11 shows the equilibrium

water depths measured in the experiment. The

measurements clearly show the effect of the 3D spiral

flow in the bend on the bathymetry, as well as a less

distinct oscillation caused by the entire depth-aver-

aged flow bbouncingQ from one wall of the flume to

the other, around the bend, and continuing down-

stream. The experiment was simulated using the

online sediment version of DELFT3D using a curvi-

linear grid consisting of 10
93 grid cells and 10 r-
pths in a curved flume (after Struiksma, 1983).



Fig. 12. Longitudinal profiles of measured and computed equilibrium bed levels 0.225 m from each side wall of a curved flume.

Fig. 13. Equilibrium water depths in a curved flume computed using a Chezy roughness coefficient.
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Fig. 14. Longitudinal profiles of measured and computed equilibrium bed levels 0.225 m from each sidewall of a curved flume. Computation

uses a Chezy roughness coefficient.
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layers in the vertical. The numerical model was run

using the geometry and parameters described above,

using bedload sediment transport only, until the

bathymetry became reasonably stable (33 morpho-

logical hours). The results can be seen in the right

panel of Figs. 11 and 12.

Again, the computed result is favorably close to the

measured bathymetry. We emphasize that this result

was achieved with all sediment and flow parameters

set at default values with the three following

exceptions: (1) the horizontal fluid viscosity was

reduced to a constant value of 0.001 m2/s to reflect the

rather fine computational grid, (2) the transverse bed-

slope effect factor was increased from 1.5 to 2.0, and

(3) the bed roughness was specified as a constant

roughness height of 0.025 m, rather than use the

Chezy value of 28.4 m0.5/s specified in the description

of the experiment. We found that, in this case, it is
Fig. 15. Arrangement of wave and current flume e
essential to specify a constant roughness height as the

depth changes significantly across the flume. When

the Chezy roughness formulation is used, the rough-

ness height becomes a function of the water depth,

thereby introducing a significant variation in rough-

ness across the flume. In this case, specifying a Chezy

roughness value appears to have a strong damping

effect on the bathymetry—not in line with the

experimental results. The bathymetry and long sec-

tions for the same simulation performed using the

Chezy roughness coefficient are presented in Figs. 13

and 14.

3.2.3. Wave and current flume experiment

This experiment conducted by Dekker and Jacobs

(2000) in a 45-m-long wave flume investigated the

velocity and sediment concentration profiles produced

by three combinations of waves and currents acting
xperiment (after Dekker and Jacobs, 2000).
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over a sand bed (D50=165 Am). All experiments were

performed using random waves (Hs=15 cm). The

strength of the current, which was always in the same

direction as the waves, was varied from one experi-

ment to the next. The layout of the flume used in their

experiment is reproduced in Fig. 15; the water depths

are indicated in centimeters. The sediment measure-

ments were made 14 m downstream from the start of

the mobile sand bed.

The results of three of Dekker and Jacobs’

experiments and the corresponding computer simu-

lations using the k�e TCM and 20 r-layers are

presented in Figs. 16–18. The results using the

algebraic TCM were very similar. Fig. 16 shows the
Fig. 16. Measured and computed velocity and sediment c

Fig. 17. Measured and computed velocity and sediment concentra

Fig. 18. Measured and computed velocity and sediment concentr
profiles recorded for the wave-only (no net current)

experiment. Fig. 17 shows the results including a

following current of 0.26 m/s. In Fig. 18, the

velocity of the following current was increased to

0.40 m/s. The difference between the velocity

profiles measured in each of the experiments is

clearly visible when comparing the three sets of

figures. In Fig. 16, the influence of the wave

streaming can clearly be seen in the near-bed region.

The computed sediment concentration profiles agree

remarkably well with the measurements under all the

wave and current combinations tested. We note that

these numerical simulations were performed with all

tuning parameters left at their default settings.
oncentration profiles for waves with no net current.

tion profiles for waves with a moderate following current.

ation profiles for waves with a stronger following current.
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3.2.4. IJmuiden harbor morphological development

As a more severe real-life test case, we chose the

evolution of the sea bed and adjacent coast at

IJmuiden. The breakwaters of IJmuiden, the seaport

of Amsterdam (see Fig. 19), were extended by

approximately 2500 m during the period 1962–

1968. Since then, a large scour hole has developed

near the tip of the longest, southern, breakwater and

the coastline has accreted more than 500 m, especially

on the southern side of the harbor. Further away from

the harbor the coast has suffered erosion.

Regular bathymetric surveys of the area have been

performed and dredging data have been collected.

Roelvink et al. (1998), compiled, digitized where

necessary, and tailored these data for model valida-

tion. Data have been collected over a period of 28

years; however, in this paper, we focus on the first 8

years of morphological development, from 1968 to

1976. The shore-parallel tidal motion in the area is

well documented and several operational models exist

that can be used to generate boundary conditions for a

detailed model of the vicinity of the harbor. Direc-
Fig. 19. The location of IJmuiden on the Dutch coast.
tional wave data are available from nearby stations in

approximately 20 m of water depth.

Roelvink et al. (1998) compared several model

simulations. These simulations used the 2DH (offline)

mode of the DELFT3D model system (DELFT2D-

MOR) and transport formulations by Bijker (1971),

and were compared with a simplified transport update

scheme. Qualitatively, a reasonable agreement was

found for the development of the scour hole and

deposition zones north and south of the breakwaters.

However, the deposition zones were too pronounced

compared to the measurements.

During the period of 1968–1976, the morpholog-

ical developments in the area around the breakwater

tips (water depths of 15–20 m) and in the nearshore

areas were almost unconnected; the first was very

much tide dominated while the second was mainly

wave dominated. This allows us to take a stepwise

approach to testing the results of the present model.

The DELFT3D-FLOW model was set up both in

2DH and 3D mode. First, 2DH simulations were

performed to test the effect of the morphological

factor. Then, the model was extended to 3D and

simulations were performed both with and without

waves. Finally, a simulation with a different bed

roughness formulation was made to check the

sensitivity of the model to this important parameter.

Table 1 gives an overview of the runs made.

A curvilinear grid was constructed with a good

(approximately 100 m) resolution near the harbor

entrance and near the coast, but gradually coarsening

toward the model boundaries, which were located

some 10–15 km from the harbor. A single representa-

tive tide was selected based on initial transport

computations over a spring-neap cycle. The selected

tide had an amplitude of 1.1 times the average tidal

amplitude.
Table 1

Morphological simulations performed for IJmuiden breakwater

extension

Run

no.

Dimensions Morphological

factor

Waves Roughness Period

1 2DH 20 No n=0.028 1968–1976

2 2DH 100 No n=0.028 1968–1976

3 3D 100 No n=0.028 1968–1976

4 3D 100 Yes n=0.028 1968–1971

5 3D 100 Yes C=60 1968–1971



Fig. 20. IJmuiden, measured and computed sedimentation (red) and erosion (blue) patterns for 2DH and 3D morphological simulations of the

period 1968–1976 (no waves).

Fig. 21. IJmuiden, time evolution of bed elevation for a point in the scour hole (upper) and a point in the deposition area (lower).
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G.R. Lesser et al. / Coastal Engineering 51 (2004) 883–915908
All runs were made with a time step of 2 min. To

simulate 8 years of morphological change, the run with

a morphological factor of 20 required the flow

computation last for 280 tidal cycles. With a morpho-

logical factor of 100, only 56 tidal cycles had to be

simulated. In the 3D case, eight nonequidistant layers

were chosen and the algebraic TCM was applied.

In Fig. 20, the morphological changes computed in

the first three runs are compared with the measured

sedimentation and erosion. A comparison between the

runs with different morphological factors shows no

discernible difference. A comparison of these two

simulations is presented inmore detail in Fig. 21, which

shows the time evolution of the bed elevation for two

points, one located in the scour hole and the other in the

southern deposition lobe. It is clear that the morpho-

logical changes within a tidal cycle, even scaled up by a

factor of 100, are still small compared to the water

depth and the longer-term morphological trend.

The 2DH simulation results are very similar to

those presented by Roelvink et al. (1998), although the
Fig. 22. IJmuiden, measured and computed sedimentation (red) and eros

1968–1971.
location of the scour hole has improved as the thin

dams applied in the present model better fit the actual

breakwater alignment. The computed erosion and

deposition pattern is still too strong, however, resulting

in too much erosion and strongly overestimated

deposition lobes. For the 3D run, this situation is

much improved. The scour hole becomes less deep and

the depositional areas are much less pronounced.

However, in all simulations, it is clear that very little

happens in the nearshore area, contrary to the

measurements. It is likely that this is due to the lack

of wave-driven currents and sediment transport.

For the runs including waves, a schematized time

series of wave conditions was created. The basis for

this was the wave climate recorded at the Euro

Platform wave buoy over the period 1979–2001.

The total wave climate was binned in 2-m Hs, 308
direction, wave classes. For each of these classes, a

weighted average Hs and mean direction and wave

period were computed. The expected annual occur-

rence duration of each wave class was divided by 100
ion (blue) patterns for 3D morphological simulations of the period
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(reflecting the morphological acceleration factor) and

the wave classes were arranged one after the other in

random order to make a 1-year time series. This time

series was repeated for each year of the morphological

simulations.

The set-up of the simulation was simple: The flow

model including sediment transport and morpholog-

ical changes were run for 1 h (100 h of morphological

change), then the waves were updated using the

updated bathymetry and water levels from the flow

model, after which the flow model ran with updated

waves. This cycle was repeated for 56 tidal cycles.

The SWAN model was used to compute the waves on

a curvilinear grid identical to the flow grid except for

extensions at the southern and northern ends. As these

runs are somewhat more demanding, they were

carried out for only 3 years. The morphological

evolution was smooth, however, and longer simula-

tions are possible.

In Fig. 22, the results are compared with the

observed erosion and sedimentation over the period

1968–1971. Run no. 4 (lower-left panel) had the

same roughness settings as the other runs, viz. a

Manning coefficient of 0.028, which was adopted

from the regional model in which this model was

nested. Clearly, much more is happening in the

nearshore than in the runs without waves, but it still

rather underestimates the observed accretion near the

breakwaters. The Manning coefficient used is fairly

high, but leads to an especially strong increase in

bed friction in the shallow water near the coast. This

leads to a sharp reduction in longshore velocity and

sediment transport. In the last run, a constant Cd

value of 0.0027 was applied (following the findings

of Ruessink et al., 2001). This setting gives similar

roughness in deep water but much less in shallow

water. The results of this simulation (lower-right

panel) show a marked increase in transport near the

coast and much stronger deposition beside the

southern breakwater, in line with the observations.

The change in roughness coefficient, however, had a

marked impact on the depth of the predicted erosion

hole, which is now rather shallower than observed.

This observed sensitivity of the predicted morphol-

ogy to selected bed roughness coefficient clearly

indicates an area requiring further research to

develop a reliable predictor of bed roughness under

the combined influence of waves and current.
3.3. Comparison with other numerical models

3.3.1. Hump test

This test checks a theoretical test problem pre-

viously discussed by de Vriend (1987). An east–west

oriented rectangular channel 10-m deep, 10-km wide,

and 20-km long was subjected to eastward flow with a

velocity of 1 m/s. The bed of the channel consists of

sand (d50=200 Am) and contains a Gaussian hump

with a radius of 1 km and initial height of 5 m (see the

top two panels of Fig. 23).

In the center-left panel of Fig. 23, we see the

evolution of the hump according to a standard 2DH

DELFT2D-MOR simulation, using Van Rijn bedload

and suspended-load transport for a duration of 200

days. Typical for this type of evolution is that the top

of the hump moves in the direction of the flow, but

two lobes extend obliquely at the same time. On either

side of the hump, and in front of it, there are regions

of erosion.

The remaining panels of Fig. 23 present the results

of three 3D simulations using the online sediment

version of DELFT3D-FLOW. It is clear that the 3D

results are qualitatively similar to those of the 2DH

simulation. However, the development of the lobes is

less pronounced in the 3D simulations and the

bathymetry predicted after 200 days is somewhat

smoother in the 3D case. Comparison of the bed-shear

stress distributions for the 2DH and 3D simulations at

the start of the morphological changes shows that the

gradients in bed-shear stress are significantly reduced

in the 3D simulation due to deformation of the

logarithmic velocity profile. We expect that this

smoother distribution of bed-shear stress causes the

smoother development of the bathymetry in the 3D

simulation.

Comparison of the results of the 3D simulations

also serves as another useful test of the morpho-

logical acceleration factor included in DELFT3D-

FLOW. Over these simulations, the morphological

acceleration factor increases by a factor of 25

(thereby decreasing the required hydrodynamic sim-

ulation duration by the same factor). Little difference

can be seen in the resulting bathymetry after 200

morphological days. Therefore, we can confidently

state that the use of even a rather high morphological

acceleration factor has little impact on the develop-

ment of the morphology in this situation. We stress,



Fig. 23. A rectangular channel containing a Gaussian hump is subjected to an east to west flow for 200 days. Top-left panel shows initial

bathymetry; top-right panel shows centerline sections through the hump initially; and after each simulation. The remaining panels show aerial

views of the deformed bathymetry predicted by four different model simulations.
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however, that appropriate morphological acceleration

factors must be chosen and tested on a case-by-case

basis.

3.3.2. Offshore breakwater case

3.3.2.1. Introduction. As a more complex test of the

combined modeling of waves, currents and morpho-

logical changes in 3D, we elected to use the offshore

breakwater test case reported in Nicholson et al.

(1997). Nicholson et al. used this test case to compare
five different 2DH morphodynamic models, including

the standard version of DELFT2D-MOR.

The test geometry consists of a long straight

coastline with a planar sloping beach. Offshore from

the beach lies a shore-parallel surface-piercing imper-

meable breakwater. The only driving force in the test is

provided by the incoming waves, which enter perpen-

dicular to the coast. Longshore gradients in wave set-

up drive a double circulation pattern in the nearshore

flow that tends to bring sand into the sheltered area

behind the breakwater. This leads to the formation of a



Fig. 24. Overall view of initial (left panel) and final (right panel) bathymetry and near-bed flow fields computed for an offshore breakwater

subject to shore-perpendicular waves.
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tombolo or salient. The main characteristics of this test

case are: beach slope=1:50, breakwater length=300 m,

breakwater axis-to-shore distance=220 m, sediment

d50=250 m, incident RMS wave height=2.0 m, and

peak wave period=8.0 s.

3.3.2.2. Model set-up. The model domain was chosen

to be 1300-m longshore by 700-m cross-shore. A

rectangular computational grid with a 20 m (long-

shore) by 10 m (cross-shore) resolution was used for

the flow model. The cross-shore resolution was

increased to 5 m for the wave model. In the vertical,

the flow model used six r-layers with layer thick-

ness ranging from 5% to 35% of the water depth.

Thinner layers were used near the surface and the

bed. The algebraic TCM was used to compute 3D

turbulence.

The time step for the flow model was set at 6 s and

a morphological acceleration factor of 24 was used.

This meant that 1 h of flow computation represented
one full day of morphological change. Because the

waves were perpendicular to the beach, all flow model

boundaries could be closed boundaries. For the wave

model, the side boundaries were chosen to be

reflecting to minimize disturbances. The wave com-

putation was updated after every 10 flow time steps (1

min in flow, or 24 min of morphological time).

3.3.2.3. Results. The initial bathymetry and near-bed

flow field are shown in the left panel of Fig. 24. The

expected pattern of two circulation cells rotating in

opposite directions, driven by wave set-up gradients is

clearly visible. A closer view of the initial situation at

one end of the breakwater is shown in the left panel of

Fig. 25. This figure also shows the current vectors at

the water surface, which are clearly different from the

flow near the bed. This is due to (1) helical flow,

which pushes the upper-layer velocities outward; and

(2) undertow, which gives a seaward component near

the bed in the surf zone.
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The right panels of Figs. 24 and 25 show the

bathymetry and corresponding flow patterns after 72

h of morphological change have occurred. The

model is clearly demonstrating a tendency to

accumulate sediment behind the breakwater, with

the salient reaching from the shoreline almost out to

the breakwater. The crest of the salient has reached a

level of one meter below the still water level, which

is likely to be as high as it can grow in the absence

of a tidal range. Significant erosion occurs near the

beach on either side of the breakwater and a deep

scour channel is formed inshore of the tips of the

breakwater.

At first sight, the results are quite similar to the

results of the 2DH models given in Nicholson et al.

(1997). A difference, however, is that the accretion

behind the breakwater occurs at the expense of

stronger erosion of the beach at the edges of the lee

zone, due to undertow. In addition, the scour holes at

the breakwater tips develop more strongly, probably

due to the helical flow that diverts the near-bed flow

away from the breakwater.

We conclude that, although further analysis and

quantitative comparison of model results are desir-

able, these results are a promising first step for a fully

3D process-based morphological model. The model

has shown the ability to combine much of our present

state-of-the-art knowledge of waves, flow, and sedi-

ment transport to produce smooth and, at least,

qualitatively realistic morphological changes.
Fig. 25. Detail view of initial (left panel) and final (right panel) bathymetry

arrows).
4. Discussion

The validation cases presented here show that the

online sediment version of DELFT3D-FLOW is

capable of simulating many of the processes that are

relevant in coastal environments, both separately and

in combination. This has been achieved by adding

bedload and suspended-load sediment transport and

morphological change to a 3D hydrodynamic flow

model. The advantages of this approach are: (1)

complex 3D flow effects can be automatically

included in a morphological simulation; (2) it is

simple and efficient to use the standard implicit

transport solver in the flow model to compute the

transport of suspended sediment; (3) large communi-

cation files can be avoided; and (4) the density effects

of suspended sediment concentrations on the flow can

be taken into account, although the benefits of this last

point have not been illustrated in this paper.

The model has been validated across a range of

processes and process interactions. The validation

studies reported in this paper have demonstrated the

model’s response to the following processes: (1)

entrainment, transport, and settling of sediment, (2)

varying levels of uniform bed shear stress, (3)

accelerating and decelerating flow, (4) spiral flow in

a bend, (5) bed slope effects, (6) the effects of wave

orbital motion on suspended sediment concentration,

and (7) the effects of undertow and wave-driven

currents.
, near-bed flow field (black arrows) and near surface flow nfield (red
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Although many of the datasets used in the

validation of the model originate in the laboratory,

the model is efficient enough to be used in the

analysis of real-life, prototype-scale situations. The

suspended transport, bedload transport, and morpho-

logical changes are computed using the same time-

step as the flow model, but morphological changes are

accelerated by use of a morphological acceleration

factor. It has been demonstrated that for simple cases,

very high morphological factors can be used without

significantly changing the solution. For tidal and

wave-driven situations, results have been presented

indicating that values in the order of 50–100 are

viable. Another factor contributing to the efficiency of

this model is the use of r-layers. With a sensible

(smooth, logarithmic) distribution of layer thickness,

the concentration vertical can be efficiently resolved.

Fewer than 10 layers appear to be required when

using an algebraic turbulence model, 10–20 for a k-

epsilon model. When combined, these factors allow

useful morphological simulation periods to be covered

within acceptable run times. This situation can only be

expected to improve as increasing computing power

continually expands the horizons of simulation

duration and resolution.

The fact that any combination of 3D flow pro-

cesses, including the effects of sediment, can now be

included in a morphodynamic simulation opens up a

plethora of modeling possibilities. However, a vast

amount of work lies ahead in the verification of the

model, for even the most common combinations of

processes, and in the refinement and extension of the

model components. A clear example of the need for

further development is provided by two of the tests

presented in this paper, which show a marked

sensitivity to the chosen bed roughness parameter. It

is well known that in reality bed roughness is highly

variable both in space and in time. This reality is far

more complex than the formulations employed in the

present model and is an area that clearly requires both

an advancement of the state of the art of our under-

standing and the parallel development and validation

of reliable model formulations.

In view of this, this paper must be seen as a status

report of work in progress. The work will be

continued on a broad front, and cooperation with

persons and institutes worldwide is strongly encour-

aged. Future efforts will focus on the definition of
further test cases, the generation of comprehensive

datasets for validation of specific combinations of

processes, the refinement and extension of model

formulations, and the testing and application of the

model.

List of Symbols

a Reference height for suspended sediment

concentration (m)

c Mass sediment concentration (kg/m3)

ca Mass sediment concentration at reference

height a (kg/m3)

d Depth to bed from reference datum (positive

down) (m)

d50 Median sediment diameter (m)

DH, DV Horizontal and vertical diffusion coeffi-

cients (m2/s)

D* Dimensionless sediment diameter

f Coriolis coefficient (inertial frequency)

(s�1)

h Water depth (m)

Hs Significant wave height (m)

k Turbulent kinetic energy (m2/s2)

P Pressure (Pa)

S Salinity (ppt)

Sb Bedload sediment transport (kg/m/s)

T Dimensionless shear stress

Tp Peak wave period (s)

u, v, w Eulerian velocity components in Cartesian

coordinates (m/s)

U, V Generalized Lagrangian Mean (GLM)

velocity components (m/s)

u* Bed shear velocity (m/s)

Ū,V̄ Depth-averaged GLM velocity components

(m/s)

Ûd Peak orbital velocity at the bed (m/s)

ws Sediment fall velocity (m/s)

z Vertical Cartesian coordinate (m)

b Ratio of sediment diffusion to fluid diffu-

sion

e Dissipation in transport equation for turbu-

lent kinetic energy (m2/s3)

j Von Karman’s constant (=0.41)

mH, mV Kinematic viscosity (m2/s)

q Local fluid density (including salinity, tem-

perature and sediment) (kg/m3)

q0 Reference density of water (kg/m3)

qs Density of solid sediment particles (kg/m3)
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r Vertical bsigmaQ coordinate
sbx, sby Bed shear stress components (N/m2)

x Vertical velocity component in sigma coor-

dinate system (s�1)

f Water surface elevation above reference

datum (m)
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