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Field observations of wave setup
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Abstract.

Wave setup is assumed to be a balance between the cross-shore convergence of

the onshore flux of momentum (wave radiation stress S,,) in the surfzone and a cross-
shore pressure gradient. Oceanic observations between the 2- and 8-m isobaths near Duck,
North Carolina, provide a test of the wave setup balance without assuming that wave
height in the surfzone is proportional to water depth. Analysis of data from a cross-shore
array of 11 pressure gauges and 10 sonar altimeters deployed during the fall of 1994
indicates the wave setup balance holds to at least the accuracy of the pressure
measurements (a few centimeters). The correlation between the two terms in the setup
balance is 0.93, and the linear regression slope is 1.05 * 0.19. Accurate estimates of the
cross-shore pressure gradient require density measurements to adjust pressure
measurements taken at different depths to the same level. The assumption that pressure
and bathymetry are linear between the 2- and 8-m isobaths (or the more common
assumption that the height of normally incident, shallow water waves is proportional to
the water depth) introduces errors of up to 6 cm for the conditions considered here.
Given this assumption, 3.5 years of data from pressure gauges in 2 and 8 m of water
indicate that the wave setup balance is valid for a wide range of conditions (correlation

0.71 and regression slope 0.98 = 0.08).

1. Introduction

Sea level near the coast is set up as surface gravity waves
break in shallow water. This wave-driven setup can be substan-
tial (order 1 m) during strong storms [e.g., Holman, 1990].
Longuet-Higgins and Stewart [1964] hypothesized a dynamical
balance between the cross-shore pressure gradient and the
momentum flux convergence associated with wave breaking:

d LAY
Pog(n+h)£:_T;, (1)
where 7 is sea surface elevation, % is water depth, p,_ is density
(assumed to be constant), x and z are the cross-shore and
vertical coordinates positive onshore and up, and S, is the
onshore component of the wave-driven momentum flux tensor
or wave radiation stress. (In (1) and what follows all quantities
are averages over timescales long compared with surface grav-
ity wave periods.)

Longuet-Higgins and Stewart [1962] showed the wave radia-
tion stress from linear wave theory is, to second-order,

¢, 1
SXX=E{[COSZ(6)+1]?'—§}, (2)

where E = p,gH?/8 is wave energy, ¢ is gravitational accel-
eration, H is wave height, C, and C are the group velocity and
phase speed, and 6 is the wave direction. Although linear wave
theory to second order should not be valid in the surfzone [e.g.,
Bowen et al., 1968; Svendsen, 1984], previous results suggest
that local estimates are reasonably accurate [Guza and Thorn-
ton, 1980, 1981].

Bowen et al. [1968] noted that (1) could be simplified by
assuming normally incident, shallow water waves so (2) re-
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duces to S,, = 1.5E and assuming wave height within the
surfzone is limited by the mean water depth:

H=vy(n+h), (3)

where v is an empirical constant. These two assumptions imply
that sea surface slope is proportional to bottom slope,

am 3v¥8  h
ax 1+ 3y¥8ax’ )

and setup at the shoreline 7. is proportional to the wave height
H,, at the offshore edge of the surfzone

N = 3 vH,. Q)

Laboratory studies have shown close agreement between the
terms in (1), (4), or (5) [e.g., Bowen et al., 1968; Battjes, 1974;
Battjes and Stive, 1985] offshore of the shallow water on the
beachface (runup) where the setup gradient is larger than
predicted. Other theoretical and laboratory studies have sug-
gested wave roller processes must be included to describe
accurately the radiation stress of shallow water waves and the
resulting wave setup [Svendsen, 1984; Diegaard et al., 1991,
Schiiffer et al., 1993].

As noted by Holman [1990], explicit tests of (1) using oce-
anic observations are lacking. Field studies focused on (5) have
shown an approximately linear relationship between shoreline
setup and wave height with 0.6 = y = 1.3 estimated from linear
regression analyses [Guza and Thornton, 1981; Holman and
Sallenger, 1985; Nielsen, 1988]. (For the field observations, y
corresponds to the root-mean-square (rms) wave heights H, .,
defined as 2\/2¢, where o is the standard deviation of the sea
surface fluctuations.) Although these values of y are consistent
with those estimated from (3) for laboratory observations of
monochromatic waves [Bowen et al., 1968; Battjes, 1974; Battjes
and Stive, 1985], comparisons of surfzone field observations
with (3) have typically shown 0.2 = y = 0.5 [Sallenger and
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Holman, 1985; Raubenheimer et al., 1996], much lower than
that needed to satisfy (5). Assuming a constant beach slope,
Nielsen [1988] and King et al. [1990] showed rough agreement
between surfzone setup observations and (4) with y = 0.5 and
0.35, respectively. However, the field observations generally
exhibit large (~100%) scatter relative to (4) and (5) that has
been attributed to inaccuracies in the setup balance ((1) and
(2)) at the beachface and inaccuracies in (3). Because of the
dependence of y on wave characteristics and bottom slope
[Bowen et al., 1968; Sallenger and Holman, 1985; Raubenheimer
et al., 1996], it has been unclear whether errors in the wave
setup balance would increase for a larger range of conditions.

The large scatter in comparisons of (4) and (5) with field
observations may also be because of the terms in the cross-
shore momentum balance neglected in deriving (1). Lentz et al.
[1999] estimated the cross-shore acceleration, the Coriolis
force due to the alongshore flow, the cross-shore wind stress,
and the cross-shore bottom stress using current measurements
from a tower spanning the water column at the 4-m isobath and
wind measurements from the Field Research Facility (FRF)
pier acquired August—October 1994. These four terms were at
least an order of magnitude smaller than estimates of 9.5 _./dx
at the 4-m site and estimates presented here, supporting the
assumption that (1) is the dominant balance in the near shore.
However, the order of magnitude of the bottom stress is un-
certain, and the nonlinear advective terms associated, for ex-
ample, with alongshore bathymetric features and infragravity
waves, were not estimated and may be large.

Pressure, sonar altimeter, and density observations acquired
in 2-8-m water depth offshore of the Army Corps of Engi-
neer’s FRF near Duck, North Carolina, during the fall of 1994
are used to examine the balance of terms in (1) using (2) to
estimate S, but without assuming (3), so there are no free
parameters. The comparison focuses on the surfzone (2-8 m),
avoiding the shallow water of the beachface where (1) is known
not to be valid [Bowen et al., 1968; Nielsen, 1988]. Data ac-
quired between 1993 and 1998 from a pair of pressure gauges
are used to test (1) and (2) over a much longer period than
previous studies and hence a wider range of conditions. One
result of the present study is that alongshore bathymetric vari-
ations, infragravity waves, wind, and other complications of the
natural environment do not substantially degrade the compar-
isons of the theory with field data relative to comparisons with
measurements in narrow laboratory flumes.

2. Methods

2.1. Fall 1994 Data

An array of 10 pressure sensors and sonar altimeters (to
measure the seafloor location) colocated in water depths of
2-5 m and a single pressure sensor located in 8-m water depth
were deployed along a transect perpendicular to the shoreline
~400 m northwest of the FRF pier as part of the Duck94 study
(Figure 1). Data were collected nearly continuously from mid-
August to mid-October 1994 at a 2-Hz sampling rate. Bathy-
metric changes were significant during the experiment, with up
to 1.5-m erosion and 1-m accretion along the transect [Gal-
lagher et al., 1998], and sensors were raised or lowered to
maintain an elevation above the sand bed of ~0.4-1.0 m. A
continuous time series of density is available from a SeaBird
Seacat mounted on the FRF pier as part of the Coastal Ocean
Processes Inner Shelf Study field program [Butman, 1994]. The
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Figure 1. Plan view showing instrument locations and ba-
thymetry on September 20, 1994.

Seacat was located 4 m above the seafloor in 8 m of water and
took a sample every 4 min.

Pressure and sonar altimeter data were corrected for tem-
perature and changes in sensor elevation. Mean pressure Py
and seafloor location were recorded for each 3-hour long data
run. Using pressure and altimeter data, times when the shal-
lowest pressure sensors may have come out of the water were
flagged and not considered in subsequent analysis. H,,,, =
2V20 was calculated for the sea swell frequency band (0.04 <
f = 0.30 Hz) using a linear theory depth correction. Process-
ing of the Seacat data was straightforward and is documented
by Alessi et al. [1996]. The fall 1994 data were averaged and
interpolated to hourly values to facilitate comparisons.

2.2. FRF Data

A much longer time series is available from a pair of near-
bottom pressure sensors deployed and maintained by person-
nel at the Army Corps of Engineers FRF. Pressure gauge 641
is located ~150 m offshore and 0.4 m above the seafloor in 2 m
of water on the FRF pier (Figure 1). The FRF pier alters the
local bathymetry [Miller et al., 1983], which may influence the
pressure field. Pressure gauge 111 is ~800 m offshore and
~300 m northwest (alongshore) of the FRF pier at a depth of
7.8 m. Pressure gauge 111 is the central element in a 15-
element wave directional pressure array maintained by the
FRF. Gauge 641 has been in service since November 1992, and
gauge 111 has been in service since September 1986, though
there are data gaps in each time series. Part of a large data gap
(August 1995 to July 1996) for gauge 111 was filled with data
from gauges 121 (February 1996) and 131 (March to June
1996) that are also part of the wave directional array. Addi-
tionally, daily conductivity-temperature-depth (CTD) profiles
have been taken at the end of the pier since 1994.

Data from both pressure gauges are processed at the FRF,
and mean pressure, significant wave height, and peak wave
period T, over 34-min records are reported [Long, 1996]. The
peak wave period is the period associated with maximum en-
ergy in the spectrum. The wave direction 6 associated with the
energy spectral peak at the 8-m site is estimated from the wave
directional array data using an iterative maximum likelihood
estimator [Pawka, 1983].

Additional processing of the FRF pressure data was re-
quired. The bottom pressure data were first truncated to focus
on two time periods, October 11, 1993, to August 15, 1995, and
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Figure 2. Time series of terms in (8) and (9) for the fall 1994 period August 4 to October 20. (c) The density

term has been shifted —10 cm for clarity.

February 1, 1996, to March 10, 1998, when both gauges were
working and pressure differences did not have large shifts (5
cm or more) on short timescales (days to weeks). (Pressures
are reported in centimeters of water, which are roughly equiv-
alent to millibars.) Offsets of 3—65 cm were subjectively re-
moved so that the average pressure difference in the absence
of large waves was approximately zero. The offsets are prob-
ably due to differences in the gauge depths when instruments
were serviced and redeployed. Two drifts (20 cm over 130 days
and 6 cm over 60 days) and a “seasonal” variation with an
amplitude of ~10 cm (mid-November 1996 to mid-May 1997)
were also removed. The latter may have been due to the
uncorrected temperature dependence of the pressure sensors
and is consistent with 1°C, causing an apparent 0.5-cm pressure
difference. See Wearn and Larson [1982] for discussion of
pressure sensor drifts and temperature dependence. To mini-
mize a consistent relative gain error between the two FRF
pressure gauges of ~3.5%, the bottom pressure time series for
the 2-m site was multiplied by 1.035. This correction had little

effect on the inferred setup, aside from reducing the tidal
variations.

2.3. Estimation of Terms

If density is not constant (as assumed in (1)) and if the flow
is hydrostatic for timescales of hours and longer, the pressure
P(z) may be expressed as

0
P(z) = pogm + J py dz, (6)
where ¢ = 9.8 m s~ 2 is gravitational acceleration, p, = 1023
kg m? is a reference density, andz = 0 is a fixed reference level
just below the sea surface. The depth-integrated cross-shore
pressure gradient then is given by
0 9 p
J g adz dz.

nop i n
a Z = pog a (TI + ) +
—h —h
%
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Figure 3. Amversus [(9S,./0x)/p,g(m + h) dx: (a) scatter plot of hourly values and (b) means and *1
standard deviation of binned data. In Figures 3a and 3b the dashed line has a slope of 1. Linear regression
slope and correlation are listed in the first row of Table 1.

Density measurements were only available near the end of the
pier, so time series of the cross-shore density gradient are not
available. Rough estimates of the cross-shore density gradient
term in (7) between the 2- and 8-m isobaths from small boat

Table 1. Results of Linear Regression Between Terms in (8)
or (10) of the Form An = aF + b for 62 Days in Fall 1994

Standard
Deviations
F F An Slope Correlation
J(3S./ax)/p,(m + h) dx 4.1 46 1.05*0.19 0.93
AS o /PoGNayg Maye from (11)* 4.3 6.0 125=*0.64 0.91
AS /P v 2.8 46 148=x027 0.91

Noyg = (hg + hy)2

Correlations are significantly different from zero at the 95% confi-
dence level, and the 95% confidence intervals for regression slopes are
listed on the basis of an estimated independence timescale of 3 days.
Units are in centimeters.

*Regression using (8) includes only 20 days of data when surfzone
was estimated to be seaward of shallow site.

surveys taken from August to October 1994 [Largier and Mil-
likan, 1996] suggest that this term was about an order of mag-
nitude smaller than the barotropic pressure gradient (first term
on right-hand side of (7)) and is probably negligible in the
surfzone in most circumstances. Substituting (7) into (1), ne-
glecting the cross-shore density gradient, dividing by p,g(n +
h), and integrating cross-shore from the deep (x,) to the
shallow (x,) pressure gauge site yields

U R B .
=7 b+ h) ax O ®)
Xd

where An is the sea level difference between x; and x,. Using
(6) and assuming cross-shore density gradients are small, as
noted above, An may be estimated from density and near-
bottom pressure observations:

AP hs
An = B—J' Edz

- Xa> 9
P9 Po ‘ ( )

where A, and &, are the water depths at the shallow and deep
sites. The second term on the right-hand side of (9) is a density
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Figure 4. Shown is [(3S,/dx)/p,9(n + h) dx — AS../
Poh avs versus [34(0S,.,/9x)/p,g(m + h) dx for the fall 1994.
Here f(anx/ax)/p(,g(n + h) dx — AS,./p,ghay, is evalu-
ated between x, and x, (open circles) and between x, and x,
(solid circles).

correction required to bring the bottom pressures to the same
level. Without this correction, temporal variations in density,
which result in bottom pressure difference fluctuations, may be
misinterpreted as cross-shore pressure gradients.

Estimation of the terms in (8) is straightforward using the
fall 1994 pressure and sonar altimeter data and the Seacat data
from the FRF pier. An is estimated from (9) using the pressure
difference between p05 and p87 (Figure 1) and the pier Seacat
data assuming density is vertically uniform. Comparison of
estimates from the daily CTD profiles with estimates from the
single-pier Seacat (Figure 2c) indicates that vertical structure
does not have a large effect on the density correction in (9).
Wave radiation stresses are estimated at each site following (2)
with E = p,gHZ,/8 and C , and C estimated using the dis-
persion relationship, the total water depth (n + 4), and the
peak wave period 7,,. Wave direction 0 is estimated from the
8-m wave direction, Snell’s law, and C at each site. Wave
direction estimates based on a directional moment technique
[Elgar et al., 1994; Herbers and Guza, 1990] rather than the
peak wave direction reported by the FRF yield very similar
estimates for S, for fall 1994. At the 8-m FRF site, S, esti-
mated using the directional moment technique, sea swell en-
ergy, and directional spectra is well correlated (correlation
0.995) with S, estimated from bulk properties (H,,,, 6, C,,
and C); however, the magnitudes differ by up to ~30%. Errors
associated with using the bulk quantities may contribute to the
scatter in the results. Water depth / is calculated using the
tidal elevation estimated at p87 and the observed seafloor
location at each sensor. The integral on the right-hand side of
(8) is evaluated using a fourth-order Runga-Kutta scheme with
a horizontal step size of 0.1 m. Setup contributes to the de-
nominator on the right-hand side of (8). Therefore the integral
is estimated iteratively by initially assuming that = at each
horizontal step is equal to that calculated at the previous step,
determining n(x), and then recomputing the integral.

For the FRF data the cross-shore structure of v, &, and
dS,/9x are not known. However, assuming 7 is linear between
the shallow and deep sites and integrating (1) from x, to x,
yields

25,871
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Ang=—2,
1 Pod M ave

(10)
where

Lo [(n, + ) + (na+ )]
(xd—xaf (0 R) = P = 2

and & is also assumed to be linear to estimate /,,,. (Equation
(10) also follows from assuming normally incident, shallow
water waves, and depth-limited wave height (3). However, in
contrast to (4) and (5), (10) is independent of y and therefore
is less restrictive. Furthermore, the variation of y with wave
conditions and beach slope does not result in errors.) The
water depth is calculated using the observed pressure and
assuming a constant seafloor location. The density correction
in (9) estimated from the daily pier CTD casts from August
1994 through March 1998 has a standard deviation of 1.3 cm
and a range of =3 cm. However, this density correction is not
included in the FRF estimates of An because uncertainties in
the FRF pressure data are about twice the density correction,
the intermittent daily CTD casts often do not resolve the dom-
inant temporal variability (Figure 2c), and CTD casts were
often not taken during big wave events. The pressure and wave
radiation stress differences in (10) are estimated from the two
FRF pressure sensors using the procedure described above.
The validity of assuming m and % are linear is examined in
section 3 using the fall 1994 data.

2.4. Data Uncertainties

Problems cited in sections 2.1 and 2.2 indicate bottom pres-
sure differences have uncertainties of several centimeters or
more because of inaccurate removal of offsets, drifts, and the
uncorrected temperature dependence of the FRF gauges. Ad-
ditionally, there are errors due to adjustment of the flow
around the instrument case resulting in pressure variations at
the sensor port (flow noise). Using Bernoulli’s equation, flow
noise is proportional to the square of the flow speed. For a
velocity of 1 m s~ ! due to waves and mean flow, with the worst
case scenario of the pressure port facing into the maximum
flow, the error is 5 cm in pressure. Comparisons of terms
estimated using FRF gauges 111 and 641 with those estimated
from p87 and p05 for the overlapping fall 1994 time period
indicate rms differences of 2.5 cm (range =5 cm) for APz/p,g
and 0.5 cm (range *2 cm) for AS,,/p,gh.,,,. The differences
appear to be primarily associated with offsets and the uncor-
rected temperature response of the FRF gauges. The differ-
ences are independent of H, ., suggesting that flow noise
either is not large or has a tendency to cancel. The agreement
between the pressure differences 111 minus 641 and p87 minus
p05 during set-up events (differences of a few centimeters)
indicate that the complex bathymetry associated with the FRF
pier (Figure 1) does not have a large influence on the setup
between the 8- and 2-m isobaths.

3. Results

The time series of the two terms in (8) for the fall 1994
period (Figures 2a and 2b), mid-August to mid-October, are
well correlated with a linear regression slope of ~1.0 (Figure 3
and Table 1). The time series are dominated by a few events
when waves are large (H,,,, > 0.7 m), lasting 1-10 days. The
largest event (October 15) had a peak rms wave height of 3 m
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and a peak setup between p87 and p05 of 25 cm. The rms
difference between the two terms in (8) is 1.8 cm, which is well
within the uncertainty of the pressure measurements. Exami-
nation of the time series suggests that some of the discrepancy
is associated with offsets of a couple centimeters (middle to
late September) in Arn. Thus, for these observations the wave
radiation stress convergence and the cross-shore pressure gra-
dient balance to the accuracy of the measurements (Figures 2a
and 2b).

The density corrections in (9) are small compared with the
wave-driven set-up events in bottom pressure difference (Fig-
ure 2c¢). The density correction has a standard deviation of 1
cm and a range of =2 cm, compared with a standard deviation
of 4.5 cm for the bottom pressure difference with peak values
over 20 cm. Nevertheless, there is a correspondence between
APg/p,g and the density correction during periods of small
waves, for example, mid-August and mid-September. Fluctua-
tions in the density term are primarily due to density variations
of up to 5 kg m ? (=0.5%) associated with the Chesapeake
Bay plume [Rennie et al., 1999]. If uncorrected, these temporal
density variations will result in errors in estimates of sea level

difference of 0.5% of the water depth that could be misinter-
preted as setup or setdown.

The accuracy of (10) relative to (8) is examined with the fall
1994 data. AS,./p,gh .., underestimates the right-hand side of
(8) (Figure 4). The difference between the two estimates in-
creases as a function of [3/ 1/p,g(n + h) 3S,,/dx dx, reach-
ing a maximum of ~6 cm for moderate wave heights and then
decreasing for larger wave heights. A major part of the dis-
crepancy is due to the offshore edge of the surfzone, x,, being
onshore of the deep site, so there is a region of shoaling waves
where there is setdown rather than setup (e.g., n is not linear)
and waves are not limited by water depth (e.g., (3) is not valid).
(A rough estimate assuming shallow water waves indicates that
the setdown is <1 cm.) When (8) and (10) are evaluated
between x, and x,, where x, is the offshore edge of the surf-
zone, assumed to be where & = H_ /vy with y = 0.33, the
maximum discrepancy is reduced to ~3 cm (Figure 4). Esti-
mating (10) between x,, and x, using the bathymetry from all
the sonar altimeters to evaluate £ ,,, reduces the discrepancy
by about half. The remaining discrepancy is presumably due to
assuming 7 is linear within the surfzone.
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correlation are listed in the first row of Table 2.

For the longer FRF data set, which contains observations at
only two locations, (10) can be partially corrected by estimating
the average surfzone water depth between x, and the minimum
of x, and x, as

havg = (ha + ho)/z hu = min (Hm/% hd)> (11)

where H,,, is the rms wave height at sensor 111 and only times
when £, is greater than £, are considered. For the fall data,
using y = 0.33, this modification reduces the peak discrepancy
between (8) and (10) by ~40% (not shown). The correlation
between the two terms in (10) with 4., = (h, + h,)/2 or
using (11) is about the same as for the two terms in (8) (Table 1).
However, the regression slopes are >1 because AS,./p,g/,,, un-
derestimates the right-hand side of (8).

The time series of the terms in (10) from the FRF data
(Figure 5) exhibit the same correspondence seen in Figure 2.
For the complete 43 months of data, there were ~30 events
with setups >10 cm between the deep and shallow sensors
(corresponding roughly to rms wave heights >2 m). Large

events primarily occur during fall and winter and are rare
during summer. The largest observed setup was over 30 cm
during Hurricane Gordon in mid-November 1994.

AS . ./pogh v and AP/ p g exhibit a linear relationship and
are well correlated (Figure 6 and Table 2). Thus this extensive
data set provides compelling support for (1) and (2) over a

Table 2. Results of Linear Regression Between Terms in

(10) of the Form APy/p,g = a(AS,./p,9h.) + b

Data Slope Correlation Days
all data 0.98 = 0.08 0.71 1314
Hy/y > hy 1.06 = 0.09 0.84 449
Doy from (11) 0.90 = 0.08 0.83 449

Correlations are all significantly different from zero at the 99%
confidence level, and the 95% confidence intervals for regression
slopes are listed on the basis of an estimated independence timescale
of 3 days. Units are in centimeters.
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wide range of conditions. A large fraction of the time waves are
small enough that the surfzone is probably onshore of gauge
641. If only events with H,,,/y > h, are considered, the
correlation increases, and the regression slope remains ~1.0.
Use of (11) to estimate £ ,,,, which only considers H,/y >
h, does not improve the comparison (Table 2). In either case,
rms differences between the two terms are 2.5 cm, only slightly
larger than for the more complete fall 1994 observations (1.8
cm) and within the accuracy of the pressure measurements.
Other factors contributing to the scatter are the assumption
that m and £ are linear, i.e., using (10) rather than (8); the use
of bulk properties and second-order linear theory (2) to esti-
mate S, the uncertainties in the seafloor location and water
depth, and the failure to include the density correction in (9).

4. Summary

Two sets of oceanic observations acquired near Duck, North
Carolina, provide field tests of the wave setup balance (1)
[Longuet-Higgins and Stewart, 1964] between the wave radia-
tion stress convergence estimated from linear wave theory (2)
and the cross-shore pressure gradient. In contrast to previous
studies, the wave set-up balance was tested without considering
the region of runup on the beachface where (1) is known not
to be valid [Bowen et al., 1968; Nielsen, 1988] and without
assuming that wave height in the surfzone is proportional to
the mean water depth (3) [Bowen et al., 1968]. By avoiding use
of the free parameter vy, which depends on wave characteristics
and bottom slope [Raubenheimer et al., 1996] and hence can
vary from site to site and from one set-up event to the next, the
accuracy of (1) and (2) can be tested less ambiguously. The
major limitation in this study was the accuracy of the pressure
measurements due to uncertainty in offsets and gains, flow
noise, and uncorrected temperature dependence (FRF instru-
ments).

Observations from a cross-shore array of 11 pressure gauges
and 10 sonar altimeters spanning the surfzone (2-8-m iso-
baths) deployed for 2 months during the fall of 1994 allow a
straightforward integration of (1). The results indicate that (1)
is valid to the accuracy of the pressure measurements (a few
centimeters) (Figures 2 and 3). Assuming that both the pres-
sure and water depth vary linearly across the surfzone (so that
(1) simplifies to (10)), measurements from a pair of pressure
gauges in 2 and 8 m of water maintained by the FRF spanning
3.5 years show that the wave set-up balance holds to the accu-
racy of the measurements over a wide range of wave conditions
(Figures 5 and 6). The close agreement between the setup
observations and the theories also implies that (2) is an accu-
rate representation of S, in the surfzone.

The extensive pressure and sonar altimeter array in fall 1994
allowed a direct estimate of the errors owing to the simplified
set-up balance (equation (10)). Assuming that both the pres-
sure and bathymetry were linear between the 2- and 8-m iso-
baths introduced errors in the estimated setup of up to 6 cm
during fall 1994 (Figure 4). Three factors contributed to this
error: the offshore edge of the surfzone being onshore of the
8-m site, curvature in the bottom bathymetry, and curvature in
the pressure within the surfzone. Thus the cross-shore struc-
ture of both the bathymetry and the pressure or the wave
radiation stress is required for accurate tests of (1).

In regions where density variations in the near shore are
large, for example, near rivers or estuaries [Hanslow et al.,
1997], accurate pressure gradient estimates require density
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measurements to adjust pressure measurements from sensors
at different depths to the same level (equation (9)). The Duck
site is ~100 km from the mouth of Chesapeake Bay, the source
of the density variability [Rennie et al., 1999], indicating that
density variations associated with freshwater plumes can be
important even relatively far from the source.

Wave-driven setup between the 2- and 8-m isobaths often
exceeded 10 cm at Duck, North Carolina (Figures 2 and 5).
These large wave setups suggest that caution is required in
using tide gauges or shallow pressure gauges to estimate larg-
er-scale cross-shore or alongshore pressure gradients [e.g.,
Lentz and Winant, 1986]. Two sensors in slightly different water
depths could yield apparently large gradients during moderate
to large waves because of wave setup.
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