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Key Points:7

• A new field dataset collected during storm wave conditions on a shore platform8
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• Wave bottom friction explains about 40 % of the total wave energy dissipation across10

the shore platform and reduces the wave setup.11

• The contribution of the wave-induced circulation to the wave setup is enhanced12

on the rough bottom and increases with the bed slope.13
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Abstract14

While wave processes on shore platforms have been recently advanced by a number of15

field-based studies, few attention has been paid to the role of bed roughness on wave dis-16

sipation and wave setup dynamics in these environments. This study reports on a new17

field experiment conducted under storm wave conditions on a gently-sloping shore plat-18

form which was instrumented from 10 m water depth up to the shoreline. Data analy-19

ses are complemented with numerical simulations performed with a 3D fully-coupled mod-20

elling system using the vortex force formalism to represent the effects of short waves on21

the mean circulation. An accurate representation of wave dissipation by both depth-induced22

breaking and bottom friction is found essential to reproduce the transformation of short23

waves across the platform and the resulting wave setup. Wave energy dissipation by bot-24

tom friction is dominant in the subtidal part of the platform and contributes to about25

40 % of the total wave energy dissipation. The enhanced wave bottom friction on the26

platform decreases the wave height before breaking, which reduces the contribution of27

wave forces to the wave setup compared to a smooth bottom (mechanism 1). Conversely,28

an idealised analysis of the cross-shore momentum balance reveals that the wave-induced29

circulation increases the wave setup, this process being enhanced on a rough bottom (mech-30

anism 2). The contribution of mechanism 2 increases with the bottom slope, account-31

ing for up to 26 % of the wave setup for a 1:20 sloping shore platform, and overcoming32

mechanism 1.33

Plain Language Summary34

In the nearshore, the dissipation of short waves controls the mean circulation by35

generating currents but also a rise of the mean water level along the shoreline, a process36

known as the wave setup. Waves and wave-induced processes on shore platforms can be37

different from that on sandy beaches, principally due to a higher bed roughness. This38

study reports on a new field experiment conducted under storm wave conditions (short39

waves reaching 6 m at 50 m depth) on a gently-sloping shore platform which was instru-40

mented from 10 m water depth up to the shoreline. Data analyses are complemented with41

numerical simulations performed with a three-dimensional modelling system coupling42

a wave and circulation models. The results show that wave bottom friction occurring on43

the platform explains 40 % of the total wave energy dissipation, which reduces the con-44

tribution of wave dissipation to the wave setup (mechanism 1). Conversely, further anal-45
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ysis reveals that depth-varying currents forced by waves increase the wave setup, the rough46

bottom making this mechanism stronger (mechanism 2). Mechanism 2 counteracts mech-47

anism 1 and becomes even dominant as the bottom slope increases, accounting for up48

to 26 % of the wave setup for a 1:20 sloping shore platform.49

1 Introduction50

Shore platforms are distinctive landforms of rocky coast environments. These ero-51

sional rock surfaces are found within or close to the intertidal zone and are usually backed52

by cliffs, but can also be backed by beaches, dunes or coastal structures. They are gen-53

erally classified into two different types: gently-sloping platforms that extend in the sub-54

tidal zone without a break in slope (Type A), and sub-horizontal platforms with a sharp55

seaward edge (Type B). Sloping platforms are predominantly found in meso to macroti-56

dal ranges while sub-horizontal, or Type B, platforms are more common on microtidal57

coasts (Trenhaile, 1987). While there has been a long-standing debate on which of wave58

processes or subaerial weathering dominate shore platform development, it is now rec-59

ognized that these mechanisms act together (Naylor et al., 2010). However, their rela-60

tive contribution is still unclear, which is partly due to a limited number of field obser-61

vations of wave processes on shore platforms (Stephenson, 2000; Naylor et al., 2010). Only62

recently, the understanding of wave processes on shore platforms has advanced thanks63

to field-based studies examining the transformation of both short (frequencies > 0.04−64

0.05 Hz) and infragravity (frequencies < 0.04−0.05 Hz) waves over such environments65

(Stephenson & Kirk, 2000; Trenhaile & Kanyaya, 2007; Beetham & Kench, 2011; Ogawa66

et al., 2011; Marshall & Stephenson, 2011; Ogawa et al., 2015; Poate et al., 2018; Stephen-67

son et al., 2018; Savige et al., 2021). Several of these studies reported the depth-limited68

character of surf zone waves (Farrell et al., 2009; Ogawa et al., 2011, 2015; Poate et al.,69

2018) and the strong tidal modulation of wave energy dissipation across platforms (Ogawa70

et al., 2011; Marshall & Stephenson, 2011). In addition to the effect of tides, the mor-71

phological characteristics of the platform, such as the elevation, the gradient, the pres-72

ence or absence of a seaward edge, and the width (Ogawa et al., 2011; Ogawa, 2013; Mar-73

shall & Stephenson, 2011; Beetham & Kench, 2011), have been observed to exert a key74

control on wave processes, likely explaining the contrasted rates of wave dissipation re-75

ported so far in the literature (Stephenson & Kirk, 2000; Stephenson & Thornton, 2005;76

Ogawa et al., 2012). Poate et al. (2018) combined field data analyses and the applica-77
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tion of a 1D model of wave energy flux conservation to investigate bottom roughness ef-78

fects on wave transformation across several macrotidal platforms of contrasting rough-79

nesses (measured bottom roughness ranging from 0.07 to 0.17 m). The authors suggested80

that bottom friction is only important outside the surf zone, for very rough, low gradi-81

ent (< 1:50) platforms and weak wave conditions. The latter study, together with the82

work of McCall et al. (2017), and Gon et al. (2020) on a rocky shore, are some of the very83

few studies that investigated wave bottom friction on rocky shorelines. In addition, apart84

from notable exceptions (e.g., Marshall & Stephenson, 2011; Savige et al., 2021), wave85

transformation has been mainly investigated on the intertidal part of shore platforms,86

while the rocky substrate can extend further offshore (Kennedy, 2015). Hence, new field87

deployments combined with numerical simulations are necessary to further understand88

short-wave dissipation on shore platforms through both wave breaking and bottom fric-89

tion. This is critical to assess the role of waves in platform erosion and cliff recession,90

which has been one of the main focus of studies conducted on shore platforms so far (Stephenson91

& Kirk, 2000; Trenhaile & Kanyaya, 2007), but also to investigate wave-induced hydro-92

dynamics on shore platforms.93

In the nearshore, the dissipation of short waves controls the mean circulation by94

driving longshore currents, undertows as well as rip currents (e.g., see Longuet-Higgins,95

1970a, 1970b; Svendsen, 1984; Castelle et al., 2016), and by inducing an increase in mean96

water levels along the shoreline known as the wave setup (Bowen et al., 1968; Stive &97

Wind, 1982). The wave setup was firstly explained physically by the radiation stress for-98

malism of Longuet-Higgins and Stewart (1962, 1964), in which the radiation stress cor-99

responds to the wave momentum flux. On mildly-sloping sandy beaches, the wave setup100

has usually been computed assuming a balance between the cross-shore radiation stress101

and barotropic pressure gradients in the wave-averaged cross-shore momentum equation102

(Battjes & Stive, 1985; Lentz & Raubenheimer, 1999). While several studies reported103

a significant underestimation of the wave setup predicted with this simple approach in104

very shallow water depths (Guza & Thornton, 1981; Raubenheimer et al., 2001), Apotsos105

et al. (2007) suggested that wave setup predictions could be improved by including the106

bottom stress associated with the mean offshore-directed flow (the undertow) in the cross-107

shore momentum balance. More recently, Guérin et al. (2018) used a 3D phase-averaged108

modelling system and showed that the wave-induced depth-varying circulation (mostly109

horizontal advection and vertical mixing) could increase the wave setup when the bot-110
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tom slope steepens. On shore platforms, wave setup dynamics can be different from that111

on sandy beaches, principally due to a higher bottom roughness (Dean & Bender, 2006;112

Buckley et al., 2016). Platform roughness can range from smooth like a sandy beach, to113

extremely rough similar to coral reefs (Poate et al., 2018). While only one study reported114

observations of wave setup on shore platforms so far (Ogawa et al., 2015), several rough-115

ness effects on waves and wave setup have been identified in coral reef environments which116

can potentially also operate on relatively rough platforms (e.g., Lowe et al., 2005; Lowe117

et al., 2009; Buckley et al., 2016; Acevedo-Ramirez et al., 2021). In particular, Buckley118

et al. (2016) conducted high-resolution laboratory measurements of wave setdown and119

setup across a large bottom roughness fringing reef profile characterized by a 1:5 reef slope.120

The authors showed that the presence of bottom roughness enhanced wave dissipation121

by friction which in turn modified radiation stress gradients and resulted in a predicted122

wave setup 18 % lower on average compared to smooth experiments, when the mean bot-123

tom stress was neglected in the momentum balance. However, once accounted for, the124

mean bottom stress, generated by interactions of the undertow with roughness, increased125

the predicted wave setup by 16 % on average. Because of these two opposing mechanisms,126

the wave setup measured on the reef for both rough and smooth bottoms was similar.127

These two counteracting effects of bottom roughness on wave setup identified on coral128

reef environments have yet to be examined on shore platforms. In particular, the wave129

setup response to, not only the bottom stress, but the overall wave-induced depth-varying130

circulation should be analysed in these rough environments.131

The aim of this study is to improve the understanding of wave transformation and132

wave setup dynamics on shore platforms. Through collection of field data, this study con-133

tributes to a small number of wave and wave setup measurements on shore platforms.134

We particularly formulate the following questions: What is the impact of platform rough-135

ness on wave dissipation and resulting mean circulation ? What are the subsequent ef-136

fects on wave setup development ? To address these questions, wave transformation and137

wave setup dynamics are investigated on a gently-sloping shore platform that extends138

in the nearshore subtidal zone. A first field campaign was carried out in fair weather con-139

ditions on the intertidal zone of the shore platform while a second one, more extensive,140

was conducted under storm wave conditions with instruments deployed from 10 m wa-141

ter depth up to the shoreline. Field data analysis is complemented with numerical sim-142

ulations performed with a fully-coupled (wave-current) 3D modelling system that uses143
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a vortex force formalism. Based on the results, the relative importance of depth-induced144

breaking to wave bottom friction on the platform is examined. The effects of bottom rough-145

ness on the wave-induced circulation and wave setup dynamics are then analysed, no-146

tably through additional numerical experiments with idealised shore platforms and sandy147

beaches of varying uniform slopes. After presenting the study area in Section 2, the mod-148

elling system is described in Section 3. The ability of the modelling system to simulate149

the transformation of short waves, water levels and mean current velocities over the con-150

sidered shore platform is investigated in Section 4. In Section 5, the relative importance151

of short-wave dissipation by depth-induced breaking and bottom friction are discussed.152

The potantial effects of bottom roughness affecting wave setup through wave dissipation153

and resulting circulation are then investigated, followed by conclusions in Section 6.154

2 Study area and field experiment155

2.1 Study area156

The studied shore platform is located in the central part of the French Atlantic Coast157

along the Western coast of Oléron Island (Figure 1-a). The coast in the region is bor-158

dered by a 150 km-wide shelf, which exhibits gently-sloping shorefaces. According to Dodet159

et al. (2019), the tidal regime is semi-diurnal and macrotidal, with a tidal range vary-160

ing from 1.10 to 5.50 m. These authors also analysed wave regimes along the 30 m iso-161

bath line of the metropolitan coasts of France and reported in the region, yearly-averaged162

significant wave height (hereafter Hm0) of 1.60 m and yearly averages of mean wave pe-163

riod and wave direction of 5.9 s and 275◦ respectively. Winter storms can however drive164

waves of Hm0 over 10 m in the Bay of Biscay (Bertin et al., 2015a).165
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Figure 1. Location of the study area (red square), Oléron wave buoy (blue triangle), me-

teorological station (green star) and extension of the computational domain (blue line) (a).

Bathymetry of the study area relative to mean sea level (MSL) with location of the subtidal

stations (1 and 2), and location of the intertidal zone of the shore platform (red box) with the

instrumented transect (brown profile) (b). Zoom on the intertidal zone of the shore platform with

location of the intertidal stations along the transect (3 to 11) (c). The stations shown on panels

(b) and (c) were deployed during the field campaign conducted in storm wave conditions.

The intertidal shore platform is 450 m-wide (full spring intertidal range), which cor-166

responds to the upper range of platforms widths as compared to previously published167

studies on macrotidal platforms (Naylor & Stephenson, 2010; Poate et al., 2018; Stephen-168

son et al., 2018). The platform is characterized by a very gentle slope of 1:250 increas-169

ing up to 1:50 at the top of the platform (x between 300 m and 445 m, see Figure 2). The170

platform is a marl-limestone formation characterised by shallow steps and pools, except171

at the beginning of the profile (before x = 50 m) where steep pools (∼ 1 m deep) can de-172

velop. At its landward edge (from x = 445 m), the platform is backed by a sandy dune173

with a steep sandy beach (slope of 1:10) at the platform-dune junction. At its seaward174

edge (before x = 0 m), the subtidal portion of the platform plunges into the sea with a175

slope of 1:65 before being more gently-sloping, and extends until ∼ 3000 m offshore.176
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Figure 2. Cross-shore profile of the intertidal zone with location of the stations 3 to 11 de-

ployed during storm wave conditions.

2.2 Field experiments177

Two field campaigns were conducted on the shore platform under contrasting wave-178

energy conditions. The first one was carried out on the intertidal part of the platform179

during one day (two tidal cycles) in March 2019, under spring tides with a 5.50 m tidal180

range and weak-energy wave conditions (hereafter referred to as fair weather conditions).181

Maximum significant wave height and peak period of 1.5 m and 15 s respectively, were182

recorded at the Datawell Oléron buoy (operated by CEREMA and located at a depth183

of 50 m; see Figure 1-a for its location). A detailed description of this campaign and the184

associated results on short wave transformation using a simple energy flux model can185

be found in Lavaud et al. (2020). Since this field experiment is characterized by small186

waves and low wind conditions, it is specifically used in the present study to investigate187

bottom friction effects on wave dissipation and in particular, to determine the roughness188

length kn (see Section 3.2) of the platform through a sensitivity analysis of the model189

to this parameter. The second field campaign was conducted from February 7 to 13 2020,190

under spring tides with a maximum tidal range of 5.20 m, and storm wave conditions (max-191

imum significant wave height and peak period of ∼ 6 m and 17 s respectively, recorded192

at Oléron buoy). This field campaign was more extensive than the first one, since it cov-193

ered not only the intertidal zone but also the subtidal part of the platform. In the in-194

tertidal zone, a 400 m-long cross-shore transect was instrumented from February 9 with195
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7 pressure transducers (hereafter PT), a 2 MHz Acoustic Doppler Current Profiler (here-196

after ADCP) and a 6 MHz Acoustic Doppler Velocimeter (hereafter ADV), both equipped197

with an internal PT (Figure 1-c and Figure 2). The instruments were spaced at 45 m in-198

tervals, allowing to cover most of the full spring intertidal zone, and were all housed in199

stainless steel tubes screwed to the bedrock (Figure 2), except the most landward PT200

(PT 11) which was fixed to a rock buried in 0.10 m of sand on the backing beach. How-201

ever, this sensor was not considered in this analysis as it was located in the swash zone202

and hence, not continuously submerged. Also, pressure signals recorded at PT 3 and 7203

showed drifting and were therefore discarded from the analysis of water levels and wave204

setup. In the subtidal zone, a 600 kHz ADCP equipped with an internal PT (PT 1) and205

an additional PT aiming at identifying possible sensor drifting (PT 0, not shown) were206

deployed about 1750 m offshore at a depth of approximately 9 m relative to mean sea level.207

Another single PT was deployed closer to shore, at 1000 m in a depth of approximately208

8 m relative to mean sea level (Figure 1-b). Both subtidal stations were located on the209

shore platform, although PT 2 was deployed in a small sandy zone surrounded by the210

rocky bottom. The PTs of the overall deployment measured at 2 Hz except the internal211

PT of the ADV, which measured at 16 Hz.212

Data from both field experiments were analysed similarly, as described below. Bot-213

tom pressure measurements were first corrected for sea level atmospheric pressure mea-214

sured at the nearby meteorological station of Chassiron (Figure 1-a). Each data record215

was then analysed using consecutive bursts of 30 min (20 min for the internal PTs of AD-216

CPs). At each sensor located in the intertidal zone, bursts of mean water depth less than217

0.50 m were discarded from this analysis as the sensors were intermittently dry due to218

the presence of fluctuations induced by infragravity waves. Hydrostatic surface eleva-219

tion spectra were computed by averaging estimates from 10 Hanning-windowed segments220

overlapping by 50 % (20 degrees of freedom). Correction for pressure attenuation with221

depth was done using a transfer function derived from linear wave theory (e.g., Bishop222

& Donelan, 1987). The significant wave height Hm0 and mean wave period Tm0,2 were223

computed as:224

Hm0 = 4
√
m0 (1)225

226

Tm02 =

√
m0

m2
(2)227
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where the 0th moment m0 and 2nd moment m2 were calculated with the following equa-228

tion:229

mn =

∫ fmax

fmin

fnE(f)df (3)230

In equation 3, E(f) is the surface elevation energy density spectra and the frequency231

cut off fmax is set to 0.3 Hz. The frequency cut off between short and infragravity waves232

fmin is adaptive and defined as 1/1.8Tp with Tp the continuous peak period recorded at233

Oléron buoy (Figure 1-a), which follows the approach of Roelvink and Stive (1989), Oh234

et al. (2020) and Bertin et al. (2020).235

In the subtidal zone, a high resolution (0.2 m x 0.2 m regular grid) multibeam bathy-236

metric survey was performed on approximately 1.73 km2 to dispose of accurate bathy-237

metric data of the study area. This high-resolution dataset was also used to physically238

quantify the bottom roughness length kn of the platform: it was estimated as four times239

the standard deviation of the bed elevation (Lowe et al., 2005; Poate et al., 2018) and240

was computed by averaging several estimates from 1 m2 tiles across the platform, lead-241

ing to an averaged value of 0.15 m. Bathymetric data of the intertidal zone originates242

from a LiDAR survey carried out in 2010 in the scope of the National Project LITTO3D243

(conducted by the National Geographic Institute and the French Navy). A GNSS receiver244

was also used to survey several cross-shore profiles of the intertidal shore platform at low245

tide, and measure the position of each sensor to calculate the wave setup. At the inter-246

tidal PTs (except stations 3, 7 and 11 discarded from this analysis), the wave setup was247

computed as the difference in mean free surface elevations η between each PT and the248

deepest one (PT 1), which requires an estimate of its vertical position (bathymetry) d249

not known in the field a priori (h = d+η with h the mean water depth). For this, the250

calmest conditions of the experiment (high tide, wind velocity inferior to 5 m.s−1 and251

weak wave contribution) were carefully determined, such that the mean free surface el-252

evation η can be assumed horizontal between PT 1 and PT 4 at this instance (η1 = η2253

with η2 known as d2 was levelled in the field), and the vertical position of PT 1 can be254

estimated as h1−η1 (see Appendix B). The wave setup was then calculated at each sen-255

sor except at PT 2, as this instrument progressively sank into the sand during the field256

campaign.257
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3 Modelling system258

3.1 Overview of the modelling system259

This study uses the modelling system SCHISM (Semi-implicit Cross-scale Hydro-260

science Integrated System Model) of Zhang et al. (2016) which is a 3D unstructured-grid261

model, developed from the original model SELFE (Zhang & Baptista, 2008). A combi-262

nation of a semi-implicit scheme with an Eulerian-Lagrangian Method is used to treat263

the momentum advection, which allows to relax the associated numerical stability con-264

straints. A detailed description of the model, its governing equations as well as its nu-265

merical implementation can be found in Zhang et al. (2015) and Zhang et al. (2016). The266

hydrodynamic model can be coupled with other models, all sharing the same unstruc-267

tured grid and domain decomposition to limit the exchange of information between the268

models and avoid errors of interpolation. In this study, 3D fully-coupled wave-current269

simulations are performed by coupling the hydrodynamic model to the spectral Wind270

Wave Model WWM of Roland et al. (2012). The effects of short waves on the mean cir-271

culation are represented with the vortex force formalism proposed by Bennis et al. (2011),272

which is based on glm2z-RANS theory (Ardhuin et al., 2008). Its original implementa-273

tion in SCHISM is described in Guérin et al. (2018) (see Appendix A1 for the govern-274

ing equations) while new developments related to the non-conservative wave effects are275

presented in Section 3.3. Also, further improvements on the modelling of the wave-induced276

turbulence at the surface are detailed in Appendix A3.277

3.2 The spectral wave model WWM278

WWM simulates the generation and propagation of wind-generated waves by solv-279

ing the wave action equation (e.g., see Komen et al., 1994). In this study, energy dissi-280

pation due to whitecapping and wind input are computed according to Bidlot et al. (2002),281

which corresponds to the ECMWF parameterization. Non linear wave-wave interactions282

in deep water (quadruplet interactions) and in shallow water (triad interactions) are cal-283

culated according to the Discrete Interaction Approximation of Hasselmann et al. (1985)284

and to the Lumped Triad Approximation of Eldeberky (1996) respectively. Wave energy285

dissipation by depth-induced breaking is computed following the approach of van der West-286

huysen (2010) in which the local mean rate of energy dissipation per unit area reads:287

Dbr =
3
√
π

16
B3ρg

fmean
h

(
βi

βi,ref
)nH3

rms (4)288
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where B is the breaking coefficient of the order of 1, fmean is the mean wave frequency289

computed from the Tm0,1 wave period, Hrms is the root-mean-square wave height (Hrms =290

Hm0/
√

2), h is the mean water depth, g is the acceleration caused by gravity and ρ is291

the water density. βi is the biphase, a third-order quantity related to the asymmetry of292

the wave profile. In WWM, the parametrization of Eldeberky (1996) is used to approx-293

imate the biphase as phase-averaged wave models do not compute quantities at this or-294

der. It reads:295

βi =
−π
2

+
π

2
tanh(

δ

Ur
) (5)296

where δ is a parameter set to 0.2 according to Eldeberky (1996). Ur is the Ursell num-297

ber, computed following the spectral mean expression given by Eldeberky (1996):298

Ur =
g

8
√

2π2

Hm0T
2
m0,1

h2
(6)299

In Eq. 4, βi,ref and n are coefficients set to −4π/9 and 2.5 respectively, which are the300

values used by van der Westhuysen (2010). In WWM, the source term due to depth-induced301

breaking is computed following the approach of Eldeberky and Battjes (1996):302

Sbr(σ, θ) =
Dtot

Etot
N(σ, θ) where Etot = ρg

∫ 2π

0

∫ ∞
0

E(σ, θ)dσdθ (7)303

where σ is the wave relative angular frequency and θ is the wave direction. Etot and E304

are the total and spectral wave energy density respectively and N = ρgE/σ is the spec-305

tral wave action density.306

Recently, Pezerat et al. (2021) reported that common parameterizations for depth-307

induced breaking in spectral wave models yield significant over-dissipation of storm waves308

propagating over gently-sloping shorefaces, which can potentially lead to an underesti-309

mation of the wave setup at the shoreline. To overcome this problem, the authors pro-310

posed an adaptive parameterization of the breaking coefficient B based on the local bot-311

tom slope. In this study, the formulation of Westhuysen (2010) is used with this adap-312

tive parameterization of B, while comparisons with simulations using B = 1 are conducted313

in Section 4.1.2.314

Finally, the source term due to bottom friction is expressed as:315

Sbf (σ, θ) = −Cf
σ2

g2 sinh2(k(σ)h)
N(σ, θ) (8)316

where k is the wavenumber computed with the linear dispersion relation and Cf is a dis-317

sipation coefficient (in m2.s−3) calculated according to the eddy-viscosity model of Madsen318
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et al. (1989):319

Cf =
g√
2
fwUrms (9)320

where Urms is the root-mean-square bottom-orbital velocity and fw is a non-dimensional321

frictional factor expressed as a function of the near-bottom excursion amplitude and the322

Nikuradse roughness length kn according to Jonsson (1967). The default value for kn323

in WWM is 0.05 m, which relates to a sandy bottom with bedforms. The spatial distri-324

bution of bottom types, and in particular the extension of the studied rock platform, is325

here based on the sediment database of the SHOM (French Naval Oceanographic Ser-326

vice). Considering the direct estimates of kn made from the high-resolution multibeam327

bathymetric survey, the value of kn was then adjusted by minimizing the discrepancies328

between model predictions and observations during fair weather conditions (Section 4.1.1).329

Outside of the rocky area, kn is set to its default value 0.05 m. In order to evaluate the330

influence of the bottom friction formulation on the performance of the model, simula-331

tions were also carried out with the Madsen’s formulation using a uniform kn set to 0.05 m,332

and with the widely-used JONSWAP formulation of Hasselmann et al. (1973), based on333

a friction coefficient Cf spatially uniform and fixed to the empirical value of 0.038 m2.s−3.334

3.3 Non-conservative wave accelerations335

The vortex force formalism decomposes wave forces into conservative (i.e. vortex336

force and wave-induced mean pressure, see Appendix A1) and non-conservative forces,337

where the latter correspond to accelerations induced by wave dissipation processes. The338

modelling system accounts for accelerations due to depth-induced breaking as described339

in Guérin et al. (2018), and accelerations owing to energy dissipation by whitecapping340

and bottom friction which have been implemented more recently.341

Within the surf zone, a fraction of wave energy dissipated by wave breaking is con-342

verted into surface rollers. Besides contributing to the mass transport in the surf zone343

(Svendsen, 1984), surface rollers induce a lag in the transfer of momentum to the wa-344

ter column by modifying the spatial distribution of breaking accelerations (e.g., over bars,345

see Reniers et al., 2004). In order to account for this effect, a model of surface rollers fol-346

lowing Reniers et al. (2004) has been implemented in WWM with minor adjustments347

(see Appendix A2). Accelerations due to depth-induced breaking, whitecapping and sur-348
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face rollers are gathered in a single term expressed as follows:349 (
F̂br,x(z), F̂br,y(z)

)
= −fbr(z)

ρ

∫ 2π

0

∫ ∞
0

(cos θ, sin θ)k(σ)
(
(1− αr)Sbr(σ, θ) + Sds(σ, θ)

)
dσdθ

−fbr(z)(cos θm, sin θm
) kp
ρσp

Drol

(10)

350

where αr is the percentage of energy transferred from breaking waves to surface rollers.351

Here, we assume a full conversion of energy from breaking waves to surface rollers with352

αr = 1, as it leads to the best predictions of wave setup. Drol corresponds to the rate353

of surface roller energy dissipation (see Appendix A2), and the subscripts ’m’ and ’p’ re-354

fer to the mean and peak value of the corresponding wave parameter, respectively. fbr(z)355

corresponds to an empirical vertical distribution function which can be defined with dif-356

ferent expressions (Uchiyama et al., 2010). In this study, fbr(z) is defined such that ac-357

celerations by breaking-induced processes are applied in the surface layer (Guérin et al.,358

2018), which is similar to representing them as surface stresses (Deigaard, 1993).359

In intermediate to shallow water depths, the wave energy dissipated by bottom fric-360

tion within the wave boundary layer induces a near-bottom current in the direction of361

wave propagation referred to as wave streaming (Longuet-Higgins, 1953). The acceler-362

ation owing to wave bottom streaming is computed as follows:363

(
F̂bot,x(z), F̂bot,y(z)

)
= −fbot(z)

ρ

∫ 2π

0

∫ ∞
0

(
cos θ, sin θ

)
k(σ)Sbot(σ, θ)dσdθ (11)364

The streaming acceleration is assumed to decrease upward across the wave boundary layer365

according to the vertical function fbot(z) (Uchiyama et al., 2010) given by:366

fbot(z) =
1− tanh(kwd(z + d))2∫ η

−d 1− tanh(kwd(z + d))2dz
(12)367

where d is the bathymetry (h = d+η with η the mean free surface elevation) and kwd =368

1/(awdδwd) is a decay length in which δwd is the wave bottom boundary layer thickness369

computed according to Fredse and Deigaard (1992):370

δwd = 0.09(30zbot,w0 )

(
Aorb

30zbot,w0

)0.82

(13)371

with Aorb the near-bottom excursion amplitude and zbot,w0 the apparent bottom rough-372

ness length under the combined effects of waves and currents (see Section 3.4). With awd373

= 1, we retrieve the theoretical thickness of the wave bottom boundary layer under monochro-374

matic waves. In the present study, awd is fixed to 5, which is discussed in Section 5.2.375
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3.4 Bottom and surface stresses parameterizations376

At the surface, the wind stress is commonly parameterized with a bulk formula of377

the form ρaCdU
2
10, where ρa is the air density, U10 is the wind speed at 10 m height above378

the sea surface and Cd is a drag coefficient usually computed as a linear function of U10379

(i.e. Pond & Pickard, 1983). However, several studies reported that the sea surface rough-380

ness z0 also varies with the sea state (Donelan et al., 1993; Mastenbroek et al., 1993).381

A younger sea state induces a rougher sea surface and hence increases the surface stress.382

It is expected to occur in the shoaling zone, where the wavelength decreases, enhancing383

the sea surface roughness. To account for this process in circulation models, several au-384

thors proposed to relate the surface roughness to wave parameters such as the wave age385

(Donelan et al., 1993) or the wave-induced stress (Janssen, 1991). In this paper, the for-386

mulation proposed by Donelan et al. (1993) is used to compute z0:387

z0
Hrms

= 6.7.10−4

(
U10

cp

)2.6

(14)388

where Hrms and cp, the wave phase speed corresponding to the peak frequency, are pro-389

vided by the wave model. The surface stress is obtained after computing Cd with the390

relationship
√
Cd = κ/log(zobs/z0) where κ is the von Kármán’s constant (κ = 0.4) and391

zobs is the height at which the wind is taken (zobs = 10 m).392

At the bottom, the model of Soulsby (1997) is used to compute the bottom stress393

under the combined action of waves and currents. This wave-current bottom stress τwc394

and apparent roughness length zbot,w0 are then used in the boundary condition for the395

turbulent kinetic energy in the turbulence closure model (see Appendix A3).396

3.5 Model implementation397

The unstructured computational grid used in the hindcast of the field experiments398

extends over the Pertuis Charentais area (Figure 1-a), from the land boundary to ∼ 73 km399

offshore corresponding to a depth of 90 m. Such a large extent is necessary to realisti-400

cally reproduce the generation and propagation of storm surges over the continental shelf401

(Blain et al., 1994; Oliveira et al., 2020). The grid has ∼ 76000 nodes in the horizontal,402

with a spatial resolution ranging from 1800 m along the open boundary to 10 m along403

the shoreline in the study area. Such a fine resolution is required to capture the wave-404

induced setup that develops along the shoreline (Lavaud et al., 2020). In the vertical,405
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the grid is discretized in 24 terrain-following S-layers that are denser close to the bot-406

tom and surface.407

The circulation model is forced at its open boundary with the 16 main astronom-408

ical constituents linearly interpolated from the regional model of Bertin et al. (2012). The409

bottom roughness length zbot0 in the circulation model is spatially variable to account for410

the different bottom types in the modelled domain. After a sensitivity analysis (see Sec-411

tion 4.2), zbot0 was set to 0.0001 m in sandy areas and to 0.02 m on the studied shore plat-412

form and other rocky bottoms. The hydrodynamic time step is set to 15 s while the wave413

model is run every 60 s and uses implicit schemes for propagation and source term in-414

tegration (Roland et al., 2012).415

Over the whole domain, the circulation model is forced with hourly 10 m wind speed416

U10 and sea-level pressure fields from the Climate Forecast System Reanalysis CFSR (Saha417

et al., 2010). The datasets are provided on a regular grid with a spatial resolution of 0.2◦418

and 0.5◦ for the wind and the atmospheric pressure respectively. WWM is forced with419

CFSR wind fields over the whole domain and time series of directional wave spectra along420

its open boundary, which were previously computed from a regional application of the421

WAVEWATCH III spectral wave model also forced with wind fields from CFSR.422

4 Results423

In this section, we assess the ability of the modelling system to reproduce the ob-424

served water levels, the transformation of short waves and the associated circulation over425

the shore platform. Modelled wave parameters are first compared against field observa-426

tions collected during fair weather conditions in order to determine the Nikuradse rough-427

ness length kn that characterized the platform. Indeed, at high tides during this period,428

waves are predominantly dissipated by bottom friction on a large portion of the inter-429

tidal shore platform as the surf zone is located very close to the shoreline, making this430

period particularly suitable for analysing wave bottom friction dissipation and the sen-431

sitivity of the model to kn. The value of kn yielding the best-fit results is then used in432

the simulation of storm wave conditions, from which short waves, currents and wave setup433

predictions are examined. Model errors are quantified by computing for each variable,434

the bias, the Root-Mean-Square Error (hereafter RMSE) and the NRMSE, which cor-435

responds to the RMSE normalized by the mean of the observations.436
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4.1 Wave predictions437

4.1.1 Fair weather conditions438

During the one-day field campaign conducted in fair weather conditions, offshore439

significant wave height Hm0 varied between 1.1 and 1.5 m at Oléron buoy (Figure 1-a440

for its location), which is well predicted by the model with a RMSE of 0.09 m, yielding441

a NRMSE of 7 % (not shown). Figure 3-b compares at the second high tide the cross-442

shore evolution of Hm0 measured, and modelled with different bottom friction formu-443

lations. At this tidal stage (water depth of 4.50 m at the offshore sensor, see Figure 3-444

a), the surf zone is relatively narrow and starts approximately at x ∼ 225 m, implying445

that wave dissipation at the three most offshore sensors principally occurs through bot-446

tom friction. The data at these cross-shore locations are hence suitable to calibrate the447

Nikuradse roughness length in the Madsen’s formulation. The sensitivity analysis to this448

parameter revealed that the value of kn = 0.13 m taken on the platform (and 0.05 m out-449

side, see Section 3.2) best reproduces the observed wave height at the three offshore sen-450

sors with a RMSE of 0.023 m. Keeping the default value kn = 0.05 m uniform over the451

whole computational domain (model 2 in Figure 3-b) or using the JONSWAP bottom452

friction formulation with Cf = 0.038 m2.s−3 (model 3 in Figure 3-b) leads to an under-453

estimation of wave frictional dissipation with RMSE of 0.11 and 0.26 m respectively. Based454

on these results, the Madsen’s formulation with kn set to 0.13 m on the platform was used455

in the hindcast of the second field campaign conducted in storm wave conditions.456
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Figure 3. (a) Bathymetry (black line) and mean free surface elevation (blue line) along the

intertidal transect instrumented in fair weather conditions (both are given relative to the bathy-

metric elevation of the first sensor), and (b) observed (black dots) against significant wave height

Hm0 modelled with the baseline model using Madsen’s formulation with kn = 0.13 m for rocky

areas and 0.05 m outside (model 1), the model using the Madsen’s formulation with kn set uni-

form to the default value 0.05 m (model 2) and the model using the JONSWAP formulation

with Cf = 0.038 m2.s−3 (model 3), at the second high tide along the transect. The black crosses

correspond to where statistical errors are computed (RMSE, BIAS).

4.1.2 Storm wave conditions457

As in fair weather conditions, simulated offshore wave parameters are compared458

against measurements recorded at Oléron buoy (Figure 1-a). The comparison reveals a459

very good agreement between observed and modelled significant wave height Hm0 with460

a RMSE of 0.26 m which corresponds to a 6 % NRMSE. The mean wave period Tm02461

was of the order of 8-10 s and the peak period Tp varied between 13 and 17 s during the462

field campaign, which is well reproduced by the model with RMSE of ∼ 0.40 and 0.50 s463

respectively, corresponding to NRMSE less than 5 %. The peak direction Pdir is also well464

predicted by the model with a RMSE of 6◦. It is worth noting that Hm0 reached almost465
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6 m during the field campaign, a value reached 5 times since January 2020, therefore cor-466

responding to energetic but not exceptional winter conditions (Figure 4).467
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Figure 4. Assessment of the model at the offshore Oléron buoy with comparisons of the mod-

elled (blue line) against observed significant wave height Hm0, peak direction Pdir (black dots),

mean wave period Tm0,2 (red dots) and peak period Tp (green dots).

In the nearshore region, the water levels at PT 1 and PT 2 are well reproduced by468

the model with RMSE of 0.08 -0.09 m (Figure 5). At both sensors, Hm0 is tidally-modulated469

with Hm0 decreasing as the water depth decreases, suggesting that wave breaking is al-470

ready significant at these depths. Maximum Hm0 values were measured at PT 1 in the471

morning of 10/02 at high tide, with a value of 3.60 m for a corresponding mean wave pe-472

riod Tm02 of ∼ 7.5 s. At PT 1, Hm0 is predicted relatively accurately with RMSE of 0.30 m,473

yielding a 13 % NRMSE although Hm0 is slightly over-estimated during the whole pe-474

riod with a positive bias of 0.26 m. At PT 2, Hm0 is well predicted by the model with475

a NRMSE of 9.6 %. Mean wave periods Tm02 are slightly over-estimated at PT 1 with476

a positive bias of ∼ 0.40 s, while at PT 2, it is accurately reproduced by the model with477

a NRMSE of 3.6 %. Similar to the significant wave height, Tm02 also exhibits a tidal mod-478

ulation at both sensors, which is slightly more pronounced at PT 2, with Tm02 being smaller479

at low tides by up to 2 s. When the triad interactions source term is turned off in the480

simulation, the wave period exhibits an inverse and weaker tidal modulation, revealing481

that the observed tidal modulation is due to triad interactions in shallow waters. At a482
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given sensor, more energy is transferred from the primary peak to super harmonics as483

the water depth decreases, explaining the lower wave period.484
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Figure 5. Assessment of the model at the subtidal sensors (PT 1 and PT 2) with comparisons

of the modelled (blue line) against observed water depth, Hm0 and Tm0,2 (black dots).

As a general trend, wave heights in the intertidal zone (Figure 6-b to Figure 6-g)485

are highest at the most seaward sensor (PT 4) and decrease across the platform towards486

the shoreline. At the first sensor in the intertidal zone (PT 4, Figure 6-b), the wave height487

is depth-limited over the first 6 tidal cycles. Over the last one, the same behaviour can488

be observed from low to mid tidal stages while from mid to high tidal stages, the wave489

height does not increase when the water depth increases (water depth at PT 1, Figure490

6-a), suggesting that this sensor was located outside the surf zone. At the landward sen-491

sors (from PT 5 to PT 10; Figure 6-c to Figure 6-g), short waves are depth-limited dur-492

ing the whole period, so that they were always located in the surf zone. The compar-493

ison with the model shows that wave heights at all stations are well predicted by the model494

with NRMSE ranging from 8 to 14 %. In more details, Hm0 is slightly underestimated495

by 0.15 to 0.20 m at PT 9 and 10 at high tides over the last two days of the experiment,496

which is possibly due to wave reflection on the 1:10 sloping beach, a process not repre-497

sented in the model. Note that using a default parameterization for depth-induced break-498

ing (B = 1), wave predictions considerably deteriorate at PT 2 (negative bias of 0.60 m499
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and NRMSE of 30 %) and in the intertidal zone with a negative bias of 0.40 m result-500

ing in a NRMSE of 43 % in average (not shown). On the contrary, using a default pa-501

rameterization for bottom friction (JONSWAP formulation with Cf = 0.038 m2.s−3) re-502

sults in positive bias of 0.70 m and 0.17 m and NRMSE of 30% and 20% in average, at503

the sensors of the subtidal and intertidal zones respectively (not shown). The importance504

of accurately representing short-wave dissipation on wave setup is shown in Section 4.3.505
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Figure 6. Modelled (blue line) against observed water depth at the subtidal sensor PT 1

(panel a) and assessment of the model at the intertidal sensors (from PT 4 to PT 10) with com-

parisons of the modelled (red line) against observed Hm0 (black dots) (panels b to g).

4.2 Cross-shore and long-shore currents506

The ability of the model to reproduce mean currents is assessed through a com-507

parison with currents measured at the ADV (corresponding to PT 7 location), located508

at a height of 0.25 m above the seabed. The use of the ADCP in the surf zone provided509
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incoherent patterns, possibly owing to the presence of air bubbles in the wave column510

affecting or even blocking the acoustic signal, which did not allow to analyse mean cur-511

rents at this location. At the ADV, measured velocities and modelled quasi-Eulerian ve-512

locities at 0.25 m above the bed (vertical position of the ADV) were time-averaged over513

bursts of 20 min. The measured cross-shore velocity is always seaward-oriented, which514

suggests the presence of an undertow, reaching up to -0.20 m.s−1 (Figure 7-b). Also, a515

slight asymmetry can be observed between flood and ebb in the measured cross-shore516

velocity, which suggests the influence of tidal currents (Figures 7-a and b). The nega-517

tive values of the longshore velocity, up to -0.12 m.s−1 indicate the presence of a weak518

longshore drift to the South-East of Oléron Island (Figure 7-c). As in previous studies519

(Longuet-Higgins, 1970a, 1970b; Thornton & Guza, 1986), the reproduction of longshore520

currents is very sensitive to zbot0 . Best agreements in longshore currents between the model521

and the measurements were obtained with zbot0 = 0.02 m (RMSE of 0.030 m.s−1), while522

halving this value yields an error twice as large. Predictions of the cross-shore velocity523

depart more from the measurements, mostly owing to a negative bias of 0.06 m.s−1 with524

local underestimations up to 0.10 m.s−1 (Figure 7-b), yielding a RMSE of 0.064 m.s−1.525
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Figure 7. Water depth at PT 6 (a). Measured cross-shore (b) and longshore (c) currents

(black dots) against modelled quasi-Eulerian velocities (blue line) at the vertical position of the

ADV (0.25 m above the bed, PT 7 location).

4.3 Storm surge and wave setup predictions526

Figure 8 presents modelled against observed surges at the different intertidal sta-527

tions. Similar to the surge computed from the measurements, the modelled surge was528
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calculated as the difference between mean free surface elevations at each PT in the in-529

tertidal zone and the most seaward sensor (PT 1). The modelled and observed surges530

comprise the wave setup and a part of the wind-induced surge that developed from PT531

1 to the shoreline. According to the model results, the atmospheric surge ranged from532

0.00 to 0.03 m most of the time during the field campaign but could reach up to 0.06 m533

at low tide during episodic strong wind events of up to 15 m.s−1 recorded at the mete-534

orological station of Chassiron (see Figure 1-a). Besides this effect, the surge was mainly535

due to the wave setup, representing at least 80 % of the surge. The measured surge reached536

up to 0.30 m at low tide during energetic wave conditions in the evening of the 9th of Febru-537

ary. The comparison between the surge measured and simulated with the baseline model538

shows a relatively good agreement with RMSE of the order of 0.02-0.03 m for all the PTs.539

In more details, the model displays local underestimations of up to 0.08 m at certain low540

tides. In comparison, the model using a default parameterization for depth-induced break-541

ing (B = 1) results in an underestimation of the wave setup at the water line, with neg-542

ative bias up to 0.04 m at PT 10 and RMSE increased by 50 to 90 % compared to our543

baseline model (Figure 8). In line with the findings of Pezerat et al. (2021), our results544

show that the adaptive approach for the breaking coefficient proposed by these authors545

(see Section 3.2) strongly improves wave height and subsequently, wave setup predictions.546

Regarding frictional effects, the use of the default JONSWAP bottom friction for-547

mulation (Cf = 0.038 m2.s−3) leads to a wave setup overestimated at all sensors in the548

intertidal zone with a positive bias of 0.065-0.085 m and RMSE 2 to 4 times larger com-549

pared to our baseline model (Figure 8). With our baseline model, the strong frictional550

effects that occurred on the platform seaward of the surf zone are correctly represented.551

Therefore, more wave energy is dissipated before wave breaking which modifies wave ac-552

celerations and results in a decreased wave setup, a process already shown in coral reef553

environments (Lowe et al., 2009; Buckley et al., 2016).554
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Figure 8. Observed (black dots) against modelled storm surges with the baseline model (blue

line), with the default JONSWAP formulation (red dashed line) and with B = 1 in the depth-

induced breaking formulation (orange dashed dotted line), at the intertidal PTs.

5 Discussion555

The modelling results presented above demonstrate that the model can provide an556

accurate representation of short-wave dissipation and associated wave setup on the shore557

platform. In the present section, we thus use the modelling results to conduct detailed558

analyses of these processes.559

5.1 Relative importance of wave breaking to frictional dissipation on the560

platform561

The accurate representation of short-wave energy dissipation has required the use562

of adapted parameterizations of wave breaking and wave bottom friction. In particular,563
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wave bottom friction in the model must account for the bottom roughness of the plat-564

form, which here corresponds to the Madsen’s formulation with a Nikuradse roughness565

length kn = 0.13 m. This value is comparable to the values of 0.10 m used by Delpey et566

al. (2014) and 0.12 m used by Roland and Ardhuin (2014) to represent rocky bottoms567

in their modelling systems. This value is also close to the platform roughness length of568

0.15 m obtained from our centimetre-scale bathymetric survey (see Section 2.2). The lat-569

ter value is in the range of the values measured by Poate et al. (2018) on contrasting shore570

platforms (0.07 to 0.17 m).571

The importance of wave breaking and wave bottom friction processes is analysed572

by calculating rates of wave energy dissipation Dbr/ρ and Dfr/ρ along a cross-shore pro-573

file at high tide during both fair weather and storm wave conditions (Figure 9). Dbr/ρ574

and Dfr/ρ are then integrated along the cross-shore profile to analyse their relative con-575

tribution to the total wave dissipation. In both contrasting wave energy conditions (fair576

weather/storm), the analysis reveals that wave energy dissipation is dominated by bot-577

tom friction outside the surf zone. In more details, during fair weather conditions, bot-578

tom friction occurring on the subtidal part of the platform and on a major part of the579

intertidal region accounts for 50 % of the total wave energy dissipation, before wave break-580

ing becomes the leading process of dissipation in the surf zone located very close the shore-581

line (from x = 1500 m, Figure 9-e). In storm wave conditions, wave breaking occurs lo-582

cally in the subtidal zone but with dissipation rates weaker than bottom friction, the lat-583

ter in this region representing ∼ 25 % of the total wave energy dissipation (from x = 0584

to x = 1100 m, Figure 9-f and 9-h). Similarly, Gon et al. (2020) reported that 32% of wave585

energy was dissipated by bottom friction on the inner self of a rocky shore. These fric-586

tional effects occur over distances less than 130 m, hence much shorter than the width587

of the subtidal platform here (>> 1000 m), but the rocky shore was characterized by a588

roughness length approximately 30 times higher than the one of the platform. Closer to589

shore and in the intertidal zone of the platform, wave breaking mostly dominates the dis-590

sipation, particularly when the bottom slope increases from x = 1100 to 1400 m with a591

maximum dissipation rate 8 times larger compared to bottom friction (Figure 9-f). This592

zone is very effective in dissipating wave energy through wave breaking, acting similarly593

to the sharp seaward edge that characterized near-horizontal platform in micro-tidal set-594

tings (Ogawa et al., 2011). Overall, it should be noted that bottom friction across the595

entire platform represents approximately 50 and 42 % of the total wave energy dissipa-596
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tion in fair weather and storm wave conditions respectively (Figure 9-g and 9-h). The597

latter represents significant dissipation effects as the total wave energy dissipated under598

storm wave conditions is large. In their analysis, Poate et al. (2018) found that bottom599

friction is negligible in the surf zone of these environments, being only important out-600

side the surf zone for very rough, low-gradient platforms, during small wave conditions.601

Hence, they suggested that for the majority of Type A shore platforms, bottom friction602

could be discarded when investigating short wave transformation. While the dominance603

of wave breaking dissipation in the surf zone is also observed in our study, high frictional604

dissipation occurs in the subtidal part of the platform during storm wave conditions, which605

significantly decreases wave height before wave breaking. This notable effect of platform606

roughness on wave dissipation was not reported by Poate et al. (2018), as they instru-607

mented intertidal shore platforms only. In addition to bottom friction, the complex nearshore608

bathymetry can enhance shallow-water processes such as refraction and diffraction (Stephenson609

& Kirk, 2000; Marshall & Stephenson, 2011; Kowalczyk, 2016), which also control wave610

energy that reaches the intertidal zone of the platform.611
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Figure 9. Water levels (a,b), Hm0 (c,d), rates of wave energy dissipation by depth-induced

breaking and bottom friction normalized by the water density (e,f), and their contribution to

total wave energy flux dissipation (g,h) along the transect from the subtidal to the intertidal

zone, in fair weather and storm wave conditions. The instrumented transects during the two field

campaigns were not exactly the same (200 m spacing), explaining the differences observed in the

bathymetry (black lines in (a) and (b)). The grey dotted lines correspond to two transects at

100 m on both sides of the instrumented transects, which shows the alongshore non-uniformity on

the bathymetry of the platform.

5.2 Effect of wave bottom friction on the mean circulation612

Wave dissipation by friction at the bottom also affects the nearshore circulation613

through the generation of a near-bottom streaming along the wave propagation direc-614

tion (Longuet-Higgins, 1953). Wang et al. (2020) suggested that a high bottom rough-615

ness, which enhances the dissipation of short waves by bottom friction, can result in a616

stronger bottom streaming that can weaken the undertow close to the surf zone. A sim-617
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ilar behaviour was observed in our study, in which both the undertow and the wave setup618

were found to be sensitive to the vertical distribution of the bottom streaming (Eq. 12),619

and particularly to the decay length kwd. While kwd with awd taken to 1 corresponds620

to the theoretical thickness of the turbulent wave bottom boundary layer, the labora-621

tory experiments of Klopman (1994) suggest that awd can significantly increase under622

random waves. A value of 5 for awd was here retained, which is close to the value of 3623

used by Reniers et al. (2004). Taking such a small value of awd may excessively reduce624

the undertow in the surf zone, which could partly explain the underestimated cross-shore625

current velocities at the ADV (Figure 7-b). This hypothesis was verified by running the626

model with a uniform vertical distribution of the bottom streaming acceleration, which627

indeed increased the undertow and almost cancelled out the remaining bias in the wave628

setup. The present approach to represent the effects of the bottom streaming on the nearshore629

circulation follows Uchiyama et al. (2010) and is based on theoretical analyses for pro-630

gressive waves propagating in deep to intermediate water depths. However, several stud-631

ies reported that the bottom streaming is reduced under asymmetric oscillatory flows632

(e.g. non-linear waves) and can even become offshore-directed (Trowbridge & Madsen,633

1984; Kranenburg et al., 2012; Xie et al., 2021). Hence, the present modelling approach634

of the bottom streaming might not be adapted in the surf zone, which is characterized635

by strongly asymmetric flows. Further research is needed to better understand the con-636

tribution of the bottom streaming to the surf zone mean circulation, and in particular,637

the vertical distribution of the associated acceleration should be verified. Other poten-638

tial processes might also contribute to the discrepancy between modelled and measured639

cross-shore current at the ADV. The latter exhibits an asymmetric form between flood640

and ebb, suggesting the presence of tidal currents in addition to the undertow. A detailed641

inspection of the intertidal zone indicates that the rock topography is very complex, likely642

driving specific patterns of tidal-induced currents and locally forcing rip currents of small643

amplitude. In addition, the ADV location is surrounded by topography features of the644

same order of magnitude than the setting height of the ADV (0.25 m from the bed; see645

the photo of the ADV site, Figure 2), locally affecting the circulation. However, this to-646

pography is not well represented with the 10 m grid resolution, possibly explaining a lim-647

ited prediction of these processes.648
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5.3 Effect of the wave-induced mean circulation on wave setup649

Several studies showed that the wave setup near the shoreline does not only result650

from wave dissipation but can also be increased by the wave-driven, depth-varying cir-651

culation in the surf zone of sandy beaches (Apotsos et al., 2007; Guérin et al., 2018) or652

alongshore-uniform fringing reefs (Buckley et al., 2016). On sandy beaches, Guérin et653

al. (2018) suggested that the wave-driven circulation could have a larger contribution654

to the wave setup when the bottom slope increases. A similar trend is expected to oc-655

cur on shore platforms, although the presence of a rougher bottom could result in sub-656

stantial differences compared to the mechanisms identified by Guérin et al. (2018). To657

investigate this process, the wave setup obtained with our 3D baseline model is first com-658

pared to the one obtained with a 2DH simulation using the radiation-stress formalism659

of Longuet-Higgins and Stewart (1964), which does not represent the depth-varying cir-660

culation induced by waves (Figure 10). To perform a consistent comparison between 3D661

and 2DH simulations, the bottom drag coefficient is computed similarly using the for-662

mulation of Bretschneider et al. (1986) as in Zheng et al. (2013). The comparison reveals663

that the wave setup predictions are improved with the 3D simulation with a RMSE re-664

duced by 26 % and up to 30 % for values of wave setup superior to the 90th percentile665

(Figure 10). These results suggest a non-negligible contribution of the wave-induced cir-666

culation to the wave setup.667

–29–



A
cc

ep
te

d
 A

rt
ic

le

This article is protected by copyright. All rights reserved.  

 

 

 

 

 

 

 

manuscript submitted to JGR: Earth Surface

0 0.05 0.1 0.15 0.2 0.25 0.3

Measured surge (m)

0

0.05

0.1

0.15

0.2

0.25

0.3

M
o

d
e

lle
d

 s
u
rg

e
 (

m
)

3D

2DH
BIAS = -0.017 m  RMSE = 0.028 m
BIAS = -0.027 m  RMSE = 0.038 m

Figure 10. Observed against modelled surges with a 3D (blue circles) and a 2DH simulation

(red squares). The dashed lines correspond to the 0.8:1 and 0.7:1 lines.

To understand the underlying mechanisms of this contribution, an analysis of the668

3D cross-shore momentum balance is conducted. The complex topography (i.e. subti-669

dal rocky shoals and alongshore non-uniformity of the bathymetry, see cross-shore tran-670

sects on Figures 9-a and -b) of our study site induces locally strong longshore advection671

that can contribute to the wave setup and which are represented in both the 2DH and672

3D simulations. To discard these effects unrelated to 2DH/3D differences and also the673

non-stationnarity of the wave, tide and wind forcings, we apply the 3D model to idealised674

cases with an alongshore uniform bathymetry. Six simulations are performed with three675

different constant slopes of 1:200, 1:50 and 1:20 and two different bottom types, a sandy676

beach and a rock platform (hereafter SB and RP respectively), such that the influence677

of both the gradient and nature of the bottom can be analysed. The SB is characterized678

by a z0 of 0.0001 m in the hydrodynamic model and a kn of 0.05 m in the Madsen’s for-679

mulation in the wave model while the RP is represented with the parameters of our real680

case (z0 = 0.02 m and kn = 0.13 m). Wave dissipation by depth-induced breaking is also681

calculated with van der Westhuysen (2010). The grid resolution ranges from 15 m at the682

open boundary to 2 m at the shoreline. A JONSWAP spectrum is prescribed at the ocean683

boundary, characterized by shore-normal incident waves of significant wave height of 3 m684

and peak period of 13 s. Tidal and atmospheric forcings are turned off. Under steady state,685
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the wave setup is balanced by the following depth-integrated terms in the cross-shore686

momentum equation:687

g
∂η

∂x
=

1

h

∫ η

−d

(
−û∂û

∂x
− v̂ ∂û

∂y
− ŵ ∂û

∂z
+

∂

∂z

(
ν
∂û

∂z

)
+ Fwave,x

)
dz (15)688

where û = (û, v̂, ŵ) is the quasi-Eulerian velocity and Fwave,x is the cross-shore com-689

ponent of wave forces (see Appendix A1). Following the methodology of Guérin et al.690

(2018), the analysis is carried out by computing the contribution of each right-hand side691

(hereafter RHS) term of Eq. 15 to the wave setup along a cross-shore profile from a wa-692

ter depth of 35 m to the shoreline (Figure 11). On this figure, ηû, ηŵ, ην correspond to693

the contribution of the terms associated with the wave-induced circulation, which are694

the horizontal (cross-shore) advection, the vertical advection and the vertical viscosity695

terms respectively. ηwf is the contribution of the wave forces term. One should note that696

the contribution of the alongshore advection term (ηv̂) is nil as waves are shore-normal.697

In Figure 11, the sum of the contribution of the RHS terms of Eq. 15, ηû+ŵ+ν+wf , com-698

pares well with the wave setup obtained from the model, ηmodel, which shows that our699

momentum balance is accurately closed.700

For all the simulations, wave forces are the main contributors to the wave setup,701

with ηwf representing between 74 % and 92 % of the total wave setup ηû+ŵ+ν+wf (Fig-702

ure 11). On both bottom types, the absolute value of the wave setup due to wave forces703

increases with the slope while their relative contribution decreases in favour to the terms704

associated with the wave-induced circulation. Among these terms, the vertical advec-705

tion term becomes dominant for steeper SB, accounting for 15% of the wave setup for706

a 1:20 slope (ηŵ, Figures 11-a, -c and -e). Note that Guérin et al. (2018) found a larger707

contribution of horizontal advection to wave setup, but these authors employed a sim-708

pler parameterization for vertical mixing, which results in more sheared currents and hence,709

a larger horizontal advection compared to the present study. For RP, the vertical vis-710

cosity term contributes the most to the wave setup (after wave forces), with larger im-711

portance as the slope steepens, reaching up to 16 % on the 1:20 slope (ην , Figures 11-712

b, -d and -f). Regarding the differences between SB and RP, one can note that for a given713

slope, the contribution of the vertical advection term ηŵ is more important for SB than714

RP, which is explained by a higher (negative) vertical velocity in the surf zone of SB.715

In addition, the maximum of the undertow on RP is reached higher in the water column716
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than on SB. As vertical gradients of the cross-shore velocity are negative from the bot-717

tom up to this point, the contribution of the depth-integrated vertical advection term718

to the wave setup is reduced for RP. Conversely, the vertical viscosity term appears to719

be more relevant on RP than on SB for a given slope. The increased bottom roughness720

z0 modifies the vertical profile of the eddy viscosity and the vertical gradient of the cross-721

shore velocity in the lower part of the water column, which yields a greater contribution722

of the vertical viscosity term (ην).723

Overall, the wave-induced circulation increasingly contributes to the wave setup724

with the slope, accounting for 20 % for 1:20 sloping SB, which is in line with the results725

of Guérin et al. (2018), and up to 26 % for 1:20 sloping RP. Therefore, this analysis re-726

veals that a higher roughness enhances the contribution of the wave-induced circulation727

to the wave setup (mainly through the vertical viscosity term). Contrarily, wave dissi-728

pation by friction reduces the wave height before depth-induced breaking, resulting in729

a weaker wave setup due to wave forces for RP than SB of 1:200 slope, with ηwf = 15.2730

and 13.6 cm respectively (Figures 11-a and -b). As the slope increases, less wave energy731

is dissipated by friction prior to wave breaking, yielding a comparable contribution of732

wave forces to wave setup for SB and RP.733
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Figure 11. Contribution of each right-hand side terms of Eq. 15 to the wave setup (ηû, ηŵ,

ην and ηwf ), total contribution of these terms (ηû+ŵ+ν+wf ), compared to the wave setup ob-

tained from the model (ηmodel), on a sandy beach and on a rock platform for 1:200, 1:50 and 1:20

slopes.

In conclusion to this analysis, the roughness of the shore platform influences wave734

setup dynamics through two opposing mechanisms: (1) wave frictional effects prior to735

breaking reduce the wave setup and (2) the wave-induced circulation increases the wave736

setup, this process being enhanced by interactions with a rough bottom. These two coun-737

teracting effects of platform roughness on the wave setup corroborate the results of Buckley738

et al. (2016) on fringing reefs. Process (1) appears to be dominant on gently-sloping rock739

platforms, as shown by the smaller wave setup for RP than SB of 1:200 slope (Compar-740

ison of ηû+ŵ+ν+wf between Figures 11-a and -b). As the slope steepens, the effect of pro-741

cess (1) is reduced and that of process (2) increases, the latter becomes hence predom-742
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inant over process (1), which leads to a larger wave setup for RP than SB (Comparison743

of ηû+ŵ+ν+wf between Figures 11-e and -f). While we consider constant slopes in this744

analysis, the relative contribution of these mechanisms can be different depending of the745

platform geometry (various slopes, absence or presence of a seaward edge) and the rough-746

ness distribution on this variable geometry.747

6 Conclusion748

This study investigated the role of bed roughness on wave dissipation, mean cir-749

culation, and wave setup dynamics on a gently-sloping shore platform. Two field exper-750

iments were conducted under fair weather and storm wave conditions. Data analysis was751

complemented with numerical simulations conducted with the fully-coupled modelling752

system SCHISM with a vortex force formalism to represent the effects of short waves on753

the mean circulation. The results showed first that a bottom friction formulation that754

accounts for the bottom roughness of the platform is required to adequately model as-755

sociated frictional effects. The correct representation of wave bottom friction, together756

with the adaptive depth-induced breaking formulation of Pezerat et al. (2021), led to quite757

accurate wave and wave setup predictions at the coast. Further analysis conducted on758

the relative contribution of depth-induced breaking to wave bottom friction revealed that759

wave breaking is dominant in the surf zone, but frictional effects that occur from the sub-760

tidal zone account for 50 % and 42 % of the total wave energy dissipation in fair weather761

and storm wave conditions respectively. As an important effect, wave bottom friction762

decreases wave height before breaking, which in turn reduces the wave setup (mechanism763

1). Conversely, an analysis of the cross-shore momentum balance on idealised rock plat-764

forms and sandy beaches revealed that the contribution of the wave-induced depth-varying765

circulation to the wave setup is enhanced over rough bottoms (mechanism 2), explain-766

ing up to 26 % of the wave setup at the shoreline of 1:20 sloping shore platforms (mech-767

anism 2). While mechanism 1 appears dominant over mechanism 2 on gently-sloping shore768

platforms, a steeper slope would induce less wave frictional dissipation before breaking769

and a larger contribution of the depth-varying circulation to the wave setup, resulting770

in an increased wave setup compared to a sandy beach.771

This study provides new insights into waves, currents and wave setup dynamics on772

shore platforms. Although wave transformation processes and the associated circulation773

were well predicted overall, further research is needed to better understand the contri-774
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bution of the bottom streaming to the surf zone mean circulation and to verify the ver-775

tical distribution of the associated acceleration. This will imply new field experiments776

on shore platforms with high-resolution velocity measurements at several positions in the777

water column. In addition, the processes affecting wave setup dynamics on shore plat-778

forms highlighted in this study, in particular the contribution of the wave-induced cir-779

culation to the wave setup, will have to be verified on steeper shore platforms.780

Improving knowledge of wave setup on shore platforms can help future research to781

quantify its contribution to erosion and debris removal at the cliff toe (Ogawa et al., 2015),782

but also to coastal flooding risks when platforms are backed by low-lying coasts (Naylor783

et al., 2014; Didier et al., 2016). Although sediment distribution in coastal zones is not784

always available, our study suggests that a physical representation of the bottom sub-785

strate in storm surge models, in particular nearshore rocky bottoms, improves waves, wave786

setup and thus storm surges predictions at the coast.787

Open Research788

The processed field data and model input files used to run SCHISM-WWM sim-789

ulations presented in this paper are available through a Zenodo repository (Lavaud et790

al., 2022). The instructions to download and install the model used in this study can be791

accessed freely at https://github.com/schism-dev/schism.792

Appendix A Modelling system793

A1 Vortex force formalism794

In the vortex force framework, the mass conservation and momentum equations795

of the hydrodynamic model read:796

∇ · û = 0 (A1)797

798

Dû

Dt
= fv̂ − 1

ρ

∂PA
∂x
− g ∂η

∂x
+

∂

∂z

(
ν
∂û

∂z

)
+ Fwave,x (A2)799

800

Dv̂

Dt
= −fû− 1

ρ

∂PA
∂y
− g ∂η

∂y
+

∂

∂z

(
ν
∂v̂

∂z

)
+ Fwave,y (A3)801

In Eq. (A1), ∇ = ( ∂
∂x ,

∂
∂y ,

∂
∂z ) and û = (û, v̂, ŵ) is the quasi-Eulerian velocity, equal802

to the mean Lagrangian velocity u = (u, v, w) minus the Stokes velocity us = (us, vs, ws).803

In Eqs. (A2) and (A3), f is the Coriolis parameter, ρ is the water density, PA is the sea-804

level atmospheric pressure, g the acceleration due to gravity, η is the mean free surface805
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elevation and ν is the vertical eddy viscosity. Fwave,x and Fwave,y are the two compo-806

nents of the wave forces (i.e. wave accelerations), given by:807

Fwave,x = vs

[
f +

(
∂v̂

∂x
− ∂û

∂y

)]
− ws

∂û

∂z
− ∂J

∂x
+ F̂br,x + F̂bot,x (A4)808

809

Fwave,y = −us

[
f +

(
∂v̂

∂x
− ∂û

∂y

)]
− ws

∂v̂

∂z
− ∂J

∂y
+ F̂br,y + F̂bot,y (A5)810

where J is the wave-induced mean pressure and F̂br and F̂bot terms are the non-conservative811

accelerations due to wave breaking modified by the action of surface rollers, and wave812

streaming respectively (see Section 3.3 for their expressions).813

A2 Surface roller model814

A new surface roller model has been implemented in WWM compared to the one815

used in Guérin et al. (2018). It is now based on the approach of Reniers et al. (2004) with816

minor adjustments. The evolution equation for the surface roller bulk energy Erol can817

be read as follows (e.g., see Reniers et al., 2004):818

∂Erol
∂t

+ 2∇ · (cp + Û)Erol = αrDbr −Drol (A6)819

where cp is the phase speed at the peak wave frequency and Û = (Û , V̂ ) are the hor-820

izontal components of the depth-integrated quasi-Eulerian velocity. The roller dissipa-821

tion rate Drol can be computed as a function of wave and roller characteristics (i.e. Svend-822

sen, 1984). However, there is some uncertainties regarding the empirical formulations823

of the roller area and the void ratio in rollers (Martins et al., 2018), it is thus preferred824

to calculate Drol as a direct function of the roller energy Erol following Reniers et al. (2004):825

Drol =
2g sinβErol

cp
(A7)826

where β is the angle at the wave/roller inner interface and sinβ is set to the common827

value of 0.1 (Reniers et al., 2004).828

Once accounting for surface rollers contribution, the horizontal Stokes Drift veloc-829

ities read:830

(us, vs) =

∫ 2π

0

∫ ∞
0

(cos θ, sin θ
)
σk(σ)E(σ, θ)

cosh(2k(σ)(z + d))

sinh2(k(σ)h)
dσdθ+

Erol
ρcph

kp(cos θm, sin θm
)

(A8)831

in which h = d+ η is the mean water depth and d is the bathymetry.832
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A3 Wave-enhanced turbulent vertical mixing833

Wave breaking processes at the surface are an important source of turbulence which834

can greatly affect the vertical mixing in the water column (Agrawal et al., 1992). In SCHISM,835

the hydrodynamic model is coupled to the General Ocean Turbulence Model (GOTM;836

Umlauf et al., 2005) which solves a k-ω turbulence scheme, retrieved from the generic837

length scale (GLS) two-equation turbulence closure model. The injection of turbulent838

kinetic energy (TKE) at the surface by breaking waves is modelled through the follow-839

ing flux-type boundary condition at the surface (z = η) (Craig & Banner, 1994; Fed-840

dersen & Trowbridge, 2005):841

ν

σq

∂q

∂z
= Fq

(
zs0 − z′

zs0

) 3
2α

(A9)842

where ν is the vertical eddy viscosity, q is the TKE, σq is the turbulent Schmidt num-843

ber for q, Fq [m3.s−3] is the flux of energy injected into the water column, α is the spa-844

tial decay rate in the wave-enhanced layer, z′ is half the height of the top cell and zs0 is845

the surface roughness length that dictates the distribution of the TKE in the water col-846

umn. zs0 has a strong influence on vertical profiles of currents but is difficult to measure,847

a number of parametrizations have thus been proposed for this quantity (Moghimi et al.,848

2016). It has been either defined as a constant (zs0 = 0.2 m; Feddersen & Trowbridge,849

2005) or proportional to the significant wave height Hm0: zs0 = αwHm0 (Terray et al.,850

1996) with αw an O(1) parameter. The latter parameterization is used in the present851

study with αw fixed to 0.8. Following the approach of Feddersen and Trowbridge (2005),852

Fq is assumed to be function of the energy dissipated by wave breaking and whitecap-853

ping at the surface:854

Fq = cbr

(
(1− αr)

Dbr

ρ
+
Drol

ρ

)
+ cds

1

ρ

∫ 2π

0

∫ ∞
0

σSdsdσdθ (A10)855

where cbr and cds control the amount of energy injected into the water column from wave856

breaking and whitecapping respectively. cbr can range between 0.01 and 0.25 according857

to Feddersen and Trowbridge (2005) while Bakhoday Paskyabi et al. (2012) suggested858

cds ∼ 1. Here, the values of 0.15 for cbr and 1 for cds are retained.859

At the bottom, a Dirichlet boundary condition is used:860

q =
u∗

c0µ
2 ; u∗ =

√
τwc +

√
F̂ 2
bot,x + F̂ 2

bot,y (A11)861

where c0µ is a constant and u∗ is the bottom friction velocity which is typically taken equal862

to
√
τwc where τwc is the wave-current bottoms stress (see Section 3.4). In this study,863
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we account for the additional turbulent kinetic energy produced by wave frictional dis-864

sipation, with F̂bot corresponding to the depth-integrated acceleration due to bottom fric-865

tion.866

Appendix B Estimation of the vertical position of the offshore sen-867

sor868

Figure B1-a shows the mean free surface elevation η at the intertidal sensors at high869

tide on March 12 afternoon, which corresponds to the calmest conditions during the field870

campaign. The vertical position of PT 1 (in the subtidal zone) was determined at this871

instance, by assuming an horizontal plane between PT 1 and PT 4 (that is no contri-872

butions from surface stress or wave setup to the mean free surface elevation between PT873

1 and PT 4). On Figure B1-b, the mean free surface elevation was corrected from the874

modelled wave setup developed between the offshore PT (PT 1) and each sensor. At PT875

4, the modelled wave setup is 0.01 m, which can support our assumption made in the de-876

termination of the vertical position of PT 1. Also, the resulting mean free surface ele-877

vation at all the intertidal sensors (from PT 4 to PT 10) are on a same horizontal plan878

(+/- 0.01 m), which can attest of the accuracy of the levelling procedure.879
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Figure B1. Sea surface elevation on March 12 afternoon at high tide at the intertidal sensors

without correction (a) and corrected from the wave setup obtained from the model (b).
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