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The coupled ocean-atmosphere-wave-sediment transport modeling system (COAWST) enables simula-
tions that integrate oceanic, atmospheric, wave and morphological processes in the coastal ocean. Within
the modeling system, the three-dimensional ocean circulation module (ROMS) is coupled with the wave
generation and propagation model (SWAN) to allow full integration of the effect of waves on circulation
and vice versa. The existing wave-current coupling component utilizes a depth dependent radiation
stress approach. In here we present a new approach that uses the vortex force formalism. The formulation
adopted and the various parameterizations used in the model as well as their numerical implementation
are presented in detail. The performance of the new system is examined through the presentation of four
test cases. These include obliquely incident waves on a synthetic planar beach and a natural barred beach
(DUCK’ 94); normal incident waves on a nearshore barred morphology with rip channels; and wave-

induced mean flows outside the surf zone at the Martha’s Vineyard Coastal Observatory (MVCO).
Model results from the planar beach case show good agreement with depth-averaged analytical solu-
tions and with theoretical flow structures. Simulation results for the DUCK’ 94 experiment agree closely
with measured profiles of cross-shore and longshore velocity data from Garcez-Faria et al. (1998, 2000).
Diagnostic simulations showed that the nonlinear processes of wave roller generation and wave-induced
mixing are important for the accurate simulation of surf zone flows. It is further recommended that a
more realistic approach for determining the contribution of wave rollers and breaking induced turbulent
mixing can be formulated using non-dimensional parameters which are functions of local wave param-
eters and the beach slope. Dominant terms in the cross-shore momentum balance are found to be the
quasi-static pressure gradient and breaking acceleration. In the alongshore direction, bottom stress,
breaking acceleration, horizontal advection and horizontal vortex forces dominate the momentum bal-
ance. The simulation results for the bar/rip channel morphology case clearly show the ability of the mod-
eling system to reproduce horizontal and vertical circulation patterns similar to those found in laboratory
studies and to numerical simulations using the radiation stress representation. The vortex force term is
found to be more important at locations where strong flow vorticity interacts with the wave-induced
Stokes flow field. Outside the surf zone, the three-dimensional model simulations of wave-induced flows
for non-breaking waves closely agree with flow observations from MVCO, with the vertical structure of
the simulated flow varying as a function of the vertical viscosity as demonstrated by Lentz et al. (2008).
© 2012 Elsevier Ltd. All rights reserved.

1. Introduction

and surf zone environments. The effect of mean currents on surface
gravity waves is exhibited as a Doppler shift in wave frequency,

Coupling of rapidly oscillating surface gravity waves to slowly
varying currents creates unique flow patterns in both inner shelf
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accompanied with a change in phase speed. Conversely, the effect
of rapidly oscillating surface gravity waves on mean flow is mani-
fested through the provision of additional momentum and mass
flux to the mean flow. This coupling is usually accommodated by
averaging the fast oscillations over longer time scales and provides
a mechanism for the inclusion of the so called Wave Effect on
Currents (WEC).

Wave-current interaction can be expressed in an Eulerian
reference frame by assuming an analytic continuation of the
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wave-induced velocities above the air-sea interface (e.g., Garrett,
1976; McWilliams et al., 2004; Smith, 2006; Newberger and Allen,
2007a). A Generalized Lagrangian Mean (GLM) Framework
(Andrews and Mcintyre, 1978a,b; Ardhuin et al., 2008a) provides
a formulation which is generally equivalent to the Eulerian mean,
with a physical interpretation of the velocity above the wave
trough level as a quasi-Eulerian velocity. Finally, the alternate
Generalized Lagrangian Mean framework (Andrews and McIntyre,
1978a; Groeneweg and Klopman, 1998; Ardhuin et al., 2008b) is a
distinct approach which works with the Lagrangian mean veloc-
ity. This may also be obtained using a vertically moving average
(Mellor, 2003, 2005, 2008, 2011). The prognostic variables in
Eulerian and Lagrangian mean flow equations are the quasi-
Eulerian mean and Lagrangian mean velocity, respectively. The
quasi-Eulerian mean velocity is the difference between Lagrangian
mean velocity and the wave pseudo-momentum (e.g., Jenkins,
1989; Bennis et al., 2011). A detailed description of available
Eulerian, GLM and “alternative” GLM averaging techniques along
with their advantages and disadvantages in identifying the role
of fast oscillations on mean circulation can be found in Ardhuin
et al. (2008a,b) and Bennis et al. (2011). In the present work we
concentrate on the three-dimensional momentum equations and
their representation in an Eulerian reference frame.

The terms corresponding to WEC in the mean flow equations
can be represented as the gradient of radiation stress tensor or as
Vortex Force (VF, Craik and Leibovich, 1976). The radiation stress
tensor is defined as the flux of momentum due to surface gravity
waves (Longuet-Higgins and Stewart, 1964), while the VF repre-
sentation splits the wave-averaged effects into gradients of a
Bernoulli head and a vortex force. The Bernoulli head is an
adjustment of pressure in accommodating incompressibility
(Lane et al., 2007), while, after wave averaging, the vortex force
is a function of wave-induced Stokes drift and flow vorticity.

Recently, a number of three-dimensional, hydrostatic* ocean
models have been developed and used to study wave-current inter-
action. Newberger and Allen (2007a) using an Eulerian framework,
added wave forcing in form of surface and body forces, and depth-
averaged VF terms in the Princeton Ocean Model (POM), which has
evolved into “Nearshore POM”. McWilliams et al. (2004, hereinafter
MRLO4) developed a multi-scale asymptotic theory for the evolu-
tion and interaction of currents and surface gravity waves of finite
depth. This method separates currents, long waves and surface
gravity waves on the basis of differences in their spatial and tem-
poral variation, as a function of the wave slope. The work of
MRLO4 was implemented in UCLA ROMS and extended for applica-
tions within the surf zone by Uchiyama et al. (2010, hereinafter
u10).

The VF formalism based model presented by U10 separates
the effects of wave forcing into conservative (Bernoulli head
and vortex force) and non-conservative (wave dissipation in-
duced acceleration) contributions. A separation between conser-
vative and non-conservative forces is pertinent as the former has
a known vertical distribution, while the latter can presently only
be expressed with an empirical vertical profile. U10 presented
the non-conservative wave forcings with a depth-limited wave
dissipation calculated using the formulations of Thornton and
Guza (1983) and Church and Thornton (1993), bottom streaming
and a wave roller model based on Reniers et al. (2004a). The tur-

4 Non-hydrostatic ocean models have also been developed and used to study wave-
current interaction. The models resolving non-hydrostatic pressure have been used to
study propagation of shortwaves on a deep basin, internal waves and tides (Kanarska
et al,, 2007), internal solitary wave shoaling and breaking, lock-exchange problem (Lai
et al., 2010), and wave propagation, shoaling and breaking in the surf zone (Zijlema
et al, 2011). Nevertheless, most of the model simulations conducted using non-
hydrostatic models are validated against laboratory test cases, while hydrostatic
ocean models are utilized for majority of realistic nearshore field experiments.

bulence closure model is K-profile parameterization (KPP)
with additional mixing due to wave breaking following Apotsos
et al. (2007). The circulation model is coupled to a
spectrum-peak WKB (Wentzel Kramer Brillouin) wave refraction
model.

The methodology presented by MRLO4 and U10 can be
extrapolated for modeling with nesting components that re-
quires seamless simulation of processes simulated at a variety
of scales for water depths from the deep ocean to the surf zone.
Such applications include the development of rip current predic-
tion system (e.g., Voulgaris et al., 2011), sediment transport
studies (e.g., Kumar et al., 2011b), and nearshore water quality
prediction systems (Grant et al., 2005) amongst others. Thus it
is imperative that these types of models are made available to
the scientific community through the upgrade of existing public
domain modeling systems. As a primary step in this direction we
implement the VF approach to the three-dimensional ocean
model ROMS, coupled with the wave model Simulating Waves
Nearshore (SWAN), within the framework of the COAWST mod-
eling system (Warner et al., 2010). This modeling system allows
for simulating wave driven flows and sediment transport in the
intertidal region (see Kumar et al., 2011b) through wetting and
drying algorithms, a capability not available in the U10 model
implementation. Furthermore, the U10 model uses a KPP param-
eterized mixing scheme that fails to accurately represent the
mixing in bottom boundary layer and in nearshore regions
where the surface and bottom boundary layer interact (Durski
et al., 2004).

The implementation of VF formalism into the COAWST mod-
eling system is conducted with significant modifications to the
method of U10 which includes: (a) Enhanced mixing implemen-
tation using the Generic Length Scale (GLS) scheme with the
addition of wave-induced mixing in the form of surface bound-
ary condition (Feddersen and Trowbridge, 2005). (b) Improved
vertical structure of depth-limited wave dissipation induced
acceleration that scales with the wave height. This cosh-based
distribution is limited to the surface layer in deeper water, while
in shallow waters (where the water depth is similar to wave
height) the dissipation effect is delivered to the depth of water
column influenced by wave propagation (c) Improved implemen-
tation of wave dissipation input which is provided by the wave
driver model directly rather than being estimated locally using
empirical formulations (Thornton and Guza, 1983; Church and
Thornton, 1993); (d) Incorporation of bottom streaming using
multiple formulations and wave-induced tangential flux at the
surface as an option. The objectives of this manuscript are: (a)
to describe the implementation of the VF formalism; (b) validate
the model using analytical, laboratory and field observations
applicable to both surf zone and inner shelf environments;
and (c) provide a set of standard test cases for model
comparisons.

The versatility and general applicability of the model pre-
sented here are demonstrated over a number of cases that not
only include commonly used case (see U10, Newberger and Al-
len, 2007b) of obliquely incident waves on a planar and barred
beach, but extend beyond to include applications of the model
for the study of complex flow regimes developed in a nearshore
barred beach with rip channels as well as for the study of wave-
induced flow fields outside the surf zone in the inner shelf. We
compare depth-averaged flow fields from VF representation to
those obtained using a two-dimensional numerical model based
on radiation stress representation, and identify the role of differ-
ent forcing terms. A comparison to three-dimensional flows from
a radiation stress representation has been avoided in absence of
any self-consistent theory (see Ardhuin et al, 2008b; Bennis
et al, 2011; Kumar et al., 2011a) for the same.
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The outline of the paper is as follows. The model formulation
is presented in Section 2, while its numerical implementation is
described in Section 3. The new model capabilities are
demonstrated in Section 4 through presentation of four test cases
that cover both surf zone and inner shelf processes: (a) obliquely
incident waves on a synthetic planar beach; (b) obliquely inci-
dent waves on a natural, sandy, barred beach (DUCK’ 94 experi-
ment); (c) nearshore barred morphology with rip channels; and
(d) structure of undertow observed on the inner shelf. Discussion
on differences and similarities of flow structure derived by
expressing WEC using VF and radiation stress representations
are shown in Section 5 followed by a summary and conclusion
section.

2. Model formulation

The ocean component of COAWST is the Regional Ocean Model-
ing System (ROMS), a three-dimensional, free surface, topography
following numerical model, which solves finite difference approx-
imation of Reynolds Averaged Navier Stokes (RANS) equations
using hydrostatic and Boussinesq approximation with a split expli-
cit time stepping algorithm (Shchepetkin and McWilliams, 2005;
Haidvogel et al., 2008; Shchepetkin and McWilliams, 2009). ROMS
includes several options for several model capabilities, such as var-
ious advection schemes (second, third and fourth order) and turbu-
lence closure models (e.g., Generic Length Scale mixing, Mellor-
Yamada, Brunt-Vdisdld frequency mixing, user provided analytical
expression and K-profile parameterization). As Shchepetkin and
McWilliams (2009) state, currently there are four variations of
ROMS-family codes. In this contribution we use a version based
on the Rutgers University ROMS which was first introduced by Hai-
dvogel et al. (2000) and subsequently any reference to ROMS de-
notes this particular version.

2.1. VF equations

The VF approach was implemented following the conventions
described in MRL0O4 and based on the formulation as presented
in U10, with several key modifications that are applicable for this
particular modeling system. Terms corresponding to wave effect
on current are assembled and shown on the right hand side of
the equations presented below. Boldface typesets are used for hor-
izontal vectors only, while the vertical component is represented
by a normal typeset so that a three-dimensional current vector is
designated as (u, w). Following the above conventions the model
equations can be written as:

%_ltl+(u.Vl)u+wZ—lZl+f2xu+VL(p_F_D+a_aZ<W_UZ_D
=-V.C+]J+F

%_(5 %:_%-ﬁ-l(

VL-u+%‘2’:0
:—(u&.m)c_ws%%a%{ %}

(1)

where (u, w) and (1%, w*) are Eulerian mean and Stokes velocities,
respectively. At this stage it is pertinent to point out that the
velocities presented in this paper are the quasi-Eulerian mean
velocities. This velocity is defined as the Lagrangian mean velocity
minus the Stokes drift (Jenkins, 1989). Below the wave troughs it

is very nearly equal to the one that is measurable by a fixed cur-
rent meter. Above the wave troughs, it provides a smooth exten-
sion of the velocity profile all the way to the mean sea level, as
assumed in the MRLO4 theory. For consistency purposes with
the notation of MRLO4 and U10, in the remaining of the paper
these quasi-Eulerian mean velocities are referred to as Eulerian
mean velocities. f is the Coriolis parameter, ¢ is the dynamic pres-
sure (normalized by the density po); F is the non-wave, non-con-
servative force; D represents the diffusive terms (viscosity and
diffusion); (J, K) is the VF and K is the lower order Bernoulli head
as described in MRLO4 (see Section 9.6 in MRL04); F" is the sum
of momentum flux due to all non-conservative wave forces; c is
any material tracer concentration; Csource are tracer source/sink
terms and € is the wave-induced tracer diffusivity. An overbar
indicates time average, and a prime indicates turbulent fluctuating
quantity. p and p, are total and reference densities of sea water; g
is the acceleration due to gravity; and v and v, are the molecular
viscosity and diffusivity, respectively. The vertical coordinate (z)
range varies from h(x) <z < ¢ +¢, where ¢ and {, are the mean
and quasi-static sea (wave-averaged) level components, respec-
tively. All wave quantities are referenced to a local wave-averaged
sea level, z= ¢ + L.

The three-dimensional Stokes velocity (u>',w™) is defined for a
spectral wave-field as:

st _ 2E cosh[2Z]
ut(z) = ¢ sinh]2H]

wi(z) = -V, - /z ustdz

h

2)

where h(x) is the resting depth; E is the wave energy; c is the phase
speed of the waves; k is the wave number vector and k is its mag-
nitude, and H and Z are the normalized vertical lengths defined as:

H=k(h+{+{)=kD;and Z = k(z + h) 3)

where D = (h + { +{) is the wave-averaged thickness of the water
column. Finally, the wave energy (E), phase speed (c), and intrinsic
frequency (o) are given by:

1 »
E_ggH

=2 (4)
k

0 = /g k-tanh[H]

where H is the root mean square wave height.
The VF (J, K) and the Bernoulli head (K) terms shown in Eq. (1)
are expressed as:

J= —zxu((z V. xu) +f)—w“2—l;
. ou
I(:u‘~& (5)

2 zZ A2
L. S / OV Sinh[2k(z - 2))dZ
16 - ksinh*[H] J-n 02
where V = k- u, and 7 is the unit vector in vertical direction. Phys-
ically, the Bernoulli head term represents an adjustment in the
mean pressure to accommodate for the presence of waves (Lane
et al,, 2007) and the VF terms represent an interaction between
Stokes drift and vorticity of the mean flow.
The wave-induced tracer diffusivity in Eq. (1) is defined as:

10 <Hsinh[Z})

€ =85t \"sinhj ®)
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while the quasi-static sea level component is given by:
—Pam Hk

‘= gp, 8- sinh2H] @

The term ¢ contains inverse barometric response due to changes in
atmospheric pressure (P,¢,) and a wave-averaged set-up/set-down
(with respect to the still water).

It is important to note that in the above formulations the total
contribution of Bernoulli head has been separated in two parts of
different order each. The higher order contribution is a quasi-static
balance between mean pressure, mean surface elevation and the
wave stresses, which is absorbed here as a part of the quasi-static
sea level component (¢) in Eq. (7). The lower order quasi-static bal-
ance has been expressed as K in Eq. (5).

When using a spectral wave model such as SWAN, wave height
(H = Hg/v2) and bottom orbital velocity (u,) values are pro-
vided after integrating the energy over all frequencies and direc-
tions, while wavenumber (k), wave direction and, frequency (f)
are those corresponding to the peak frequency. Wave dissipation
due to depth-limited breaking, whitecapping and bottom friction
is also provided by SWAN.

2.2. Boundary conditions
The kinematic and pressure boundary conditions are given as:

w|_,+ul_,- V. h=0

0 & X
WU VL=V O s VOE ®)
8-l =8P

where U* is the depth-averaged Stokes velocity and P is the wave-
averaged forcing surface boundary condition (see Section 9.3 in
MRLO04) defined as:

az/Z

P H { st (= |, + cosh[2H] ¥

|+ [552Y cosh[2kZ)dZ)
8a —2ktanh[H]V],,;

9

The equations corresponding to barotropic mode have not been pre-
sented here for brevity, although details can be found in U10.

3. Numerical implementation

Forimplementation into the modeling system, the equations pre-
sented in Section 2 are expressed in a mass flux form. The wave-in-
duced terms are no longer retained to the right hand side and the
lower order Bernoulli head becomes part of the dynamic pressure.

First we define the following quantities:

1

(ll ) wl) = (ll, CL)) + (u5t7 O‘)St)

¢=c+¢
P=p+K

where (€ is the composite sea level, ¢¢ is the sum of Bernoulli head
and the dynamic pressure, while to lowest order the Lagrangian
mean velocity (u', ®') is represented as the sum of Stokes (u*,
®*) and Eulerian mean velocities (u, ®). w; is the vertical Eulerian
mean velocity in a sigma coordinate system.

The continuity and momentum balance equations in horizontal
(& n)) orthogonal curvilinear and vertical (s) terrain following
coordinate system are:

H, d (H! d (H ! 0 [l
o) () e () +ss(m) 0 o)

0(H, o (Hu 0 [sz o (Hu” o [HY
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St st
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for the ‘x’ and 'y’ (¢ and #) directions, respectively; where m~! and
n~! are the Lamé metric coefficients, and H, is the grid-cell thick-
ness. The vertical sigma coordinates s varies from -1 at the bottom
to O at the free surface. F = (F¢, F") is the non-wave body force;
(D¢, D") represents the parameterized momentum mixing terms;
and F¥ = (F*¢, 7*") is the momentum flux from non-conservative
wave terms described in Section 3.1. In a Cartesian coordinate sys-
tem m and n are unity and the curvilinear terms (7*, 7*) become
zero.

In the momentum balance equations (Egs. (11) and (12)), the
first term on the left hand side is the local acceleration (ACC), sec-
ond to fifth terms constitute the horizontal advection (HA), sixth
and seventh terms are vertical advection (VA), eighth and the
ninth term represent Coriolis (COR) and Stokes-Coriolis (StCOR)
forces, respectively. On the right hand side of the momentum bal-
ance equations, the first term is the pressure gradient (PG), and
the combination of the second and the third term is the horizontal
vortex force (HVF). The non-wave body force (BF) is the fourth
term, while the contribution of breaking and roller acceleration,
and bottom and surface streaming is represented collectively by
the fifth term (BA + RA + BtSt + SuSt). Horizontal (HM) and vertical
mixing (VM) are sixth and the seventh terms, respectively. The
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last term on the right hand side is the curvilinear metric term gi-
ven by Egs. (14) and (15)

The geopotential function derived after depth integrating the
vertical momentum balance equation (see Eq. (1)) is:

P =g -0~ (gP-K)

0
+ / [“;’)—p — K|Hds (13)

0

The curvilinear terms 7* and Z7 in Egs. (11) and (12), respectively
are:

nlod (o8 ()
e r NG

o2 ()l

g ) ()

The vertical motion past sigma surfaces is given by:

0z
k= {w’ - <§+u’~VLz>}
The vertical mass flux through the sigma surfaces is calculated as:
s (aU' oV 1 z+h of

w' = —|ds' - —. = 17

/]<a§+an>ds mn {+h ot (17)
where U' = H,u!/n,V' = H,¢//m, and W' = wl/(mn) are grid-cell
volume fluxes.The three-dimensional tracer equation is:

O (H: \ 0 (Hu )\ 08 (Hw \ 8/
ot \mn o6\ n o\ m as \mn

0 (Hust 0 (Hv™ o (W
- c)|—— c)-—=(=c
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0 (g 1OV L 0 (€ fac
s <CW H, as) T (Hz (as>> (18)

where € is the wave-induced tracer diffusivity as defined as in Eq.

(8)

(16)

S

= Csource

Egs. (11), (12), and (18) are closed by parameterization of the
Reynolds stresses and turbulent tracer fluxes as:
Ky ou Ky ov Ky dp

uw =-—2 _— VW =———. W =— " 19
H, 0s’ H, ds’ H, os (19)

where Ky, is the momentum eddy viscosity and Ky is the eddy dif-

fusivity. Along with the kinematic and pressure boundary condi-

tions (Eq. (8)), the surface wind and bottom stresses are

prescribed as vertical boundary condition for the Reynolds stres-

ses given as:

KM ou

?2&5:0 = T§(€7’7’f)

Ky ov .

= :Ts7(€7'7,f)

H, os|,_, (20)
R et

H, os|,__,

Ky ov o

a5l e

where 7, = (t},7¢) and 7, = (1}, 7]) are surface wind stress and bot-
tom stress, respectively.

Although many different methods are available to incorporate
bottom stress in ROMS (see Warner et al., 2008a), in the present
application we use the simple quadratic drag method or the
wave-current interaction method of Madsen (1994).

The horizontal momentum, continuity and tracer equations as
well as the geopotential function along with the boundary condi-
tions (Egs. (10)-(20)) are solved to obtain the Eulerian mean veloc-
ity (u, ) and composite sea level ({°) as the prognostic variables.

The wave parameters required for calculating the Stokes veloc-
ities, WEC terms, and momentum flux from non-conservative wave
forcing terms, F (see Section 3.1 for details) are provided through
coupling to the wave model (SWAN). SWAN receives information
about sea surface elevation, bathymetric change, and a circulation
field from ROMS to determine the effect of currents and total water
depth on wave propagation. In turn, ROMS receives information on
surface and bottom wave parameters (height, orbital velocity, per-
iod, wavelength and direction), wave dissipation due to bottom
friction, wave breaking, and whitecapping for non-conservative
WEC processes. This exchange of information between the circula-
tion and wave models occurs at user defined intervals in a two-
way coupling scenario. One-way coupling of data feeding from
wave to circulation model can be used if the impact of currents
on wave field is negligible, or simply from the wave model to the
ocean for processes such as enhanced bottom stress computations.
A detailed discussion about model coupling can be found in War-
ner et al. (2008a,b).

3.1. Parameterization of non-conservative wave forcing, F¥

Waves propagating towards the shoreline lose energy through
three different dissipation mechanisms: (a) bottom friction (¢2);
(b) whitecapping (£"““P); and (c) depth-induced wave breaking
(") The energy lost by these processes is included in the momen-
tum balance (Eqgs. (11) and (12)) through the non-conservative
wave forcing/acceleration term F*:

F'(F7v, 7 =B” + B + B =B” + BY + B"” +B" +B' (21)

where BY” and BY are accelerations due to bottom and surface
streaming, respectively, while B*? denotes accelerations due to
wave breaking. The latter is further decomposed to accelerations
due to whitecapping (B"““?), depth-limited wave breaking (B)
and wave roller (B"). It is important to point out that the contri-
bution of bottom friction (¢2) is manifested in the form of bottom
streaming, while the wave breaking induced acceleration (&) is
further divided into depth-limited breaking and roller contribu-
tion (see next few paragraphs). The model options used to acti-
vate these formulations within the COAWST modeling system
are listed in Table 1.

3.1.1. Bottom streaming (BY) term

Interaction of waves with the sea bed leads to wave dissipation
due to friction within the wave boundary layer. Three different
bottom friction formulations are available in SWAN that are based
on: (a) empirical formulations (JONSWAP) by Hasselmann (1973);
(b) the drag law model of Collins (1972); and (c) eddy viscosity
model of Madsen (1988). These formulations can be used to calcu-
late ¢ for a spectral wave field. In addition, the option for dissipa-
tion due to bottom drag using the parameterization presented
by Reniers et al. (2004b) as in U10 has also been implemented
(see Table 1). This option estimates ¢ using:

1 oH 020 \***
bf =~ wodogw - T f 0
¢ Zﬁpofwlu‘"’" ol =5 G kp 1'39<\ugvrb|> (22)
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Table 1

COAWST options available for the computation of non-conservative wave forces (for details see Section 3.2).

VF options in the COAWST modeling system

Process Switch name Description References
Wave dissipation WDISS_WAVEMOD Wave dissipation from wave model (SWAN) SWAN manual
WDISS_THORGUZA Wave-dissipation using Eq. (31) Thornton and Guza
(1986)
WDISS_CHURTHOR Wave-dissipation using Eq. (32) Church and Thornton
(1993)

Roller model ROLLER_RENIERS

ROLLER_SVENDSEN
Momentum transfer due WEC_BREAKING
to non-conservative WEC_ROLLER
forces WEC_WCAP
Streaming BOTTOM_STREAMING_YU
BOTTOM_STREAMING_XU_BOWEN

SURFACE_STREAMING

Solve the roller evolution equation (Egs. (34)-(37)) to calculate roller
dissipation. o, value is provided by as an input parameter

Calculate roller area and roller energy using Svendsen (1984) formulations

Reniers et al. (2004);
Uchiyama et al.
(2010)

Svendsen (1984)
Warner et al. (2008)

Momentum contribution due to wave breaking (Eq. (33)) This paper
Momentum contribution due to rollers (Eq. (38)) This paper
Momentum contribution due to whitecapping (Eq. (29)) This paper
Calculate wave dissipation due to bottom friction (Eq. (22)) and the Uchiyama et al.
contribution to momentum balance (Egs. (23)-(26)) (2010)
Calculate contribution of bottom streaming to momentum balance using Eq. Xu and Bowen
(27) (1994)
Calculate surface streaming contribution to momentum balance using Eq. Xu and Bowen
(28) (1994)

Wave induced mixing TKE_WAVEDISS

GLS model

Compute TKE contribution due to wave breaking using Eq. (47), which is
implemented as a surface boundary condition (Egs. (44) and (45)) to solve

Feddersen and
Trowbridge (2005)

where u}, is the bottom orbital velocity and f,, is the wave friction
factor (Soulsby, 1995).

Dissipation of wave energy in the wave boundary layer causes
the instantaneous, oscillatory wave bottom orbital velocities (u’
and w’) to be slightly in phase from quadrature causing a wave
stress (bottom streaming) in the wave bottom boundary layer,
along the direction of wave propagation (Longuet-Higgins, 1953;
Phillips, 1977; Xu and Bowen, 1994; Lentz et al., 2008). This stress
can be provided as a bottom stress or a body force. We have imple-
mented two approaches to allow the effects of bottom streaming
on the mean flows. First, following U10, the effect of bottom
streaming in momentum balance is accounted for by using the
wave dissipation due to bottom friction with an upward decaying
vertical distribution.

_ be
Po0

where f/(z) is a vertical distribution function given by:

B” k-f¥(z) (23)

cosh(kyq({ —2))
J7, cosh(kya( - 2))dz

@)= (24)

with k4 being a decay length which is a function of wave bottom
boundary layer thickness (3 ,,) and given by:

kwd = UyqOw (25)

where a,,4 is an empirical constant (=1 in here) and & , is a function
of semi-orbital excursion (A}, ), Nikuradse roughness (k,) and bot-
tom roughness length (zo).

k, = 30z, (26)

w

orb — \“;VrbVU;

As a second approach of bottom streaming, the method of Xu and
Bowen (1994) is implemented (see Table 1) where:

Bbf _ l <U/W/>
0
_ Ho%
8sinh’kh
+ e—Z/{Z] (27)

[(—Bz - sin fz + Pz - cos fz — cos pz)e

with g = \/0/2K.,, where K, is the eddy viscosity.

The first method is more suitable when the vertical resolution
of the model is not high enough to resolve the wave bottom bound-
ary layer while the second method is preferred for simulations that
use high vertical resolution.

3.1.2. Surface streaming (BY) term

Similar to the concept of bottom streaming, at the surface of the
water column the wave-induced stress develops a thin viscous
boundary layer known as surface streaming (Longuet-Higgins,
1953; Xu and Bowen, 1994 and Lentz et al., 2008). This contribu-
tion to non-conservative wave forcing is parameterized as (Xu
and Bowen, 1994):

KnH*o
Bsf: m
2

k - k - coth(kh) (28)

and it is implemented as a surface boundary condition (see Section
4). The effect of surface streaming can be interpreted in a similar
manner as that of wind stress acting on the ocean surface (Weber
et al., 2006). This effect may not be significant in a dynamic environ-
ment like the surf zone, but could be significant outside the surf
zone as shown by Lentz et al. (2008).

3.1.3. Wave breaking (B*?) terms

Non-conservative wave forcing due to wave breaking is tradi-
tionally defined only in a depth-averaged form (Longuet-Higgins
and stewart 1964; Smith, 2006). Newberger and Allen (2007a)
implement the force due to depth induced breaking (B”) as a sur-
face stress, while Walstra et al. (2000), U10 and Kumar et al.
(2011a) implement it as a surface intensified body force through
the development of ad hoc vertical distribution functions. In the
present work, we use a surface intensified distribution of B"“?,
B’ and B as in Kumar et al. (2011a).

3.1.3.1. Whitecapping induced acceleration (B"““P). Whitecapping
can occur in any water depth (van der Westhuysen et al., 2007;
Jones and Monismith, 2008) as a response to wave steepening.
Presently SWAN provides many different expressions for calcula-
tion of wave dissipation due to whitecapping (e.g., Rogers et al.,
2003; van der Westhuysen et al., 2007). The associated accelera-
tion is given as:
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cap
B — & k. foz) (29)
Po0

where V% is the dissipation from SWAN, and f®(z)
distribution function such that:

f(z) = ﬁ;ljsdz FB = cosh (H @+ h)) (30)

is the vertical

3.1.3.2. Bathymetry induced breaking and acceleration (B’). Depth
limited wave breaking dissipation (¢”) is computed in SWAN using
a spectral version of the bore model based on Battjes and Janssen
(1978), which depends on the ratio of wave height to water depth
(see, Eldeberky and Battjes, 1996). Alternative empirical relation-
ships for depth-induced breaking have been provided by Thornton
and Guza (1983) and Church and Thornton (1993) and have been
added as options (see Table 1). These formulations are:

& Tpog"/;}Ds )
sl - |
(32)

where H is the root mean square wave height; f, is the wave fre-
quency; g is the acceleration due to gravity; B, and y;, (the ratio of
wave height to water depth) are empirical parameters.
The acceleration due to the depth-limited breaking dissipation
is:
g _ (1-00)e
Po0

where o is the percentage of wave dissipation involved in creation
of wave rollers (described in details below), and f2(z) is a vertical
distribution function, where we have decided to use the same func-
tion as defined in Eq. (30).

———k-f’2) (33)

3.1.3.3. Wave rollers androller acceleration (B"). Within the surf zone
the spatial distribution of wave dissipation is dominated by wave
breaking that depends on bathymetry, but it is further modified
due to the action of wave rollers. Wave rollers act as storage of dis-
sipated wave energy, which is gradually transferred to the mean
flow causing a lag in the transfer of momentum (Svendsen, 1984;
Nairn et al., 1990). Warner et al. (2008a) and Haas and Warner
(2009, hereinafter HW09) demonstrated the implementation and
application into the ROMS model of a roller formulation based on
Svendsen (1984). However, U10 presented a wave roller model
which is similar to that of Reniers et al. (2004a) and Stive and De
Vriend (1994). To provide additional capabilities, we also imple-
mented this time dependent advective roller model into the COA-
WST system. The equations for evolution of wave rollers are similar
to spectral wave evolution equation and can be represented as:
oA . oel — &
at—l—V~(A(:)—T (34)
where A" is the roller energy density; c is the phase speed of the pri-
mary wave, ¢’ is the wave dissipation; ¢" is the roller dissipation rate;
o is the wave frequency and o, is an empirical parameter denoting
the contribution of wave dissipation in creation of wave roller (see
below). The roller energy density is related to roller energy by:
Er

.

A== (35)

The phase speed of the primary wave is given by:

c=u+ok’k (36)

where u is the mean velocity, and k is the wave number. The roller
dissipation rate is:
g-sinf-E

c

= (37)
where c is the phase velocity (Eq. (4)) and sinf(= 0.1) is an empirical
constant (Reniers et al., 2004a).

As suggested by Tajima and Madsen (2006) and U10, the quan-
tity o, in Eq. (34) can vary between 0 and 1, providing a control on
the amount of wave energy expended for the creation of wave roll-
ers. This choice of o, would be contingent upon wave breaking type
(i.e., spilling, plunging, surging) which in turn depends on beach
slope and type (Short, 1985).

The contribution of wave rollers in form of acceleration is given
by:

€ b
B = ,00 l(f() (38)

Combining Egs. (29), (33), and (38) and after some re-organization

the total acceleration contribution of the wave breaking term is

written as:

(1 —oan)eb 4 € 4 eveap
Po0

B — k-f*(2) (39)

3.2. Mass flux due to wave rollers

The continuity equation (Eq. (10)) accommodates the mass flux
due to Eulerian and Stokes transport. Wave rollers also contribute
to associated mass flux increasing the total Stokes transport
(Svendsen, 1984; Reniers et al., 2004a). The roller Stokes transport
is given by:

T r
Ur:E—k:Ak (40)
Po0 Do
and the total Stokes and roller transport becomes:
T r
Po0 Po

The vertical profile of U™ has a distribution similar to that of the
Stokes velocity. Since the effect of wave rollers is usually limited
to the surface, a surface intensified distribution (e.g., HW09) may
be more suitable. Simulations conducted using Stokes vs. surface
intensified distribution provide similar results, so in the present
implementation we use a Stokes velocity type distribution.

3.3. Enhanced mixing due to wave breaking

Wave breaking induced dissipation leads to mixing of momen-
tum in the water column (Agrawal et al., 1992). In surf zone this
enhanced mixing can also be responsible for sediment resuspen-
sion in the water column (Voulgaris and Collins, 2000). The vertical
scale of this mixing can be empirically related to the wave height
(Rapp and Melville, 1990), which for shallow waters is usually of
the same order as the water depth. This leads to a region in the
water column of overlapped mixing due to wave breaking and tur-
bulence from the bottom layer (Feddersen and Trowbridge, 2005).

Following Umlauf and Burchard (2003) as implemented in War-
ner et al. (2005), a generalized expression for transport of turbulent
kinetic energy (k) and generic length scale (/) can be written as:

ok 0 (Ky ok )
§+qu—az<o_—k &)‘FP“FB*L

a¢ 0 (Ky 0k\ ¥

at u-Vy = —(O_—w &>+E-(C1-P+C3-37C2-8-Fwa")

(42)
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where P and B are the shear and buoyancy production, respectively,
ok and ¢y, are turbulence Schmidt numbers for k and i, respec-
tively, and F,,q is a wall function. c¢;, ¢, and c3 are coefficients de-
fined in detail in Warner et al. (2005). The generic length scale
() is defined as:

o= (KT (43)

where cg is a numerical constant; m, n and p are specified to relate
 to a turbulent quantity.

The turbulence due to injection of surface flux of TKE is given as
surface boundary conditions (Craig and Banner, 1994; Feddersen
and Trowbridge, 2005):

K 3k
gy 0z

— &, (44)
;L‘
where &, is the downward TKE flux due to breaking waves. The sur-
face boundary condition for iy due to wave breaking is (Carniel
et al., 2009):

Ky ok o _
=S m K (20— 2)" Y
12 Iq vl// (45)
o (K 2 =2

In deep waters, Y = cw(uj)3, where u; is the friction velocity; and c,,
is a parameter that depends on the sea state, with a typical value of
cw =100 (Carniel et al., 2009).

In the surf zone, Y = &, - 7o is the surface roughness or the sur-
face mixing length. For breaking wave conditions, the surface
roughness is provided using the closure model of Stacey (1999):

Zo=0 -H (46)

where «,, = 0.5.

In the surf zone, part of the wave dissipation contributes to the
flux of momentum (i.e., (1 — o)e® + &¥°P), while the remaining
amount (i.e., o ") is expended for the creation of wave rollers. Fur-
thermore, part of the wave and roller dissipation (¢") also contrib-
utes to turbulence mixing within the surf zone. Feddersen and
Trowbridge (2005) assume that 25% of wave energy dissipation
goes into the water column as TKE, while Jones and Monismith
(2008) use a value of 6%.

In the present work the contribution of wave dissipation as sur-
face flux of TKE is expressed through an empirical coefficient c,,
which can be manually adjusted (see Section 4.2.3) based on data
availability. The surface flux of TKE is therefore:

Ew = Con[(1 — )P 4 " + £ (47)

In order to conserve the total contribution to momentum balance
due to wave dissipation, the amount of wave dissipation introduced
as surface flux of TKE is subtracted from Eq. (39).

4. Model simulations

The modeling system with the VF formalism described above is
applied to idealized and realistic surf zone and inner shelf environ-
ments to study the spatial variation and vertical structure of cross-
shore and longshore flows. Four simulations are presented in de-
tail, provided as standard test cases. The first two cases consist of
creation of alongshore currents and undertow due to oblique inci-
dence of spectral waves on a planar and a natural, barred beach
assuming alongshore uniformity. The third case introduces three-
dimensionality in the domain and flow development as it simu-
lates a nearshore barred morphology interrupted by rip channels.
The fourth case is designed to demonstrate the applicability of
the model for inner shelf applications and simulates wave-induced
cross-shore flows in the inner shelf. For all cases, an orthogonal

coordinate system is defined so that X and y represent the cross-
shore and longshore directions, respectively with positive x to-
wards the open ocean. Correspondingly, positive cross-shore veloc-
ity values indicate offshore directed flow.

4.1. Test case 1: obliquely incident waves on a planar beach

The effect of VF formalism is examined through simulations for
obliquely incident waves on a planar beach. This case has been pre-
viously discussed by HW09 and Kumar et al. (2011a) using depth
dependent radiation stress formulations based on Mellor (2003)
and Mellor (2008), respectively, and by U10 using a VF based mod-
el. In the simulations presented here, we use our implementation
of the VF formulations which utilizes a different vertical distribu-
tion of wave dissipation and turbulence closure scheme than U10
(Egs. (30) and (42)).

The model domain has a cross-shore (x) width of 1180 m and an
alongshore (y) length of 140 m, with a 20 m grid resolution. The
resting water depth varies from 12 m at the offshore boundary to
0 m at the shoreline. The vertical domain consists of 30 equally dis-
tributed vertical layers. The boundary conditions are periodic in
the alongshore (i.e.,, north and south boundaries) and closed at
the shoreline. At the offshore side we use Flather radiation condi-
tion (Flather, 1976) for free surface and Neumann boundary condi-
tions for barotropic and baroclinic velocities (including boundary
condition for Stokes velocities). The effect of earth rotation is not
included. The bottom stress has been formulated using a quadratic
bottom drag with a ¢4 value of 0.0015. The turbulence closure
scheme is Generic Length Scale (GLS, k-¢) as described in Warner
et al. (2005). Wave forcing is provided by SWAN, which propagates
an offshore JONSWAP wave spectrum with a root mean square
wave height (H) of 1.4 m, a peak period of 10 s and a 10° angle
of incidence. The barotropic and baroclinic time steps used are
0.16 and 5 s, respectively. Effects of wave rollers, wave breaking in-
duced mixing and bottom streaming are not included for this sim-
ulation, which is consistent with Kumar et al. (2011a), HW09 and
uU10.

Uchiyama et al. (2009) showed that in the presence of wave and
current fluctuations, the mean continuity balance at steady state
can be integrated in the cross-shore direction to yield a balance be-
tween barotropic Eulerian mean and Stokes velocities (i.e.,
it = —u%). This information along with the wave parameters and
dissipation due to wave breaking (¢”) can be used to solve for
sea-surface elevation and barotropic longshore velocity using the
following approximate equations:

o oS _
o = ~Pehl=y] - pealVi
(48)
pcalV|7 = Oy _ Enky
d X o

where |V| is magnitude of the barotropic velocity vector, while Sy,
and S,, are onshore and longshore components of onshore radiation
stress.

The results from the VF model simulation are compared to the
analytical solutions of (¢ and ? obtained using Eq. (48), with a cq
value identical to that used in the numerical simulation, as well
as to results from the depth-averaged, Lagrangian, radiation stress
based model presented in Warner et al. (2008a, hereafter referred
to as RS2D). In the latter model the wave forcing was provided as
depth-averaged radiation stress (i.e., similar to Longuet-Higgins,
1970a and b).

4.1.1. Wave parameters and sea-surface elevation

Fig. 1a and b show the wave height, depth-induced dissipation
and sea surface elevation. Wave shoaling occurs in the region 500-
1000 m; inshore of this region the waves start breaking in the
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Fig. 1. Obliquely incident waves on a planar beach simulated using the VF, the RS,p model and analytical solution (see Eq. (48)). Cross-shore distribution of (a) root-mean-
square wave height (H) and water depth (h); (b) sea surface elevation, ¢ and depth-induced wave dissipation (&p).

depth-limited environment (Fig. 1a). Depth-induced dissipation (g,
JFig. 1b) remains zero during wave shoaling. Inshore of x = 500 m,
¢p increases monotonically to a maximum value of 0.07 m3 s> at
x=300m, and then decreases gradually to zero at the shoreline.
This depth-induced wave dissipation is the wave forcing which
contributes to the momentum flux (Egs. (33) and (12)), leads to
creation of longshore currents. Estimates of (¢ from VF, RS,p and
the analytical solution (Eq. (48)) are in close agreement as shown
in Fig. 1b, with a slight difference at the coastline most likely due
to lateral mixing or friction. Outside the surf zone, in the wave
shoaling region, the mean sea level decreases (wave set-down),
while within the surf zone, the mean sea level increases (wave
set-up) as shown in Fig. 1b.

4.1.2. Nearshore flows

Vertical variability of Eulerian mean and Stokes velocities from
the VF simulation are shown in Fig. 2. Inside the surf zone (x < 500;
Fig. 2a) the Eulerian mean cross-shore flow is inshore near the sur-
face and offshore directed close to the sea bed. This vertical segre-
gation of the cross-shore flow creates a circulation cell within the
surf zone with downward and upward directed vertical velocities
(see Fig. 2c), consistent with field observations of cross-shore
velocity profiles for barred (Garcez-Faria et al., 2000), planar (Ting
and Kirby, 1994) and laboratory (Roelvink and Reniers, 1994) bea-
ches. Outside the surf zone the velocity is weakly offshore through-
out the entire water column. These results are also consistent with
U10, regardless of the differences in turbulence closure schemes
and vertical distribution of wave dissipation. Depth-averaging
the cross-shore Eulerian mean velocities shown in Fig. 2a, we ob-
tain velocities (Fig. 2 g) that are equal in magnitude and opposite
in sign to the depth-averaged Stokes velocity. This balance is indic-
ative of a steady state solution achieved by the model and mass
flux conservation.

The longshore velocity (Fig. 2b) attains its maximum value of
approximately -1 ms~! at x =250 m and decreases to zero at the
coastline and towards offshore. Vertically, the velocity shows max-
imum value at the surface and slightly lower values near the sea
bed. Depth averaging these velocities, we find that the maximum
alongshore velocity from the VF simulation is further inshore in
comparison to the analytical solution, which shows a maximum
value at x=300m, at the same location as the maximum e,
(Fig. 1b). This difference is mainly due to the inclusion of vertical
viscous mixing, horizontal advection and VF leading to spreading
and distribution of the momentum flux in the surf zone, something
not included in the simplified analytical solution of Eq. (48). Com-

parison to results obtained by RS,p simulations are discussed sep-
arately in Section 5.

The cross-shore Stokes velocity (Fig. 2d) is one and two orders
higher than the longshore (Fig. 2e) and vertical Stokes velocity
(Fig. 2f), respectively. Close to the sea surface, cross-shore velocity
varies from zero at the offshore boundary to a maximum value of ~
-0.15ms~! at the location of maximum wave breaking (i.e.,
x =300 m), decreasing with increasing water depth. Further in-
shore of this position, the cross-shore velocity reduces to zero.
Longshore velocity is weaker in strength, but shows a distribution
similar to that of the cross-shore Stokes velocity. Since the vertical
Stokes velocity is calculated as divergence of horizontal mass flux
(Eq. (2)), at the location of maximum breaking, the vertical Stokes
velocity is zero. Inshore of this point, the velocity is positive with a
maximum value at the surface, decreasing with increasing water
depth. Offshore of the break point, the velocity is negative and
downwards directed, with a vertical structure similar to other
Stokes velocity components. The vertical Stokes velocity has simi-
lar magnitude (+ 0.005ms~ ') but opposite sign to the vertical Eule-
rian mean flows (Fig. 2c).

4.1.3. Three-dimensional momentum balance

The relative contribution of the cross-shore (x) and longshore
(y) momentum balance terms are described here, using the
nomenclature as shown in Eqs. (11) and (12) corresponding to
acceleration (ACC), horizontal and vertical advection (HA and
VA), Coriolis force (COR), Stokes-Coriolis force (StCOR), pressure
gradient (PG), horizontal VF (HVF), horizontal and vertical mixing
(HM and VM), and breaking and roller acceleration (BA and RA).
Though the contribution of vertical vortex force (K, Eq. (1)) can
be analyzed separately as a part of the geopotential function (Eq.
(13)), in this work we have added it to the HVF term, as its impor-
tance is negligible in all the cases discussed here.

In the cross-shore direction (Fig. 3), since earth rotation and
roller efect were not considered, the RA, COR and StCOR terms
are zero. The horizontal advection (HA, Fig. 3b), horizontal vortex
force (HVF, Fig. 3c) and vertical advection (VA, Fig. 3f) terms are
negligible. The balance is mainly between three terms: BA, VM
and PG. Within the surf zone (x < 350 m), the wave breaking accel-
eration (BA, Fig. 3a) term is the largest with a high value at the sea
surface, sharply decreasing to a negligible value below 1 m under
the surface. A significant portion of the BA contribution is balanced
by a relatively strong vertical mixing (VM, Fig. 3e) which is en-
hanced close to surface layer. At water depths where BA becomes
negligible, the VM changes sign and becomes negative. At the
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Fig. 2. Cross-shore sections of Eulerian (a, b and c) and Stokes (d, e and f) velocities from the VF model. (a) cross-shore (u); (b) longshore (2); and (c) vertical (w) Eulerian
velocities; (d) cross-shore (u*); (e) alongshore (#*); (f) vertical (w*") Stokes velocities; Cross-shore distribution of (g) depth-averaged, cross-shore Eulerian velocity (i) and
Stokes velocity (z1%); and (h) depth-averaged, alongshore () Eulerian velocity for obliquely incident waves on a planar beach simulated using the VF, the RS,p model and

analytical solution (see Eq. (48)).

location where waves start breaking (i.e., 350 m < x < 500 m), the
contribution of pressure gradient (PG, Fig. 3d) is negligible, but in-
creases toward the shoreline, with a vertically uniform distribu-
tion. Close to the sea surface, both PG and VM terms add to
balance the BA contribution while further below the balance is
mainly between PG and VM, with the latter term also becoming
vertically uniform. It is important to note that comparing the pres-
ent momentum balance to that obtained from simulations using
models based on depth varying radiation stress (e.g., Kumar
et al, 2011a) and quasi-3D models such as SHORECIRC (e.g.,
HWO09) we find that in the VF formulation, the VM term is respon-
sible for vertically redistributing the BA and balancing PG. In the
former two models the primary balance occurs between vertically

uniform PG and almost vertically uniform radiation stress
contribution.

The major terms in alongshore momentum balance are BA, HA,
HVF, VM and VA, while PG is negligible. BA (Fig. 3 g) is dominant
only in the surface layer within the wave breaking zone where sig-
nificant part of it is balanced by the VM term (Fig. 3 k). Further be-
low the sea surface (> 1 m), VM changes sign from positive to
negative, and when added to VA and HVF the sum balances HA
(Fig. 3 h, i, k and 1). HA and VA terms (Fig. 3 h and 1) show opposite
signs over the entire water column, which can be attributed to ver-
tical segregation of cross-shore velocity (Fig. 2a) and change in the
gradient, inshore and offshore of the location of maximum under-
tow. The HVF term (Fig. 3i) is zero at the location of maximum
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longshore velocity (as ov/o ¢ is zero, see Eq. (12)), and has opposite
signs on either side of this point. Overall, at locations inshore of the
longshore flow maximum (x < 260 m) the sum of BA, HA and HVF
is balanced by the sum of VA and VM near the sea surface; close to
the bed, the sum of HVF, VM and VA is balanced by HA. Similar bal-
ances also occur at locations further offshore (x > 260 m).

4.1.4. Balance of vertically-integrated three-dimensional momentum
balance

The vertically averaged cross-shore momentum balance terms
(Fig. 4a) show a balance between PG and BA similar to that pre-
sented analytically by Bowen et al. (1968) for a planar beach. The
contribution of the remaining terms (including HVF) is negligible.
Vertical integration of the longshore momentum terms (Fig. 4b)
shows a primary balance between the BStr (vertical integral of

Table 2
List of the components which constitute the total pressure gradient force (Eq. (49)).

VM term, Eq. (20)) and the BA terms. A secondary balance occurs
between the HVF and the HA terms. The horizontal vortex force
(HVF) term is positive seaward of the location of maximum long-
shore current and becomes negative inshore that location, and
the horizontal advection (HA) is of similar magnitude as the HVF
but of opposite sign. This secondary balance suggests a balance be-
tween Stokes and anti-Stokes (Eulerian mean) flows; however,
these terms do not cancel out completely due to differences in ver-
tical structure of Stokes and Eulerian mean flows (see Section 5).

In the present modeling framework, the terms contributing to
the total pressure gradient force (V¢ from Eq. (13) = P*, i.e., gra-
dient of dynamically relevant kinematic pressure), excluding the
vertical vortex force (K), can be decomposed into two terms that
describe individual contributions from the Eulerian non-WEC (P)
and WEC (P"*°) contributions. The latter can be further divided into
a quasi-static response (P*), a Bernoulli head (P*", see Eq. (5)) and
a surface pressure boundary correction (PP¢) (see Table 2):

Ptat _ Pc + Pwec _ (PC) + qu +th +Ppc
(49)

Individual Description = -V, (g + fich ‘%‘Zdl) +ngz + VK| + 8V Ple
terms
tot . .. .
P igﬂgg?ig;;fradlem force. Contribution of both WEC and Analysis of the individual components of pressure gradient force
pe Non-WEC current contribution (PG, Fig. 4c) show that major contribution to P°* is from the non-
piee WEC contribution (P% + PP + pP¢) WEC response of the system to wave breaking, (i.e., P™). Outside
PE; Quasi-static response (Eq. (7)) the surf zone, quasi-static response (P%) and P* balance each other
gpc SB:?:;"‘r}:zzgr(:g;)fl?éar correction (Bg. (9)) which cause the wave set-down at this location. The terms corre-
P v & sponding to Bernoulli head and dynamic surface boundary correc-
tion are negligible for this planar beach case.
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Fig. 5. Obliquely incident waves on a barred beach simulated using the VF model (no roller model, i.e., Run 2) and the RS;p (Run 1) model (see Table 3). Cross-shore
distribution of: (a) root mean square wave height (H;ms) from SWAN (solid black line), observed wave height (from Elgar et al., 1997; grey circles) and water depth (h). (b) Sea
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along with observed velocity (from Feddersen et al., 1998; grey circles).
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4.2. Test case 2: obliquely incident waves on a natural, barred beach
(DUCK’ 94 experiment)

In this test case we simulated wave-induced currents for a nat-
ural, barred beach corresponding to the DUCK'94 experiment
(Gallagher et al., 1998; Elgar et al., 1997; Feddersen et al., 1998).
Simulations are compared to data collected on Oct 12th, 1994,
when strong velocities were observed in the surf zone due to
waves generated by winds associated with the passage of a low-
pressure storm system (Garcez-Faria et al., 2000). During this per-
iod, both waves and winds were directed towards the southwest
generating a longshore flow down-coast (i.e., towards southeast,
see Garcez Faria et al., 1998).

The measured bathymetry, shown in Fig. 5a, originates with the
shoreline at x=0 and the nearshore bar located near x =130 m.
The model domain is assumed alongshore uniform with a cross-
shore (x) width of 780 m and a horizontal resolution of 2 m. The
water depth varies from 0 m at the shoreline to 7.26 m at the off-
shore boundary. A tidal elevation of 0.70 m was added to the water
level and assumed constant over the simulation period (simula-
tions with tidal variability did not show substantial changes in
the model results). The vertical dimension is discretized with 32
equally distributed layers. The boundary conditions are periodic
in the alongshore (i.e., north and south boundaries) and closed at
the shoreline. At the offshore end we use Flather radiation condi-
tion (Flather, 1976) for free surface and Neumann boundary condi-
tions for barotropic and baroclinic velocities (including boundary
condition for Stokes velocities). Effect of earth rotation is not in-
cluded. Bottom stress due to the combined action of waves and
currents is estimated using a benthic boundary layer formulation
(Madsen, 1994) as described in Warner et al. (2008a,b). Weak hor-
izontal momentum diffusion of the order 0.05 m2.s~! is also ap-
plied to obtain smooth solutions. The turbulence closure scheme
used is Generic Length Scale (GLS, k-¢). Wind stress forcing of
0.25 and 0.16 Nm 2 is imposed in the cross-shore and longshore
directions, respectively. Wave forcing is provided by SWAN, which
propagates an offshore JONSWAP wave spectrum with a significant
wave height of 2.3 m, a peak period of 6 s and a 13° angle of inci-
dence. The model simulation is carried out for a period of 3 h with
a baroclinic and barotropic time stepping of 3.0 and 0.1 s,
respectively.

Ten different simulations were carried out in order to identify
the behavior of wave rollers and wave-induced mixing. The simu-
lations are designated as Run # (where # is the simulation num-
ber) and the differences between individual Runs are listed in

Table 3

Model configuration for different DUCK’ 94 simulations. RS,p refers to simulations
conducted using depth-averaged, radiation stress based model, while simulations
done using the VF formalism are referred to as VF. «, is the coefficient which
determines the percentage of wave breaking induced dissipation contributing to
creation of wave rollers (Eq. (34)), while c,,, is the percentage of total dissipation
going as turbulent kinetic energy (Eqs. (43) and (47)).

Description of model runs for DUCK’ 94 experiment

Run # Model Effect of oy Surface TKE Cow
formulation wave rollers

1 RS20 OFF - - -

2 VF OFF 0 OFF 0

3 VF ON 0.25 OFF 0

4 VF ON 0.50 OFF 0

5 VF ON 0.75 OFF 0

6 VF ON 1.00 OFF 0

7 VF ON 0.5 ON 0.01
8 VF ON 0.5 ON 0.05
9 VF ON 1.0 ON 0.01
10 VF ON 1.0 ON 0.05

Table 3. Run 1 is conducted using the two-dimensional (x-y),
depth-averaged, Lagrangian, radiation stress based model (RS;p,
i.e., no vertical distribution of wave forcing or flows, and the wave
forcing is depth-averaged radiation stress contribution as in Long-
uet-Higgins, 1970a), while for Runs 2 to 10 we use the vortex force
formulation as described in this paper (VF). Run 2 does not include
the effect of wave rollers and wave-induced mixing. Runs 3 to 6 do
include the effect of wave rollers but each run assumes a different
fraction (Eq. (34)) of depth-induced dissipation (¢,) being used for
roller generation. Finally, Runs 7 to 10 are used to distinguish the
contribution of wave-induced mixing.

4.2.1. Wave parameters and sea-surface elevation

In this section we first examine two runs: (a) Run 1 (radiation
stress based, depth-averaged model with no rollers) and (b) Run
2 (baseline experiment using VF model without wave rollers and
mixing), to compare the flow pattern simulated by a two and
three-dimensional model.

Measured (Elgar et al.,, 1997) and simulated H are in a close
agreement throughout the profile (Fig. 5a), despite the fact that
the wave solution does not account for the effect of currents
(one-way coupling). Depth-limited wave breaking, as exhibited
through the wave dissipation (¢,) parameter, takes place predom-
inantly over the bar-crest and then a second time close to the
shoreline (Fig. 5b). Over the bar-trough (60 m <x < 100 m), the
wave dissipation is negligible, as shown by the relatively stable
wave height along this region (Fig. 5a).The overall trend of sea-sur-
face elevation ({¢) for both Runs 1 and 2 is a wave set-down outside
and wave setup inside the surf zone (Fig. 5b). At the bar-crest and
further shoreward, ¢¢ from Run 1 shows a continuous increase, un-
like Run 2, which suggests slight decrease at these locations due to
dominant contribution of Bernoulli head (see Section 5).

4.2.2. Nearshore flows

The cross-shore profiles of depth-averaged, cross-shore and
longshore velocities from Runs 1 (RS;p, no vertical flow distribu-
tion) and 2 (VF, no rollers/mixing, vertically averaged velocities)
are shown in Fig. 5c¢ and d. Although the depth-averaged cross-
shore velocities from Runs 1 and 2 are identical (Fig. 5c), the long-
shore velocities show significant difference both in terms of cross-
shore variability and magnitude (Fig. 5d). Strongest longshore
velocity from Run 1 occurs at the bar-crest and at locations close
to the shoreline, which does not agree with the observations. On
the other hand, maximum longshore current from Run 2 is at a
location inshore of the bar-crest, and is in better agreement with
measured velocities. This inshore shift of the maximum longshore
current is due to vortex force and mixing due to shear, details of
which are provided in Sections 4.2.7 and 5.

4.2.2.1. Effect of wave roller. Wave roller generation is controlled
through the parameter o, which defines the fraction of wave dis-
sipation allowed to act as the source term in the roller evolution
equation (Egs. (33), (34), and (37)). When o, = 0, no wave rollers
are included, while when o, = 1 the total of the depth-induced dis-
sipation (&) is used as a source for the creation of wave rollers. The
roller dissipation is calculated empirically (Eq. (37)) which contrib-
utes to roller acceleration in the momentum balance along with
breaking acceleration (Eq. (39)). Five simulations with no wave-in-
duced mixing and o, values of 0.25, 0.5, 0.75 and 1 (Runs 2 to 6,
respectively, see Table 3) were carried out and the total dissipation
(= (1 - o)ep + &) for each run is shown in Fig. 6a. When o, = 0, max-
imum depth-induced dissipation is observed at the bar-crest and
close to the shoreline. As the value of o, increases, the contribution
of breaking dissipation decreases and the contribution of roller dis-
sipation increases. The advection of wave rollers with a speed
equal to the phase speed of the surface gravity waves leads to an



78 N. Kumar et al./Ocean Modelling 47 (2012) 65-95

Run2(ar=0)
Run 3 (2,=0.25)
Run 4 (qr:O.SO)
Run 5 (ur=0.75)
Run6(ur=1)
|\iIE\1II|\1IIII\II L I L B B B B O
0.20 (b)
‘I_(.D
£ 0.10
o
0 LN L L B B B
0.80
< 0.60
@
£ 040
>
0.20
0 LML L L I L B OO L B
0 200 400 600 800

Cross-shore Distance (m)

Fig. 6. Cross-shore variability of (a) total dissipation (breaking + roller dissipation) and depth-averages of three-dimensional (b) cross-shore, & and (c) longshore velocity,

estimates, for different values of o, (Runs 2-6, Table 3).

onshore movement of the total dissipation peak (Fig. 6a). For o, = 1,
the total dissipation decreases at the bar-crest and close to the
shoreline, and increases in the bar-trough region, providing a
wider distribution of the energy lost by breaking waves. Physically
this mechanism modifies the setup in the transition zone (Nairn
et al., 1990), creates a delay in the transfer of energy from wave
breaking to the mean flow (Reniers and Battjes, 1997; Ruessink
et al.,, 2001) and accounts for the associated mass flux in the direc-
tion of wave propagation (Svendsen, 1984). In the next three sub-
sections we describe the physical impact of wave rollers in modi-
fying the cross-shore profile of barotropic flows, cross-shore profile
and vertical structure of cross-shore and longshore current, vertical
profile of eddy viscosity and turbulent kinetic energy. The simu-
lated flows are also compared to field measurements of cross-shore
and longshore velocities.

In absence of any other forcing mechanism and under steady
state conditions, the vertically averaged Stokes flow is balanced
by an opposing Eulerian mean flow (Uchiyama et al., 2009). In
absence of wave rollers (Fig. 6b) this flow is strongest at the
location of wave breaking (i.e., bar-crest and at the shoreline).
As the contribution of wave rollers increase, the rollers contrib-
ute an onshore directed mass flux, leading to a stronger return
flow in the offshore direction (Fig. 6b). Changes in wave roller
contribution also affect the cross-shore variation of the depth
averaged longshore currents (see Fig 6¢). When o, =0 (Run 2),
the maximum longshore velocity is predicted just inshore of
the bar-crest. Increasing the wave roller delays the transfer of
energy from waves to mean flow, leading to a more uniform dis-
tribution of flow within the areas inshore and offshore of the
bar-trough (80-100 m). When o, =1, relatively stronger long-
shore velocity is modeled inshore of the bar-trough.

Simulated profiles of cross-shore and longshore velocity from
Runs 2, 4 and 6 (i.e., VF based model with o, = 0, 0.5 and 1, respec-

tively, see Table 3) are compared to observations (Garcez Faria
et al., 1998, 2000) at seven different cross-shore locations spanning
the region between the bar-trough and crest (Fig. 7a and b). The
normalized root mean square (rms) errors (defined same way as
in Newberger and Allen, 2007b) for each simulation and cross-
shore location are listed in Table 4.

The observed cross-shore velocities (Fig. 7a) show a strong ver-
tical shear at the bar-trough and bar-crest regions, creating a circu-
lation pattern with inshore directed flows at the surface and
offshore directed undertow close to the bed. Simulated velocity
profiles from Runs 2, 4 and 6 (VF based model with o, =0, 0.5
and 1, respectively) show similar general pattern. When o, =0
(Run 2), the velocity shear is strongest over the bar-crest, while
when o, =1 (Run 6) velocity shear increases at the bar-trough re-
gion (Fig. 7a). It is also shown that the undertow strength increases
with an increased roller contribution due to additional return flows
generated to compensate for the increased mass flux due to rollers.
Overall, Run 6, a case where the entire wave dissipation is con-
verted to wave rollers (i.e., &= 1), shows the best agreement with
the measured cross-shore velocities as revealed by their least rms
error values.

The measured longshore velocity is highest in the bar-trough
region and gradually decreases on either side (Fig. 7b). When the
roller effect is not considered (i.e., o, =0, Run 2), the longshore
velocity maximum occurs in the region between the bar-trough
and crest (x ~ 110 m). As the roller contribution increases to 50%
(i.e., o, = 0.5, Run 4), this local maximum is shifted further inshore
at x = 100 m (Fig. 7b). When the total dissipation is used to gener-
ate wave rollers (o, = 1, Run 6), the longshore velocity peak moves
inshore to x~ 80 m, with a smoother distribution of velocity in the
bar-trough region. Velocity strength over the bar-crest decreases
from 0.7 ms~! for o = 0, to 0.5 ms~! for «, = 1. The offshore velocity
(x>200m) values do not change significantly by changing the
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roller contribution as roller/breaking dissipation offshore of the
bar-crest is negligible (Fig. 6a).

Interestingly, using the mean normalized rms error from all se-
ven stations, the results from Run 2 (VF model with no effect of
rollers/wave-induced mixing) show the best overall agreement
with the observations. Considering the variability observed in
model performance at different cross-shore locations, it is clear
that inclusion of wave rollers provides better agreement of long-
shore and cross-shore flows at the bar-crest and bar-trough region,
but at locations further offshore, simulations with no rollers/mix-
ing effects show a better agreement to observed profiles. These
findings suggest that inclusion of processes like wave rollers re-
quires careful definition of the amount of wave-dissipation respon-
sible for driving the wave roller model (i.e., value of o).
Furthermore, it appears more sensible for this value to be a func-
tion of the cross-shore position within the surf zone (see Cambazo-
glu and Haas, 2011).

The effect of wave rollers on the vertical distribution of vertical
mixing (K,) and turbulent kinetic energy (TKE) is also examined
using the same runs as those described in the previous paragraphs.
At o, =0 (Run 2), the strongest velocity shear is observed offshore
of the bar-crest (Fig. 7a), which corresponds to an increased region
of TKE production and increased K, levels (Fig. 7c and d). As the

roller contribution increases, the velocity shear at the bar-crest re-
duces, while an increase in velocity shear further inshore is ob-
served. This is reflected by a decrease in TKE and K, (Fig. 7c and
d) at the bar-crest and spreading of the TKE in the region between
bar-crest and trough. Subsequently the vertical mixing within
the bar-trough region also starts increasing. Overall, the roller
contribution modifies the shear production and associated TKE
and K,,, by moving the entire pattern further inshore and dispersing
the breaking induced energy transformation more uniformly with-
in the surf zone. It is interesting to point out that the K, values ob-
tained in the present case are almost twice the magnitude of those
used by U10 in their simulations. This occurs because the GLS mix-
ing utilizes the ambient flow field to create the shear production
and associated eddy viscosity profiles, while in U10 the K, values
were derived using a K-profile parameterization. These differences
in K, values also explain the small differences between results ob-
tained by U10 and the present work.

4.2.2.2. Effect of wave-induced mixing. Wave-induced mixing is pro-
vided as a surface flux of TKE in the GLS turbulence closure scheme
(see Eqs. (42)-(47), also Feddersen and Trowbridge, 2005), con-
trolled by the empirical parameter c,, that modifies the contribu-
tion from the breaking and roller dissipation. Feddersen and
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Table 4

n 0.5
Normalized root mean square error &nms(j, k) = {Zi,fd”(;"j"j”z} for the cross-shore
i-1 0

and longshore velocity estimates for DUCK’ 94 for various locations across the profile
and the different model simulations (Runs 2-10, see Table 3). d;; and my; represent
measured (from Garcez-Faria et al., 1998, 2000) and model estimated velocity values
at the 7 cross-shore locations (j) and various elevations (i) above the sea bed (for
measurement locations see Fig. 10). Station 1 is closest to the shoreline. Numbers in
bold typeface indicate minimum values.

Normalized root mean square error analysis
STN # RUN #
2 3 4 5 6 7 8 9 10

Cross-shore

1 080 080 080 080 079 088 092 087 092
2 082 080 077 075 073 083 088 080 086
3 074 068 062 058 053 069 072 063 067
4 084 076 071 066 062 076 078 070 0.73
5 046 043 041 039 037 065 071 062 069
6 044 042 040 038 037 042 046 044 048
7 047 045 043 041 039 025 017 022 015
Mean 065 062 059 057 054 064 066 061 064
Long shore

1 052 066 079 089 098 065 043 082 059
2 0.10 0.05 0.8 013 017 0.07 017 011 0.10
3 0.13 010 0.07 006 005 0.13 023 010 019
4 0.14 012 011 010 011 0.0 015 012 0.16
5 022 014 0.8 008 013 008 017 020 030
6 011 018 025 031 037 033 043 043 053
7 022 025 027 030 032 033 045 037 049

Mean 021 021 023 027 031 024 029 031 034

Trowbridge (2005) suggested a value of 0.25, while Jones and Mon-
ismith (2008) used a value of 0.06 for their simulations. We carried
out a limited in scope sensitivity analysis by using c,, = 0, 0.01 and
0.05 for Runs 6, 9, and 10, respectively, all of which correspond to
VF model based simulation with roller contribution of o, = 1.0 (see
Table 3). Simulated profiles of cross-shore and longshore velocity
from these runs are compared to field measurements (Fig. 8a and
b), and the normalized rms errors are shown in Table 4. Simula-
tions conducted using a c, = 0.25 (not shown here) significantly
increase the K, and vertically mix the entire water column,
destroying the vertical structure in cross-shore and longshore
velocities.

The surface TKE flux increases the total TKE within the water
column (Fig. 8d), developing a maximum value at the bar-crest
and the shoreward boundary where the total dissipation is great-
est. The vertical mixing (K,) shows a corresponding increase
(Fig. 8c). When ¢, =0 (i.e,, Run 6), K, values of approximately
0.03 m2s~! are found over the bar-crest; and for cg, values of
0.01 and 0.05, these values subsequently increase to 0.05 and
0.06 m2.s~! respectively (Fig. 8c). Similar increases in K, are also
seen for locations further offshore of the bar-crest and over the
bar-trough.

In general, increasing the surface TKE flux begins to destroy the
vertical shear and the associated circulation pattern observed in
the cross-shore and longshore velocities (Fig. 8a and b). In compar-
ison to Run 6 (VF model with «,=1.0 and no wave mixing), the
simulated cross-shore velocity profiles from Run 9 and 10 (VF
model with o, = 1.0, ¢, = 0.01 and 0.05, respectively) show higher
rms errors at locations within the region between bar-trough and
bar-crest, and smaller errors at the station further offshore (see Ta-
ble 4). The comparison of simulated and measured longshore
velocity profiles (Fig. 8b) suggests that enhanced wave mixing
(Runs 9 and 10) reduces the flow magnitude. This reduction dete-
riorates the agreement of model results to field observations at
most of the measurement positions (see Table 4). Simulations
conducted using o, = 0.5 (not shown here) have shown similar

response to that discussed here. We feel this is a typical response
in cross-shore and longshore velocity field to increased mixing.

In Figs. 7a, b, 8a, b the simulated and measured cross-shore and
longshore velocity profiles are compared. Overall, the normalized
rms errors obtained in these simulations vary between 0.54 and
0.66 for the cross-shore velocities and 0.20 to 0.3 for the longshore
velocities. These values are similar to those of Newberger and Allen
(2007b) and at times slightly higher than those shown by U10
(0.42-0.70 and 0.10-0.4 for cross-shore and longshore velocities,
respectively). Nevertheless, our simulations show that the model
is capable of creating realistic velocity profiles in a surf zone envi-
ronment. In the remainder of the presentation, we focus on results
from Run 6 (VF model with «=1 and no wave mixing) as these
simulated profiles show the best agreement to the observed
cross-shore and longshore velocity measurements at the majority
of the locations.

4.2.2.3. Cross-shore and vertical structure of Eulerian mean and stokes
velocity. The horizontal and vertical distribution of the cross-shore
velocity for Run 6 (VF model with o, =1 and no wave mixing) is
shown in Fig. 9a. As discussed previously, at the location of wave
breaking, vertical segregation of flow occurs with an inshore direc-
ted flow at the surface and offshore directed flow at the bottom.
Maximum strength of this undertow occurs at the bar-crest and
close to the shoreline, while relatively weaker values are found
in the bar-trough. Outside the surf zone, flow through significant
part of the water column is directed offshore with a maximum flow
at the bottom layer, decreasing monotonically to a small onshore
directed value at the sea surface (Fig. 9a). Maximum longshore
velocity (Fig. 9b) occurs over the bar-trough with a smooth varia-
tion in the trough-crest region due to the effect of wave rollers. The
strongest flow occurs at the surface, decreasing with an increase in
the water depth. Further offshore of the bar-crest, longshore veloc-
ity decreases significantly, and most of the modeled longshore flow
is wind driven. The vertical velocity (Fig. 9c) is directed downwards
inshore of the bar-crest and upwards offshore of the bar-crest
(x =130 m). This pattern along with inshore flows at the surface
and offshore directed flow in the center of the water column cre-
ates an anticlockwise circulation cell pattern which is similar to
that found in the planar beach case presented in Section 4.1 (see
Fig. 2¢).

The vertical distribution of wave-induced Stokes drift follows a
cosh(2 kz) distribution, with strongest flow near the surface and
weakest flow near the sea bed. Maximum cross-shore and long-
shore velocities occur over the bar-crest and at very shallow waters
further inshore (Fig. 9d and e). The cross-shore velocity is stronger
than the longshore velocity, while the vertical Stokes velocity
(Fig. 9f) is of similar strength as its Eulerian mean counterpart.
As the flux divergence of longshore and cross-shore Stokes veloci-
ties is zero over the bar-crest, the vertical Stokes flow changes sign
at this point. The upward and downward flow structure in the
present case is opposite in sign to Eulerian mean flows (Fig. 9c).
Presence of a vertical structure in water depth < 1 m, also confirms
presence of a vertically varying VF.

4.2.3. Three-dimensional momentum balance

The cross-shore and vertical variation of momentum balances
for the VF simulation with wave roller action enabled (&, =1) and
no wave mixing (Run 6) is shown in Fig. 10. In the cross-shore
direction the horizontal momentum balance (see Eqs. (11) and
(12)) is dominated by the roller acceleration (BA, Fig. 10a), pressure
gradient (PG, Fig. 10d) and vertical mixing (VM, Fig. 10e). The hor-
izontal advection (HA, Fig. 10b), horizontal vortex force (HVF,
Fig. 10d) and vertical advection (VA, Fig. 10f) terms are insignifi-
cant. The BA is surface intensified (Fig. 10a) with strongest values
occurring at locations where total wave dissipation is maximum.
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velocities.

At the surface layer, the BA is balanced by the sum of VM and PG
(Fig. 104, ¢ and e), while further below (D > 1 m), BA becomes neg-
ligible and PG is balanced by VM (Fig. 10e). Similar balance is also
observed at the shoreward boundary. This cross-shore momentum
balance is similar to that observed for the planar beach example in
Section 4.1.3.

Analysis of the longshore momentum balance shows that with
the exception of PG all remaining terms (i.e., BA, VM, HA, VA and
HVF) are significant. The sum of BA and HA terms (Fig. 10 g and
h) is balanced by the sum of VM, VA and HVF (Fig. 10k, h and |,
respectively). BA (Fig. 10 g) is strongest in the surface layer over
the bar-crest/trough region and near the shoreline and balanced
primarily by the HVF term (Fig. 10i). It is noticeable that at these
locations of strong BA contribution, VM takes its smallest values.
However near the surface and in the region between the bar-crest
and shoreline, the VM term becomes more significant. In addition,
near the bed the VM term is largest over the bar-crest and together
with HVF (Fig. 10i) balance HA (Fig. 10 h). It is noticeable that over
the bar-crest BA is balanced mainly by HVF, in the absence of a bar
(see planar beach case) BA is balanced by VM.

At this stage it is important to point out that a traditional along-
shore momentum balance in a radiation stress approach suggests

that gradient of radiation stress (8S,,/0x) is balanced by VM (see
HWO09). In the present case, a summation of HA (Fig. 11 h), HVF
(Fig. 11i) and VA (Fig. 11i) is small and dominant balance is be-
tween BA and VM at most of the cross-shore locations, i.e., similar
to radiation stress approach. However, HA and HVF do not com-
pletely cancel each other and have a net-contribution in modifying
the flow pattern (see Section 5).

4.2.4. Balance of vertically-integrated three-dimensional momentum
balance

The two-dimensional momentum balance in the cross-shore
direction (Fig. 11a) demonstrates a balance between pressure gra-
dient (PG) and the breaking /roller acceleration (BA) terms. In the
longshore direction the major contributors are vortex forces (VF),
horizontal advection (HA), breaking accelerations (BA) and bottom
stress (BStr), as was the case for a planar beach (Fig. 4b). It is
noticeable that due to non-planar variation in bathymetry in this
case, the relative contribution of each term is different than that
found for the planar beach case, and the HA and HVF (Fig. 11b)
are not symmetrical anymore.

Decomposing the pressure gradient force into individual com-
ponents (Eq. (49)) shows that the Eulerian response, P is the
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major contributor (Fig. 11c). Unlike the planar beach, the Bernoulli
head (Pyny) plays an important role over the bar-crest and further
inshore. This occurs because Bernoulli head is dependent upon
the velocity shear, and in this example high velocity shear is pres-
ent in the region between the trough and crest of the bar. The qua-
si-static response (Pgx) also becomes dominant at the bar-crest
and adds to P,,, while the surface pressure boundary correction
(Ppex) is negligible.

4.3. Test case 3: nearshore barred morphology with rip channels

This case investigates the dynamics of a barred beach bathym-
etry that develops rip currents for normally incident waves. The
application is based on a laboratory scale experiment and is similar
to a case demonstrated in HWO09, with a few major differences: (a)
in HWO09 the wave driver was a monochromatic wave model (REF/
DIF), while here we use a spectral wave model (SWAN); (b) the
HWO09 domain was identical to the laboratory experiments while
our domain has been scaled by a factor of 20 (kinematic similarity,
Hughes, 1993) to create more realistic field conditions (similar
scale as Aagaard et al., 1997; Macmahan et al., 2005;); and (c) bot-
tom friction due to combined action of waves and currents (Mad-
sen, 1994, also see Section 4.2.1) is used instead of a logarithmic
bottom drag.

The bathymetry domain (Fig. 12a) is an idealized version of that
used by Haller et al. (2002) and Haas and Svendsen (2002). The
scaling of the domain by a length scale, NL = 20, leads to a maxi-
mum depth of 10 m, a nearshore bar of 1.20 m located 80 m off
the coastline, cross-shore domain width of 292 m and alongshore
length of 524 m. To avoid interaction of rip channel flow with
the lateral boundaries, the domain was extended laterally by
80 m in either direction. Rip channels are spaced 184 m apart
and the channel width is 36.4 m which makes the ratio of channel
width to rip current spacing 0.2, a value consistent with those
found in the field (e.g., Huntley and Short, 1992). The model grid
has a horizontal resolution of 2 m in both directions and consists
of 20 equally spaced sigma layers. The boundary conditions at
shoreline, offshore boundary and lateral ends are no flow condi-
tions (i.e., closed boundary conditions at the coast, lateral bound-
aries and offshore) and are the same as the laboratory
experiments of Haller et al. (2002). Since the effect of wave rollers
is important in a surf zone environment (see Section 4.2.2), we use
a o,=0.5 to allow for 50% contribution of roller acceleration to
momentum balance. In order to maintain realistic conditions, en-
hanced mixing due to wave breaking is also considered with a
Cew = 0.02.

At the offshore boundary, SWAN is forced with 1.0 m waves
(Hsig) with peak period of 6.3 s, and directional spreading of 8°
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propagating perpendicular to the shoreline. From these values,
SWAN computes a wave spectrum based on a JONSWAP distribu-
tion. The spectral resolution is 20 frequency bands in the frequency
range between 0.04 Hz and 1 Hz, and 36 directional bins of 10°
each from 0° to 360°. A depth induced breaking constant of
75 =0.6 is chosen to account for depth limited wave breaking
(Battjes and Janssen, 1978; Eldeberky and Battjes, 1996), while
the eddy viscosity model of Madsen (1988) for bottom friction in-
duced wave attenuation is used with a bottom friction roughness
length scale of 0.05 m. Because of the high spatial resolution of
the domain a time step of 0.5 s is used for both ROMS and SWAN®
while the coupling between the two models takes place every 5 s.
Comparisons are shown after 1h of simulation time. In order to

5 Atime step of 0.5 s leads to a CFL number of ~1. Trial runs with larger time steps
in SWAN (1, 2, 3 and 5 s) when compared with the 0.5 s time step run revealed overall
RMS differences in wave height of 0.34, 0.83, 0.81 and 0.66% respectively, while the
RMS difference in vorticity was 0.009, 0.013, 0.021 and 0.044% respectively. These
differences become larger for smaller water depths (1.12, 2.30, 2.23 and 1.96% for
wave height and 0.031, 0.045, 0.072, and 0.16 for vorticity for water depths less than
0.5 m) This suggests that although the internal limiter in SWAN (Ris, 1999) is effective
in making the wave model stable, it does not completely eliminate inaccuracies in the
wave results due to large time steps, but the overall differences are found to be
relatively small.

make our results comparable to those presented in HWO09 and
Kumar et al. (2011a) a relatively higher horizontal mixing coefficient
(0.20 m3s™!) has been used that leads to relatively stable flows. The
ability of the model to simulate the unstable character of rip currents
(e.g., Haas and Svendsen, 2002) is demonstrated through the presen-
tation of a case where a lower, more realistic horizontal mixing coef-
ficient is used (0.05 m?s~1).

4.3.1. Wave parameters and sea surface elevation

At the rip channel locations, wave-rip current interaction
(Fig. 12b) causes a local increase of wave steepness. Greater water
depths at the channel locations allow for further inshore propaga-
tion of these incoming waves, which finally start breaking at x~
50 m. On the other hand, waves propagating over the bar start
breaking at x~70 m, become stable (25 m<x<65m) and then
break again near the shoreward boundary (x < 25 m). The differ-
ence in wave breaking pattern over the channel and the bar creates
a lateral difference in breaking induced wave set-up at these two
locations.

4.3.2. Nearshore flows
Differences in sea surface elevation due to wave set-up drive
mean flow patterns. Higher wave-setup at the bar than the channel
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creates “feeder” currents directed towards the latter which results
in a confluence of flow from both sides leading to the development
of the outgoing rip current (Fig. 12c). Close to the shoreline, the
wave set-up pattern reverses, as the larger waves within the rip
channel break further inshore; this creates a higher wave set-up
inshore of the channel in comparison to locations inshore of the
bar. The waves in the latter location have already dissipated due
to wave breaking over the bar. This wave-setup gradient causes
alongshore flows inshore the bar, directed away from the channel
(see Fig. 12c). Overall a primary circulation pattern develops with
outgoing feeder currents from the rip channel and return flow over
the bar, and a secondary circulation pattern close to the shoreline,
with inshore flows directed towards the shoreline and longshore
velocity directed away from the rip channel (Fig. 12c). Further off-
shore, the strength of the rip current gradually decreases until it
becomes negligible. These simulated results are consistent with
the laboratory studies conducted by Haller et al. (2002), Haas
and Svendsen (2002) and the modeling work of Haas et al.
(2003), Yu and Slinn (2003) and Kumar et al. (2011a). Flow vortic-
ity vector contours (Fig. 12¢) show two vortex patterns inshore and
offshore of the rip channel, corresponding to the secondary and
primary circulation patterns, respectively. Each vortex pattern con-
sists of a pair of vortices of opposite signs, suggesting opposite cir-
culation tendencies.

Vertical profiles of Eulerian mean cross-shore velocities in the
rip channel and over the bar are shown in Fig. 13a and b, respec-
tively. At locations inshore of the rip channel (x <40 m, Fig. 13a)
the flow is directed inshore from surface layer to the middle of
the water column, while weak offshore directed flow is seen
at the bottom layer. Inshore flow is strongest at the surface
(~0.3ms™ 1) and decreases with depth. Within the rip channel

and further offshore (40 m <x <100 m) the flow is directed sea-
ward. Strongest offshore directed flow (of the order of 0.7 ms™!)
occurs over the rip channel at x ~ 70 m and close to the middle
of the water column with a monotonic decrease in magnitude with
increasing or decreasing water depth. Inclusion of horizontal vis-
cous mixing and wave-induced enhancement in mixing reduces
the horizontal and vertical shear in velocity by dispersal of
momentum, providing smoother solutions. In comparison to flows
observed within the rip channel, the flow field is relatively weaker
over the bar (Fig. 13b). Wave breaking occurs over the bar-crest
and at the shoreward boundary. Undertow in the bottom layer
with a magnitude of ~ 0.3 ms~! is observed at both breaking loca-
tions, while in the surface layer flow is directed towards the shore
(Fig. 13b). Overall, the velocity profile observed over the bar is sim-
ilar to that discussed earlier for the DUCK’ 94 simulations.

Our scaled numerical experiment conditions correspond to Test
B of Haller et al. (2002) and Test R of Haas and Svendsen (2002).
We use the results of those lab experiments to provide a semi-
quantitative comparison between the measured and modeled ver-
tical structure of the cross-shore velocity field. For this comparison
we use all of the bin averaged velocities from Test R (see Fig. 11 in
Haas and Svendsen, 2002) and for all reported locations (Fig. 13c).
The measured and simulated velocities are normalized by the cor-
responding maximum cross-shore velocity at the center of the rip
channel, respectively. The simulated normalized cross-shore cur-
rent vertical structure from the model simulation agrees well with
the experimental data (Fig. 13c and Table 5). Inside the channel, rip
current speed is greatest just below the level of the bar-crest and
decreases toward the surface and bed. However no experimental
data are available near the surface. Just offshore the bar, the nor-
malized data from the model simulation show a parabolic profile
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Table 5

The RMS error (normalized by the maximum observed
value) for the simulated cross-shore velocities for near-
shore barred beach with rip channels (Section 4.3).

STN # RMS error (%)

Cross-shore Vel.

05.8
05.3
13.1
283
36.0

Overall 12.7

g W=

with stronger velocities at the center of the water column, while
the experimental data suggest vertically decreasing magnitude of
velocity in the water column. The rms error (normalized by maxi-
mum observed value, as in Sheng and Liu, 2011) is small within the
rip channel (5.8%, Table 5) but increases for locations further off-
shore (Table 5). The overall rms error is 12.7%.

4.3.3. Unstable rip current flow

Rip currents are unstable in nature (Haas and Svendsen, 2002),
and processes like vortex propagation and vortex shedding have
been observed both in numerical simulations and field experi-
ments (see Yu and Slinn, 2003; Haller and Dalrymple, 2001; Mac-
Mahan et al., 2005; Reniers et al., 2009). The importance of these
vortices lays in the fact that they interact with the incoming
wave-induced Stokes drift and create a strong VF in the longshore
direction (negligible in cross-shore direction as #* is almost zero),
which may play a relevant part in the maintenance and advection
of these vortices.

The dynamics of a barred beach with rip channels for normally
incident waves are investigated for the same model domain as in
Fig. 14, and same offshore wave conditions. Unlike the previous
simulation (Section 4.3), in this case we use a linear bottom drag
formulation with a drag coefficient of 0.002 ms~! (Yu and Slinn,
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2003) and a horizontal mixing coefficient of 0.05 m?s~'. Snapshots
of vorticity vector and mean flow (Fig. 14) show the evolution of
flow vorticity over the computational domain. The direction of
rip current is at an angle to the rip channel, and its strength
changes over time. It is also interesting to see that the vorticity pat-
tern has a periodicity of approximately 60 minutes, which agrees
with previous model simulations of rip currents (Yu and Slinn,
2003).

4.3.4. Three-dimensional momentum balance

The three-dimensional momentum balance is presented along a
cross-shore and a longshore transect. The cross-shore transect is
defined by a line that passes through the center of a vortex (i.e.,
y =180 m, Fig. 12), as this is the region where the VF contribution
is most significant. This transect is midway on the slope between
the bar and the rip channel. The alongshore transect is at location
x=70m and it passes through the center of the rip channel (see
Fig. 12).

The horizontal cross-shore momentum balance has a pattern
which is similar to that presented for the planar and barred beach
cases. PG, BA, HA and VM are the dominant terms, while HM and
HVF are negligible (Figs. 15a to f). The BA term becomes important
at x <90 m, a location where wave breaking has just initiated with-
in the rip channel while the majority of the waves break further in-
shore (Fig. 15a). As in the other cases, the influence of BA is limited
to the sea surface and is balanced by VM. Since the domain is not
alongshore uniform, advection becomes important. This is shown
in Fig. 15b, where the HA contribution is significant on the shore-
ward side of the bar and when is added to VM, the sum balances
the PG term.

The longshore momentum balance analysis shows that PG, HA,
HM, HVF and VM are the important terms while BA (Fig. 15 g) is
negligible. The feeder current developed near the rip channel
(Fig. 15c¢) is driven by pressure gradients (PG, Fig. 15j) due to differ-
ences in wave set-up levels over the bar and the channel location,
respectively. This PG term is stronger in the vicinity of the bar and
it is balanced predominantly by the HVF term (Fig. 15i) which is
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Fig. 14. Example of unstable rip current conditions simulated using with a linear bottom friction (p = 0.002 m) and a horizontal mixing of 0.05 m?s~". Snapshots of vorticity
and depth-averaged, Eulerian velocity vector for six different time steps with a time interval of 20 min. Only the computational domain in the vicinity of the rip channel is

shown here.
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stronger near the sea surface and decreases toward the sea bed. It
is near the bed where the positive values of VM (Fig. 15 k) add to
HVF to balance PG. Near the surface the negative values of VM
add to PG to balance HVF. Finally, HA (Fig. 15 h) is half the strength
of PG and has similar magnitude and opposite sign as of HM
(Fig. 151).

The longshore variation of the cross-shore momentum terms is
shown in Fig. 16a to f, where it is shown that the terms HA, HM and
HVF (Fig. 16b, f and c, respectively) are insignificant. The intensity
of depth-induced wave breaking over the bar-crest is higher than
in the rip channel, except at the center of the channel due to wave
focusing by the rip currents. This wave breaking pattern is reflected
in the contribution of BA which is stronger over the bar, reduces at
the channel sides and becomes strong again at the center of the
channel (Fig. 16a). PG (Fig. 16d) is vertically uniform, and in re-
sponse to BA it takes high values over the bar; at the channel cen-
ter it takes values approximately 50% lower while at the channel
sides it is further reduced to almost 25% of its value over the bar.
Near the sea surface, the sum of VM (Fig. 16e) and PG balances
BA, while in deeper waters within the channel, PG is balanced pre-
dominately by VM.

The longshore variability of the longshore momentum terms is
primarily due to HA, PG, HVF, and secondary due to VM and HM.
The role of BA (Fig. 16 g) is relatively insignificant and limited to

the surface layer. HA (Fig. 16 h) is zero at the center of the rip chan-
nel as no significant longshore velocity is present at this location.
In the region 150 to 170 m, the HA term is positive, while from
170 to 190 m it becomes negative. Two more inflexion points with
zero HA are observed at longshore locations corresponding to the
centers of the two vortices which are found just outside the rip
channel (see Fig. 12c). As the sense of rotation of vorticity is oppo-
site about the rip channel center, the sign of HA term changes
accordingly (i.e., negative for 130 m <y <150 m and positive for
190 m<y <210 m). The PG (Fig. 16j) term is vertically uniform
and has the opposite sign of HA. It is important to note that PG
has the same inflexion points as HA which are created by local
changes in alongshore pressure gradient signs. These changes are
attributed to different wave set-up levels generated by lateral var-
iation of the wave height and associated breaking processes.
Waves break over the bar on either side of the channel but also
in the center of the channel at the location of maximum rip cur-
rent. The latter occurs because wave-current interaction at the cen-
ter of the channel is responsible for an increased wave height
which initiates wave breaking at these larger depths. The HVF term
(Fig. 16i) takes its maximum value at the locations with the stron-
gest vorticity (Fig. 12¢) and decreases with increasing water depth.
It adds to HM (Fig. 16 1) and PG to balance HA inside the rip chan-
nel, while outside the channel it adds to HA to balance PG. HVF
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decreases toward the channel and it becomes zero at the channel
center. Overall, the HA and HVF together preserve the flow vortic-
ity created due to PG.

4.4, Test case 4: wave-induced cross-shore flows in the inner shelf

One of the justifications for implementing the VF formalism in
COAWST was to develop a modeling system capable of a seamless
transition from inner shelf and through the surf zone. Cases pre-
sented earlier have focused on surf zone processes and the case
presented here aims at the region of shoaling waves outside the
surf zone. In a recent study conducted by Lentz et al. (2008), obser-
vational data of undertow from Martha’s Vineyard Coastal Obser-
vatory (MVCO) were used to show a strong correlation between
depth-averaged Stokes drift and undertow outside the surf zone
in water depths varying from 5-17 m. Furthermore, in calm wind
conditions (7, < 0.03 Nm2) the profile of inner shelf cross-shore
Eulerian mean flow was found to not be parabolic (as it has been
found to be inside the surf zone, see Fig. 8 and 9); instead a max-
imum offshore flow was observed at the surface, decreasing to-
wards the bottom. In order to explain the observed velocity
profiles, Lentz et al. (2008) presented a basic undertow model con-
sisting of the following forces: (a) Hasselmann wave stress (Stokes-
Coriolis force); (b) bottom streaming; (c) surface streaming; (d)
Coriolis force; and (e) pressure gradient and wave shoaling.

In simulations conducted for similar conditions, we considered
non-breaking waves so that 7" consists solely of bottom streaming
(see Eq. (21)), which is provided as a vertically distributed function
(see Eq. (27)). The geopotential function ¢° contains both pressure
gradient and the effect of wave shoaling (see Eq. (13)). Finally, sur-
face streaming (Eq. (28)) is provided as a surface boundary condi-
tion. Unlike Lentz et al. (2008), we do not impose a no-flow
boundary condition at the sea bed, but provide a bottom stress
as logarithmic bottom drag with a roughness length of 0.001 m.

The model domain is horizontally uniform with a constant
water depth of 12 m. The domain is doubly periodic, with cross-
shore and longshore widths of 40 m each and a grid resolution of
10 m in both horizontal directions. Vertically the domain is distrib-
uted into 150 layers with enhanced resolution of less than 1 cm
close to bottom and surface boundaries. High resolution is neces-
sary to correctly depict the bottom streaming induced forcing
(Eq. (27)). Horizontally uniform wave forcing in the form of wave
height, period, direction and length is provided. Instead of provid-
ing a wall at the inshore boundary, a vertically uniform body force
is imposed in the direction opposite to that of wave propagation
with strength such that the net Lagrangian mean flow is zero, as
in Lentz et al. (2008). This body force emulates the effect of wave
shoaling and pressure gradient. Finally, vertical viscosity values
(Ky) are vertically uniform and prescribed for a range of values

varying from 107° to 10° m?.s~'.
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4.4.1. Effect of vertical viscosity

The first simulation examines the effect of vertical viscosity on
the shape of undertow profiles which are shown in Fig. 17a. In-
shore propagating, normally incident waves with a significant
wave height of 2 m and period 7 s are prescribed over the model
domain. Ky, values are varied from 1076 to 10° m?.s~'. The results
show that when Kj, takes values between 10~¢ and 107* m2s7!,
the undertow profile has a convex shape with weak offshore/in-
shore flow at the bottom boundary layer and stronger offshore
flow at the surface. For larger Ky values (1072 - 1072 m?-s™!), the
shape of the undertow profile becomes concave consisting of in-
shore flow at the bottom layer and stronger offshore directed flow
at the upper half of the water column. Closer to the sea surface, the
velocity magnitude either remains constant or reduces slightly. For
even larger Ky, values (107! - 10° m?.s~1) the cross-shore velocity
profile becomes parabolic in shape with maximum offshore flow at
the middle of the water column and slightly reduced flows at the
surface and bottom layers. These vertical profiles are similar to
those obtained by Lentz et al. (2008).

Longshore velocity profiles for the different vertical viscosity
values used are shown in Fig. 17b. For Ky, values between 10~°
and 10~ m?s~!, the longshore flows are vertically uniform over
the majority of the water column with reduced velocities near
the sea surface and bed, while stronger vertical shear is observed
for Ky, values between 10~* and 10~ m2.s~!. These profiles be-
come vertically uniform and negligibly small for Ky, values greater
than 103 m?.s7! (see Fig. 17b).

The observed changes in cross-shore and longshore vertical pro-
files as a function of viscosity can be explained on the basis of Eqgs.
(11) and (12). For low Ky, values and assuming normally incident
waves, Egs. (11) and (12) can be simplified to:
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Eq. (51) suggests that for cross-shore flows, the higher order
momentum balance occurs between the Hasselmann stress (fu,
fv') and Coriolis force, which creates the observed convex profile
for cross-shore flows similar to the shape of Stokes drift. The long-
shore flow is contingent upon pressure gradient (vertically uniform)
followed by bottom and surface streaming contribution due to veer-
ing (Lentz et al. 2008). This leads to a vertically uniform longshore
flow (Fig. 17b) with slightly reduced velocities near the surface and
bottom layers.

For higher Ky, values the contributions of Coriolis force and Has-
selmann stress are negligible so that Eq. (11) can be written as:
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If bottom streaming is provided as a bottom boundary condition
and surface streaming as a surface stress (see Lentz et al., 2008),
Eq. (52) takes a quadratic form and can be solved analytically for
cross-shore flows. In such case, the vertical profile of cross-shore
velocity is parabolic in shape with maximum flow at the center
(see Fig. 3 in Lentz et al.,, 2008). Numerical solution of Egs. (11)
and (12) generate a similar in shape profile (Fig. 17a) but with smal-
ler curvature since the flows at the surface and bottom are stronger
than those obtained by the analytical solution.

Table 6
The RMS error (normalized by the maximum value) for the simulated cross-shore and
longshore velocities for wave-induced flows in the inner shelf (Section 4.4).

Wave height group RMS error (%)

Cross-shore vel. Longshore vel.

0 < Hyig < 0.75 NA NA

0.75 <Hsig< 1.5 214 52.0
1.5 <Hsg < 2.25 343 48.9
2.25 < H;jg < 3.50 48.4 83.2
Overall 11.3 29.5

4.4.2. Effect of wave height

In a second set of simulations, the effect of wave height on cross-
shore and longshore velocity profiles is examined. These simulated
velocity profiles are compared to the data presented in Lentz et al.
(2008) that represent velocity profiles averaged over a variety of
wave heights corresponding to times of minimal wind forcing.

The average significant wave height conditions at MVCO are
1.0 m, with a standard deviation of 0.5 m, and peak wave period
varying between 4 and 7 s (Lentz et al., 2008). We chose a set of
simulations with a constant Ky, = 107> m? s~! and a normally inci-
dent wave height with values from 0 to 3.5 m with an interval of
0.25 m and a peak period of 7 s. Velocity profiles obtained for each
wave height value were grouped together into four groups corre-
sponding to wave height intervals of 0-0.75 m, 0.75-1.5m, 1.5-
2.25 m and 2.25-3.5 m and subsequently averaged. These averaged
profiles are shown in Fig. 18 together with the published data of
Lentz et al. (2008). Since a low® Ky, value was used, the undertow
profiles have a convex shape similar to that of the observations.
For waves corresponding to the first three groups, model results clo-
sely agree with the reported cross-shore velocity profiles of Lentz et
al. (2008). These profiles have a weak inshore flow at the bottom
boundary and offshore directed flow within rest of the water column
(Fig. 18a). The decrease in the observed velocities near the surface
may be due to measurement errors (i.e.,, contamination of top bin
by surface reflections from the sidelobes of the ADCP acoustic pulses
during large waves because of reduced water depth in the wave
troughs (Lentz et al., 2008). For the group 2.25-3.25 m, the model
predicts undertow flows that are higher than the observed ones.
The rms error analysis (normalized by maximum observed data, Ta-
ble 6) show small errors for first three groups (21-34%), and higher
errors for the last group (48%). Longshore velocity is negligible for
small waves (0-0.75 m), and of the order 1-2 cm s~! for the second
and third wave group. The simulated profiles show similar magni-
tudes for the first three wave groups, though the vertical structure
is slightly different. The model simulated longshore flow for waves
~ 2.25-3.50 m shows similar shape, but weaker flows than the ob-
served ones (Fig. 18b). RMS errors in simulated longshore velocities
for first three groups are approximately 50%, while for the last group
it is 83% (Table 6). The overall errors in cross-shore and longshore
velocities are 11% and 29%, respectively.

It is important to note that the observations of Lentz et al.
(2008) are averaged over varying wave heights and periods, while
the model simulations were carried out for a particular set of wave
heights and a single period. Furthermore, small differences may
also occur due seasonal influences on the velocity profiles (see
Lentz et al., 2008). Overall, the observed and simulated cross-shore
velocity profiles show similar shapes and magnitude suggesting
that the model as implemented in this work can successfully sim-
ulate inner-shelf flows under the forcing of waves.

6 In the absence of wind forcing and since the flows discussed here are weak, a low
Ky value of 107> m?s~! provides best agreement to field observations. Use of a GLS
mixing scheme will result in a parabolic Ky with maximum value (~103) at the
middle of the water column. The vertical profile of cross-shore velocity will have a

parabolic shape similar to the green and black velocity profiles shown in Fig. 17a.
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5. Discussion

VF and RS representations are two different approaches used to
incorporate the effects of surface gravity waves on the mean flow.
The VF representation treats the conservative (vortex force, Ber-
noulli head and quasi-static pressure gradient) and non-conserva-
tive processes (breaking acceleration etc.) separately. On the other
hand, the RS based approach accommodates wave-averaged effects
through the gradient of the radiation stress tensor term. The differ-
ences between the two approaches are discussed using simulation
results from models based on either representation. In particular,
velocity and sea-surface elevation simulated results are first com-
pared, followed by an analysis of momentum balance results.

All sea surface height ({) simulations (i.e., VF, RS;p and Eq.
(48)), for the planar beach case, show a similar cross-shore struc-
ture (see Fig. 1b). Also, the Eulerian mean cross-shore velocity
(Fig. 2 g) is identical for all simulations. Longshore velocity (7,
Fig. 2 h) from RS;p, is strongest at x~ 300 m, which also corresponds
to the location of maximum 7 derived from the analytical solution
(Eq. (48)); however this location is slightly offshore that of maxi-
mum 2 estimated using the VF approach. The overall 2 cross-shore
structure slightly differs between the methods, with the analytical
solution giving the largest gradients around the maximum point.
This difference is mainly due to horizontal viscous mixing in the
RS,p solution while for the VF approach this is attributed to hori-
zontal advection and vortex force (see below discussion on
momentum balance).

In the barred beach simulations (see Section 4.2), (¢ from
RS,p (Run 1) and VF (Run 2, no wave rollers/wave mixing) show
differences at the bar-crest location and further inshore at the
shoreward boundary. These locations correspond to areas with
high velocity shear in the cross-shore current profiles (Fig. 9a).
At these locations the Bernoulli head (Eq. (5)) contribution be-
comes important (see Fig. 11c) and modifies the total pressure
gradient force, which in turn modifies the {¢ values. It is impor-
tant to point out that the radiation stress divergence term is of
the same order as the quasi-static pressure gradient (see cross-
shore momentum balance) and it cannot resolve wave-averaged
effects like the Bernoulli head (see Lane et al., 2007).

The Eulerian, depth-averaged longshore simulated velocities
(Fig. 5d) using RS,p and VF (with no rollers, i.e., o, = 0, Run 2) differ
significantly in terms of cross-shore structure, maximum velocity
and location of peak flow. These differences are better explained
by the cross-shore variation of the depth-averaged longshore
momentum balance terms.

The depth integrated momentum balance for a RS,p based
implementation is (see Warner et al., 2008a):
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where the subscripts o and f represent the horizontal coordinates,
the superscript | denotes Lagrangian mean flows, and the overbar
indicates depth averaged values. U, and U}, are depth-averaged
Lagrangian mean velocities; D is the total water depth, f is the
Coriolis parameter, p is the total barotropic pressure, Ts, and s
are surface and bottom stresses, respectively, and S,; is the
depth-averaged radiation stress.

In a similar manner, simplified equations for the VF approach
can be obtained from Eqgs. (11) and (12) after removing the curvi-
linear terms, body forces, horizontal and vertical mixing and using
Cartesian coordinates. Adding together the Coriolis and Stokes-
Coriolis forces, moving the horizontal vortex force to the left hand
side of the equation and vertically averaging, the VF simplified
momentum balance equation becomes:
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where U, is the depth-averaged Eulerian mean velocity; u, and ug
are the three-dimensional Eulerian mean velocities; u5t is the
three-dimensional Stokes velocity; @° is the vertically-integrated
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incident waves on a planar beach (Section 4.1).
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geopotential function (Eq. (13)), and F*¢ is the vertically integrated
non-conservative wave forcing. It is important to note that the VF
based model solves for three-dimensional flows, and the Eulerian
mean and Stokes velocity based advective accelerations in Eq.
(54) (2nd term in left hand side) are vertically-averaged from their
three-dimensional distribution. This is not the case for Lagrangian
advection (2nd term in left hand side of Eq. (53)) in the RS,p based
model, where the term is obtained as a function of depth-averaged
Lagrangian mean flows.

For the planar beach case (see Section 4.1), the vertically-inte-
grated cross-shore momentum balance in the cross-shore direction
using VF suggests a balance between PG and BA, while the RS;p re-
sults show a balance between PG and divergence of radiation stress
(RAD) (Egs. (53) and (54)) (Fig. 19a and b). In the shoaling region
(800 m > x > 500 m) for the VF approach, the quasi-static pressure
gradient (Pg, Eqs. (7) and (13)), a wave-induced effect, balances
the Eulerian pressure response (P, Eq. (49), see Fig. 4c), which
leads to a wave set-down. The total pressure gradient which is cal-
culated as the sum of the individual components (Eq. (49)) there-
fore becomes zero only in the shoaling region (i.e., x > 500 m, see
Fig. 19a). On the other hand, in the RS,p approach the wave-aver-
aged effect is represented only by the RAD term (Fig. 19b) and it is
balanced by the cross-shore pressure gradient (PG, only Eulerian
pressure response, see Eq. (53); Fig. 19¢). As the wave energy den-
sity changes (i.e., increase during wave shoaling and decrease dur-
ing wave breaking in the surf zone) the gradient of radiation stress
follows these changes obtaining positive values in the shoaling re-
gion (i.e., x > 500 m, Fig. 18b) which change to negative values in-
side the surf zone. The positive contribution of radiation stress
gradient is balanced by a negative pressure gradient forcing
(Fig. 19b) and therefore it can be considered representing the
forces equivalent to the quasi-static pressure gradient (Pyx,
Fig. 4c) in the VF representation.
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The cross-shore distribution of the longshore momentum bal-
ance terms BStr and BA in the VF approach are similar and almost
mirror images of each other (Fig. 19¢). A similar relation is found
for the HA and HVF terms although both of them change signs at
the location of maximum longshore velocity. However, HA and
HVF do not add to exactly zero, with a positive sum seaward of
point of maximum » and a negative sum landward of maximum
v (Fig. 19c) These differences in the cross-shore distribution of
HVF and HA leads to a decrease in BStr seaward of maximum v
and an increase landward of maximum #, and a corresponding
landward shift of the cross-shore profile of longshore velocity.
Though the imbalance of HVF and HA may seem to play a minor
role in here, in the barred beach case these advective accelerations
are important as they modify the cross-shore structure of long-
shore momentum balance (see below). The RS;p model imple-
ments Lagrangian averaging and a part of vortex force is
accommodated in the HA term (2nd term in Eq. (53)); thus the only
balance observed in this case is between BStr and RAD (Fig. 19d).

For the barred beach case (see Section 4.2) the cross-shore
momentum balance terms outside the surf zone are zero for both
VF and RS,p approaches (Fig. 20a and b) as no shoaling takes place
in this case (see Fig. 5a). Within the surf zone, the major balance is
between PG and BA for the VF approach and PG and RAD, for the
RS,p approach.

The VF and RS,p models suggest major difference in the contri-
bution of dominant terms in the longshore momentum balance for
the barred beach. The HVF and HA terms have similar cross-shore
structure but different magnitude in the surf zone (Fig. 20c). The
HVF term becomes significant in the vicinity of the bar, and it
has the same structure and order of magnitude (but of opposite
sign) as the BA term. On the contrary, the RS,p model still suggests
a balance between BStr and RAD (Fig. 20d) and zero contribution
from HA because the depth-averaged Stokes and anti-Stokes flow
(Eulerian mean flow) are of opposite sign and same cross-shore

0.01

0.005

-0.005 (b) x-Momentum-Run 1(RS,))

0.01 )
100 200 300 400 500 600 700 800
x10° HA
1.549 — PG
E . H 20|
1
0.5
0
054
i (d) y-Momentum-Run 1(RS,,)
B

100 200 300 400 500 600 700 800

Cross-shore Distance (m)

Fig. 20. Cross-shore distribution of cross-shore (a, b) and longshore (c, d) momentum balance terms from the VF (a, c) and RSx4 (b, d) models for obliquely incident spectral
waves on a barred beach (Section 4.2). The VF and RS,p simulation corresponds to Run 6 (VF model with wave rollers, o, = 1 and no wave mixing) and Run 2 (radiation stress

model) as described in Table 3.
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structure. This makes the Lagrangian mean flow (U!) zero in Eq.
(53), leading to no contribution of HA. This is not the case for the
vertically-integrated terms from the VF simulations. In there,
although the vertically-averaged Stokes and Eulerian mean cross-
shore flows balance each other (i.e., i = —11,), their vertical struc-
ture are significantly different (e.g., see Figs. 2 and 9). This differ-
ence in structure creates an inequality in the contribution of
vertically integrated horizontal advection and vortex-forces (i.e.,
assuming alongshore uniformity in Eq. (54),

O(uy - up) dug ouyf
——— P R ) +up [ ——
X, Fl\ax, ) T axy )’
see Fig. 20c), which in the present case manifests itself in the form
of an inshore shift of the whole longshore flow pattern.

6. Summary and conclusions

The wave-current coupling component of the three-dimen-
sional circulation model ROMS (a public domain model) has been
updated with the vortex force formalism presented by MRL04
and U10 and enhanced with a GLS mixing scheme. The modeling
system has been applied to study four test cases including littoral
velocities in a synthetic planar and a natural, barred beach due to
obliquely incident waves, complex flow fields in a synthetic barred
beach with rip channels, and validated against undertow profiles in
an inner-shelf setting.

The model results for a planar beach show qualitative agree-
ment to laboratory results and field measurements. Simulations
for the DUCK 94 experiment provided close agreement to
measured cross-shore and longshore velocity profiles by Garcez
Faria et al. (1998, 2000). Normalized rms error analysis suggests
that nonlinear processes like wave rollers and wave-induced mix-
ing are important. Recent studies by Ribas et al. (2011) show that
the wave rollers can be important in the evolution of crescentic
bars. In this study we used constant values for «, and c, to ac-
count for the portion of energy responsible for creation of roller en-
ergy, and to identify the portion of wave dissipation responsible for
turbulent mixing. It has been shown (Apotsos et al., 2007) that
both these processes can be influenced by local beach profile,
water depth, wave height, percentage of wave dissipation etc. It
is recommended that instead of using constant values for «, and
Csy OvVer the entire surf zone, spatially varying non-dimensional
quantities should be adopted. These should be a function of local
cross-shore position and instantaneous wave parameters (see
Cambazoglu and Haas, 2011).

Momentum balance analysis shows a primary higher order bal-
ance between quasi-static pressure gradient and breaking acceler-
ation in the cross-shore direction, while in the longshore a balance
is achieved between bottom stress, breaking acceleration, horizon-
tal advection and horizontal vortex forces. The contribution of vor-
tex force has not been explicitly identified in studies based on
radiation stress approach, but results from a depth-averaged,
Lagrangian, radiation stress based model (Warner et al., 2008a)
suggest that the effect of the vortex force term is implicitly in-
cluded within the horizontal advection. It is also important to note
that when the vertical structure of Stokes and Eulerian mean veloc-
ity are different, the contribution of vortex force is not completely
balanced by horizontal advection and this can change the magni-
tude and cross-shore location of longshore velocity, as is observed
for the DUCK’ 94 simulations.

The simulation for nearshore barred morphology with rip chan-
nels clearly demonstrates the ability of the model to reproduce the
circulation patterns that have been observed in laboratory studies
(Haller et al., 2002; Haas and Svendsen, 2002). Furthermore, within
and outside the rip channel area, flow vorticity interacts with the

wave-induced Stokes drift leading to strong alongshore contribu-
tion of vortex force, which is balanced by the pressure gradient
term.

The simulated profiles of undertow for conditions outside the
surf zone closely agree with measured flows at MVCO. Further-
more, the shape of the profiles varies as a function of vertical vis-
cosity as suggested by Lentz et al. (2008).

Overall, the method of including the surface gravity waves
through VF formalism leads to a clear separation of conservative
and non-conservative contribution in the momentum balance
equations. The conservative processes are important outside the
surf zone, while within the surf zone wave breaking induced flows
dominate the momentum balance. This delineation of conservative
and non-conservative wave forcing allows implementation of the
VF formalism as a tool to evaluate flow fields both within inner
shelf and surf zone environments. This application is a significant
step in three-dimensional modeling of wave driven flows provid-
ing an alternative to models based on the RS approach (see Wang
and Shen, 2010; Sheng and Liu, 2011; Kumar et al., 2011a). The VF
representation as presented in this paper has been used to study
wave-current interaction in a tidal-inlet along with validation
against measurements (Olabarrieta et al., 2011) and simulations
under a variety of environments are underway.
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