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ABSTRACT

The vertical structure of wind-driven sea surface currents and the role of wind-wave breaking in its
formation are investigated by means of both field experiments and modeling. Analysis of drifter measure-
ments of surface currents in the uppermost 5-m layer at wind speeds from 3 to 15 m s�1 is the experimental
starting point of this study. The velocity gradients beneath the surface are found to be 2 to 5 times weaker
than in the “wall” boundary layer. Surface wind drift (identified via drift of an artificial slick) with respect
to 0.5-m depths is about 0.7%, which is even less than the velocity defect over the molecular sublayer in the
wall boundary layer at a smooth surface. To interpret the data, a semiempirical model describing the effect
of wave breaking on wind-driven surface currents and subsurface turbulence is proposed. The model
elaborates on the idea of direct injection of momentum and energy from wave breaking (including micro-
scale breaking) into the water body. Momentum and energy transported by breaking waves into the water
significantly enhance the turbulent mixing and considerably decrease velocity shears as compared to the
wall boundary layer. No “artificial” surface roughness scale is needed in the model. From the experimental
fact of the existence of cool temperature skin at the sea surface, it is deduced that there is a molecular
sublayer at the water side of the sea surface with a thickness that depends on turbulence intensity just
beneath the surface. The model predictions are consistent with the reported and other available experi-
mental data.

1. Introduction

The sensitivity of the ocean–atmosphere system to
the processes at the ocean surface and in the few up-
permost meters is well known: in particular, the first 2.5
m of water column have the same heat capacity as the
entire atmosphere above; more than 40% of the solar
radiation is absorbed in the first 10 m (Gill 1982). How-
ever, despite persistent efforts of many research groups,
the present understanding of links between wind waves,
turbulence, and surface shear currents, as well as their
role in the momentum and heat exchange processes, is

still quite poor (e.g., Thorpe 2004). The relatively slow
progress is due to genuine difficulties: comprehensive
and precise measurements in sea conditions are still
beyond the reach of the existing experimental tech-
niques, while any advance in theoretical modeling re-
quires a new paradigm.

The commonly accepted paradigm is based on the
idea of a “wall” turbulent boundary layer beneath the
surface, which is affected by the earth’s rotation further
below; therefore, the shear current is expected to be
logarithmic just beneath the surface and then to morph
into the Ekman layer specified by an appropriate tur-
bulent viscosity. Field and laboratory measurements
systematized and reported by Csanady (1984, see his
Fig. 4 and corresponding references) seem to confirm
the wall layer analogy (the current velocity profiles are
indeed logarithmic). These measurements were taken
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at limited fetches and during gentle-to-moderate wind
conditions. Presumably, at these conditions wave
breaking did not affect the depth range where the cur-
rent velocity was measured. On the other hand, the
data by Churchill and Csanady (1983) suggest a linear
distribution of the mean current velocity just beneath
the surface, which was attributed to the wave-breaking
effect. The main notable features of these measure-
ments are (i) the effective roughness scale (defined
through the mean current profile measurements)
greatly (several orders in magnitude) exceeds the value
expected for a smooth surface and (ii) velocity defect
between the surface and any fixed depth is much less
than in the wall turbulent boundary layer.

In contrast to the Csanady (1984) observations, the
data from the field measurements carried out by Ki-
taigorodskii et al. (1983) at Lake Ontario, by Thorpe
(1984) at Loch Ness, and by Santala (1991) at the Cali-
fornia shelf demonstrate the presence of a pronounced
wave-affected nonlogarithmic layer adjacent to the sur-
face, characterized by a low velocity gradient and the
penetration depth of about a few times the dominant
wave amplitude. Below this layer a logarithmic velocity
profile is restored.

Much of the evidence on a wave-affected boundary
layer is indirect and is based on measurements of the
turbulent kinetic energy dissipation. The wall analogy
was found to be definitely inadequate in the presence of
breaking waves: the intensity of turbulence measured in
extensive field experiments proved to be much higher
(Kitaigorodskii et al. 1983; Agrawal et al. 1992; Dren-
nan et al. 1992, 1996; Terray et al. 1996; Soloviev and
Lukas 2003; Gemmrich and Farmer 2004). The dissipa-
tion rate in the wave-affected layer exceeds 10 to 100
times the values expected from the wall analogy, and
the penetration depth of the layer with enhanced tur-
bulence is on the order of the significant wave height.
The discrepancy was attributed to the production of
turbulence by wind wave breaking, although the spe-
cific mechanism of the turbulence enhancement has not
been identified.

Closely related and still poorly understood is the
problem of sea surface roughness scale (as seen from
below). The only consensus is that the roughness scale
dramatically (four to six orders of magnitude) exceeds
the values expected from either a smooth or a rough
wall boundary layer analogy (see, e.g., discussion in Ki-
taigorodskii 1994 and Craig and Banner 1994). At
present, the roughness scale is rather a fitting param-
eter compared to a real physical quantity subject to a
special investigation. As mentioned by many authors,
the roughness scale is presumably related to the signif-
icant wave height (Hs). Craig and Banner (1994), Sta-

cey (1999), and Soloviev and Lukas (2003) used the
roughness scale z0, proportional to Hs (z0 is in the range
0.1–8 m) to obtain an agreement between their model
simulations and observations; Craig (1996) found that
z0 on the order of centimeters fits both the model pre-
dictions and the profiles measured by Cheung and
Street (1988) in laboratory conditions. However, such
an approach to parameterize z0 contradicts the exis-
tence of a well-known phenomenon—the “cool skin” of
the ocean, which is routinely observed at any wind con-
ditions, at least up to the wind speeds when surface
foam becomes a dominant surface feature (see, e.g.,
Sounders 1978; Schlussel et al. 1990). The physical ori-
gin of the ocean’s cool skin is molecular heat transfer
just beneath the surface, and cool skin is a manifesta-
tion of the temperature drop over the molecular sub-
layer. This also implies the existence of the viscous sub-
layer just beneath the surface. This, in turn, suggests
that the real (physical) roughness scale of the sea sur-
face (from below) instead corresponds to a smooth sur-
face, which utterly contradicts the commonly accepted
parameterizations.

To address these outstanding problems, the present
study aims to develop a semiempirical model that
would be able to describe more consistently the ob-
served features of subsurface turbulence and wind-
driven surface currents in the ocean and laboratory
conditions (see sections 3 and 4). Our model develop-
ment builds on the ideas of Kitaigorodskii (1984) and
Terray et al. (1996) on direct injection of momentum
and energy by breaking waves into a layer whose depth
is on the order of the wave height. Specifically, we as-
sume that momentum and energy losses by breaking
waves can be incorporated into the momentum and tur-
bulent kinetic energy (TKE) conservation equation for
the wave-affected layer as wave-induced fluxes that at-
tenuate with depth (the so-called body production
source). Crucially, we take into account the action of all
breaking waves, including usually neglected small-scale
breaking (microbreaking), and incorporate into the
model molecular sublayers at the sea surface (see sec-
tion 5). To complement the available experimental data
on the nature of surface currents and to check the
model, we conducted a dedicated field experiment
focused on estimation of vertical shear of the wind-
driven surface currents, which is an indirect but effec-
tive way to gauge vertical distribution of turbulence
(see section 2).

2. Observations of vertical shears in wind-driven
currents

A series of experiments on measurements of vertical
structure of wind driven current was carried out in the
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summer periods of 2000, 2001, and 2004 around the
Marine Hydrophysical Institute (MHI) Black Sea plat-
form (44°24�N, 33°59�E). In appendix A we describe
the details of the experiment and its methodology,
based on current measurements by Lagrangian drifters.
Six drifters were used to estimate the current velocity ui

at depths hi � 0.25, 0.5, 1.0, 2.0, 3.0, and 5.0 m where the
drogues were located. The experiments of 2004 and
2005 were supplemented by the measurements of the
velocity at the sea surface associated with drift velocity
of the artificial surface slick.

a. Drifters

The experiments were performed in the range of on-
shore wind speeds from 3 to 14 m s�1. In all cases, the
surface waves represented a field of mixed seas—swell
and wind waves, where the latter were normally unde-
veloped; as it turned out, the phase velocity of the spec-
tral peak in all runs was approximately 3 m s�1 inde-
pendently on wind speed (thus, inverse wave age
ranged from 1.2 at lowest winds to about 4 at strongest
ones). In all runs the main component of the drifter
transport was due to the coastal current with velocity
up to 1 m s�1. To exclude this component we analyze
the current velocity differences between ith and jth
drifters

�ui,j � ui � uj, �2.1�

where index i � s relates to the surface slick, the index
i from 1 to 6 relates the drogues at 0.25, 0.5, 1, 2, 3, and
5 m, respectively. If we assume that velocity of the
coastal current varies slowly over the depth range of the

drogues’ locations, then �ui, j corresponds to the wind-
driven current in the upper layer.

Dependence of module of �u2,6 (velocity difference
between 0.5 and 5 m) on wind speed is shown in Fig. 1a.
In the whole velocity drop between 0.5- and 5-m depths
there is about 1% of wind speed, though one might
conclude that it is rather wind independent. Though
this result is puzzling, it is consistent with the observa-
tions by Churchill and Csanady (1983), who did not find
any clear relation of relative velocity (between depths
of 0.12 and 1.8 m) to the wind speed. This implies that
factors other than the wind speed influence the relative
velocity. Churchill and Csanady (1983) suggested the
influence of the sea state on the drift velocity, and it
seems that their measurements based on visual obser-
vations of the sea state support this hypothesis (see
their Fig. 9).

Unlike Churchill and Csanady (1983), we also mea-
sured parameters of the surface waves. Our analysis of
the data does not reveal any dependence of �u2,6 on
significant wave height for mixed seas or wind seas (not
shown here). The other candidate could be the Stokes
drift velocity. Figure 1b shows current velocity shear
�u2,6 against quasi-Stokes drift velocity difference be-
tween 0.5 and 5 m, calculated on the basis of (A.2) for
the significant wave heights and peak frequencies of
simultaneously measured wind waves. Notice that be-
cause the drifters filter out waves with wavelengths
shorter than 3 m and that in all runs the wind seas’ peak
wavelength was about 6 m (which corresponds to the
peak phase velocity 3 m s�1), the tail of the wind–wave
spectra should not contribute to the drifter velocity. As
it follows from this figure, the relative current velocity

FIG. 1. (a) Magnitude of the current velocity difference between 0.5- and 5-m depths
(|�u2,6 |) vs wind speed U23. Open squares are the measurements. Curves show the model
calculations for different inverse wave ages U23/cp: 1 (dashed–dotted), 2 (dotted), 3 (dashed),
and 4 (solid). (b) Open squares are measurements of |�u2,6 | vs quasi-Stokes velocity defined
by (A.3) and estimated for observed significant wave heights and spectral peak frequencies.
Solid line indicates one-to-one relation.
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does not correlate with the quasi-Stokes drift. More-
over, a remarkable feature of this comparison is that
the measured current velocity difference is much larger
than the expected quasi-Stokes drift caused by domi-
nant wind waves (the solid line in this plot indicates a
one-to-one relation). The similar result was found for
the mixed seas as well. Thus, hereafter analyzing the
data, we will neglect the impact of the quasi-Stokes drift
on both the drifter velocity and vertical velocity shears.

The profiles of the relative (with respect to a 5-m
depth) current velocity averaged over low and moder-
ate wind speeds (from 4 to 8 m s�1 and from 8 to 12
m s�1, respectively) normalized by wind speed are plot-
ted in Fig. 2a. Bars indicate the standard deviation of
the measured current velocity from the mean value in
each wind speed range. At low winds, the normalized
current velocity is systematically larger than at moder-
ate winds. Note that in both cases the mean slope of the
velocity profiles is less than would have been expected
from the logarithmic one, which is also plotted in this
figure. Profiles of direction of the relative velocity are
shown in Fig. 2b. In the mean, the direction of the
relative current is shifted clockwise from the wind di-
rection. A trend of the current rotation with depth
(typical of the Ekman current) is also discernable.

We introduce the nondimensional current shear vec-
tor �i as

�i �
�zi

�*

�ui,i�1

hi�1 � hi
, �2.2�

where �ui, i�1 is the velocity difference between two
successive depths, � � 0.4 is the von Kármán constant,

and 	* is the water friction velocity. For the wall loga-
rithmic profile, expression (2.2) reduces to |�i| � 1. The
water friction velocity was estimated from the condition
of continuity of the momentum flux through the sur-
face:

�* � ��a��w�
1�2u*, �2.3�

where 
a and 
w are the air and water densities, respec-
tively, and u* � C1/2

D U23 is the air friction velocity ex-
pressed through the wind speed U23 at the reference
level 23 m, with the drag coefficient CD � �2/ln2 (23/z0)
specified by the sea surface roughness scale (e.g., Smith
1988):

z0 � c1�a �u* � c2u2

*�g, �2.4�

where �a and g are the air molecular viscosity and grav-
ity acceleration, respectively; constants c1 and c2 were
chosen as c1 � 0.12 and c2 � 0.012.

Figure 3 shows dependences of the magnitude and
direction of dimensionless current velocity shear �i

(2.2) on z, which is scaled by the Ekman boundary layer
depth 	*/f, where f is the Coriolis parameter. The esti-
mates of �i are referred to as the depth zi � (hi�1 �
hi)/2. Note that to avoid large scattering of the shear
directions, only the data when the distance between
successive drifters exceeded 28 m (4 lengths of the
boat) are retained in Fig. 3b.

The main feature of the data in Fig. 3a is that dimen-
sionless shears at zf /	* � 0.02 exceed 1, that is, |�i | �
1, while the data at smaller depths indicate the shears
well below |�i | � 1. We recall that our measurements

FIG. 2. Mean profiles of (a) magnitude and (b) direction of relative current velocity with
respect to a 5-m depth �uj,6 normalized by wind speed in the wind speed ranges U23 from 4
to 8 m s�1 (open circles) and from 8 to 12 m s�1 (open squares). Error bars correspond to the
std dev of the data in each wind speed range. Dashed–dotted and solid lines show the model
predictions for inverse wave age U23/cp � 2 and for wind speed 6 (solid lines) and 10 m s�1

(dashed–dotted lines). Dashed line indicates velocity profile |�uj,5| /U23 
 C1/2
D /� logz, which is

typical of a wall boundary layer.
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were performed at neutrally stratified conditions in the
uppermost few meters; thus the magnitudes of velocity
gradients above |�i | � 1 may presumably be attributed
to the effect of the earth’s rotation. In spite of the
strong scattering, a definite trend of the deviation of the
current shear direction from the wind can be clearly
traced in Fig. 3b. Therefore, we relate the observed
high-velocity gradient at zf /	* � 0.02 to the Ekman
boundary layer.

At small depths, zf /	* � 0.02 velocity shears are well
below the value |�i | � 1 inherent to the classical wall
boundary layer. On the one hand, this observation con-
tradicts the data presented by Csanady (1984, see his
Fig. 4). On the other hand, this result is consistent with
the field measurements presented in Terray et al. (1999,
see their Fig. 2), characterized by low values of the
current shears (|�| � 1) below the sea surface. These
authors attributed the small velocity shears to the im-
pact of enhanced turbulence mixing due to wave break-
ing. If we adopt (for the time being) that the turbulent
eddy viscosity kt is kt � �zq (where q2 is the scale of
TKE) and also assume that in the zone of enhanced
turbulence the magnitude of q as well as momentum
flux are constant over depth, then the logarithmic pro-
file of velocity should hold, u(z) � (	2

*/�q) lnz � const,
although with a weaker slope, which would yield

|�i| � �*�q. �2.5�

In the wall boundary layer q � 	* and hence |�i| � 1.
The low values of |�i| found in our measurements imply
that TKE in the upper layer is |� |�3 times enhanced in
comparison with the wall turbulence. For instance, de-
crease of the shear in 2 to 5 times means an 8- to 125
times increase of the TKE level.

b. Slicks

Figure 4a shows the velocity difference |�us,2 | be-
tween the slick and the drifter at 0.5-m depth for vari-
ous wind speeds, while Fig. 4b presents the correspond-
ing wind drift coefficient |�us,2 |/U23. The number of
runs with a slick is not too large; nevertheless, the wind
dependence of |�us,2 | is apparent: the wind drift coef-
ficient is approximately equal to 0.7% of the wind
speed. The observed direction of the velocity difference
was aligned in the mean with the wind direction (not
shown here). Combining results shown in Figs. 4, 1, one
may conclude that the slick drift with respect to that of
a 5-m depth is in the mean about 1.7% of the wind
speed. Because drift velocity at a 5-m depth is not van-
ishing, the absolute speed of the slick with respect to
the lower boundary of the Ekman layer should be
larger. However, our experimental estimate of the sea
surface wind drift coefficient (identified with slick drift)
seems to be smaller than the commonly accepted 3% of
the wind speed [an overview of experimental estimates
of the surface wind drift coefficient showing their scat-
tering from 1%–7% can be found, e.g., in Malinovsky et
al. (2007)].

Note that the data on slick drift could be used to
assess the subsurface roughness scale z0w. If we adopt
the same assumptions as for (2.5), then an estimate of
the roughness scale z0w based on the slick drift velocity
relatively to a 0.5-m depth is

z0w � 0.5 exp���|�us,2|q��2

*�. �2.6�

Such estimates of z0w based on the mean slick drift
coefficient (|�us,2 |/U23 � 0.7%) and the mean subsur-
face dimensionless current velocity shear |�| � 0.4

FIG. 3. (a) Magnitude and (b) direction of dimensionless current velocity shear (2.2) vs
depth scaled by the Ekman boundary layer depth 	* /f. Open squares are measurements. The
model predictions for wind speed U23 � 10 m s�1 and inverse wave ages U23/cp � 1, 2, 3, and
4 are shown, respectively, by solid, dashed, dashed–dotted, and dotted lines.
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[which according to (2.5) is equivalent to q/	*] gives
z0w � 2.5 � 10�3 m, which by two orders of magnitude
exceeds the roughness scale prescribed by (2.4) for the
water side of the sea surface. On the other hand, if one
still retains the analogy with the wall boundary layer,
then q/	* in (2.6) is equal to one, and the roughness
length is z0w � 6 � 10�2 m; that is, by three orders of
magnitude it exceeds prediction (2.4). Such a discrep-
ancy is not surprising and has been mentioned in nu-
merous studies (see, e.g., Kitaigorodskii 1994 and cor-
responding references). On the other hand, our esti-
mate of z0w is one order of magnitude less than the
observed significant wave height, which normally
serves as the sea surface roughness scale (see, e.g., Ki-
taigorodskii 1994; Craig and Banner 1994; Terray et al.
1999).

3. Semiempirical model

Our observations confirmed and elaborated on pre-
vious finding by Thorpe (1984), Santala (1991), and
Terray et al. (1999, see also references to their Fig. 2)
that shears of neutrally stratified wind-driven sea cur-
rents in the uppermost meters are significantly smaller
than those expected from the wall boundary layer anal-
ogy. As was suggested on the basis of a series of field
experiments (e.g., Kitaigorodskii et al. 1983; Agrawal et
al. 1992; Terray et al. 1996; Drennan et al. 1996), the
most plausible reason is enhanced production of turbu-
lence due to energy losses in wind waves. At moderate
and strong winds, these losses are normally associated
with wave breaking.

a. An overview of basic approaches

By decomposing all dependent variables in the stan-
dard Navier–Stokes equations into mean, wave, and

turbulent components as a � a � ã � a� and applying
time averaging over time scales much larger than the
characteristic wave periods (we will denote such an av-
eraging by an overbar), the assumption that these com-
ponents of motion are uncorrelated enables one to ob-
tain equations for the mean flow, with the Reynolds
stresses provided by the time-averaged turbulent pul-
sations and wave perturbations, for the mean wave ki-
netic energy Ew � ũiũi/2 and TKE q � u�i u�i /2 (for de-
tails, see, e.g., Anis and Moum 1995). In our context,
the key equation describing the effect of wind waves on
the water boundary layer is the TKE conservation
equation, which under assumption of stationarity reads
(see, e.g., Anis and Moum 1995)

��Ft��x3 � �	
t �u	��x3 � �̃ ij

t �ũi ��xj � diss � 0, �3.1�

where the TKE sources–sinks are, respectively, vertical
transport �Ft/�x3 (Ft is the vertical flux of TKE), � t

��u�/
�x is the production by mean flow shear, and �̃ t

ij�ũi/�xj is
the production by wave-induced motions [� t

� � u�au�3 is
the mean momentum flux (stress) and �̃ t

ij describes
wave-induced modulations of turbulent momentum
flux (stress); u� and ũi are velocities of mean flow and
waves], and dissipation (diss) we do not spell out. With
the use of the kinetic energy balance equation for the
wave-induced motions under the same assumption of
stationarity (e.g., Anis and Moum 1995; Kudryavtsev
and Makin 2004),

��Fw��x3 � �	
w�u	��x3 � �̃ ij

t �ũi��xj � 0, �3.2�

the TKE balance Eq. (3.1) can be rewritten as

���Ft � Fw���x3 � ��	
t � �	

w��u	��x3 � diss � 0, �3.3�

where Fw and �w
� � ũ�ũ3 are the vertical fluxes of the

energy and momentum of the wave-induced motions.

FIG. 4. (a) Velocity difference between the sea surface drift (associated with slick drift) and
the drifter at 0.5-m depth vs wind speed, and (b) corresponding wind drift coefficient. Open
squares are measurements. Model calculations for inverse wave ages U23/cp � 1 and 3 are
shown by solid and dashed lines, respectively.
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Existing models differ in evaluation of the role of vari-
ous wave–turbulence interaction mechanisms and their
parameterization.

1) EFFECT OF WAVE-INDUCED (“REGULAR”)
MOTIONS ON TKE

An extensive overview of the earlier works on the
effect of waves breaking on the upper ocean dynamics
is given in (Benilov and Ly 2002). Teixeira and Belcher
(2002) developed a model for production of turbulence
by wave-induced motions in the water based on the
rapid distortion approach. They found that the result-
ing effect of waves on turbulence is similar to the TKE
shear production—second term in (3.3) to which has to
be added the velocity shear due to the Stokes drift.
Production of turbulence results in attenuation of sur-
face waves. However, as shown by Rascle et al. (2006),
dissipation of wave energy due to production of turbu-
lence by means of this mechanism is at least one order
of magnitude weaker than the total wave energy dissi-
pation, and thus it may be ignored as compared with
direct generation of turbulence by wave breaking. Be-
nilov and Ly (2002) introduced heuristically a turbulent
diffusion of wave energy, assuming that the correlation
u�3 ũj ũj between turbulent and wave-induced fluctua-
tions does not vanish. In terms of (3.3), this hypothesis
can be expressed as Fw � �kt�E

w/�x3, where Ew is
kinetic energy of wave-induced motions, and kt is tur-
bulent eddy viscosity. As shown by Benilov and Ly
(2002), this term could provide strong enhancement of
TKE; however, the validity of their key assumption re-
mains an open question.

2) SURFACE FLUX OF TKE

A more natural approach to modeling wave breaking
in the upper-layer dynamics is based on introduction of
the TKE flux through the sea surface, which serves as a
boundary condition for the TKE balance Eq. (3.1) or
(3.3) (e.g., Korotaev et al. 1976; Mellor and Yamada
1982; Craig and Banner 1994). This flux is associated
with the wave energy losses, which are usually assumed
to be equal or proportional to the wind energy input.
The TKE flux due to wave breaking significantly ex-
ceeds the integral production of turbulence by shear
current; therefore, it produces a strong enhancement of
the turbulence. However [as it follows from Craig and
Banner (1994) and the asymptotic analysis by Korotaev
et al. (1976)], within the framework of such an ap-
proach the enhanced turbulence is confined to a very
thin subsurface layer, rapidly decreasing with depth as
q 
 (z0 /z)0.8, where z0 is a roughness scale and q is a
turbulent velocity scale. At depths z k z0 the effect of

wave breaking disappears because vertical diffusion of
turbulence is small compared to the TKE dissipation.
This implication of such an approach is in direct con-
tradiction to the field observations showing that the
layer of enhanced turbulence is on the order of signif-
icant wave height.

To be consistent with field observations, Craig and
Banner (1994) had to introduce the roughness scale of
magnitude comparable with the significant wave height
(Hs). Drennan et al. (1996) and Soloviev and Lukas
(2003) also found that the Craig and Banner (1994)
model (after a modification of the wave energy losses)
is consistent with their data if the roughness scale is
approximately equal to the observed Hs. Testing the
same model against laboratory measurements by
Cheung and Street (1988), Craig (1996) found that in
the laboratory conditions the surface roughness (found
by fitting the model profiles to the measured ones) is
proportional to the inverse wavenumber of dominant
wind waves with a proportionality coefficient �0.4.

Thus, the seeming simplicity of accounting for wave
breaking through the TKE surface flux leads to the
introduction of an artificial surface roughness scale, z0,
of magnitude comparable with significant wave height.
This implies that inside the roughness scale (from the
real surface to z0) both the current velocity and TKE
are constant over depth. In real conditions, Hs and thus
z0 vary from 1 to 10 m. Thus, such an approach simply
does not resolve the uppermost layer that is of most
interest for many applications and is the subject of our
study.

3) INJECTION OF ENERGY AND MOMENTUM

Inclusion of wave breaking through the boundary
conditions only is also in certain contradiction with
available observations. Field observations of “clouds”
of air bubbles in the upper layer as well as enhanced
dissipation of the TKE at depths corresponding to the
significant wave heights (see, e.g., Terray et al. 1996;
Melville 1996; Drennan et al. 1996; Soloviev and Lukas
2003) undoubtedly suggest that a wave-breaking event
results in a mechanical disturbance of the upper layer
over a finite depth comparable with the height of the
breaking waves. Rapp and Melville (1990) and Melville
et al. (2002) found in the laboratory conditions that
immediate production of the turbulence extends to
depths on the order of breaking-wave heights. Indi-
vidual breakings create relatively long-lived turbulence
beneath the water surface. This is also relevant to the
small-scale breaking. As found in laboratory conditions
by Zhang and Cox (1999), Siddiqui et al. (2002), Sid-
diqui and Loewen (2007), and Zappa et al. (2002), for
example, breaking of very short waves (without visible
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entrainment of the air bubbles but generating parasitic
capillaries) produces intense vortices just below the sur-
face, which are classified as turbulent motions. These
strong vortices disrupt the cool skin layer (i.e., the sub-
layer of molecular thermal conductivity) and generate a
thin layer of enhanced turbulence. According to Sid-
diqui et al. (2002), the RMS turbulent velocities gener-
ated by microscale breaking just beneath the surface
are approximately 2 times greater than at depths on the
order of 1 cm. In the recent paper by Siddiqui and
Loewen (2007) it was found that TKE generated by
microscale breaking is significantly greater (10 times or
more) than in a comparable wall layer. These measure-
ments seem to support theoretical findings by Longuet-
Higgins (1992, 1996), who showed that parasitic capil-
laries generated by steep, short gravity waves (micro-
scale wave breaking) shed a strong vorticity, which
together with a crest roller forms a cooperative system,
or capillary roller. Energy is supplied by the gravity
wave. The capillary rollers provide intensive vertical
mixing, and because parasitic capillaries are a regular
feature of sea surface, they should significantly affect
momentum, heat, and gas transfer.

Kitaigorodskii (1984) and later Terray et al. (1996)
put forward an idea that the principle source of TKE in
the water boundary layer is wave breaking and that
breaking directly injects both the energy and momen-
tum to a depth on the order of the breaking-wave
height. On the basis of their experimental findings, Ter-
ray et al. (1996) suggested a three-layer structure of the
wave-stirred near-surface layer. The top layer (with the
depth of about 60% of Hs) is a zone of direct injection
of turbulence by wave breaking, and half of the total
energy dissipation was found to occur there. Below this
layer lies a “transition” layer (where TKE dissipation
decays with depth as z�2), which merges with the
deeper layer where the wall boundary analogy is appli-
cable.

The idea of direct injection of energy and momentum
into the “water body” was also adopted by Sullivan et
al. (2004) in their direct numerical simulation (DNS) of
the upper layer driven by wave breaking. The effect of
an individual breaker was modeled as a body force
characterized by the breaker’s strength and penetration
depth. They found that action of individual breakers
randomly distributed over the surface and covering just
about 1.6% of its area dramatically affects the upper-
layer dynamics, determining current velocity profiles,
TKE, and its budget. Rascle et al. (2006) adopted some
findings by Sullivan et al. (2004) to introduce the effect
of breaking injection as volume sources in the TKE and
momentum conservation equations. Nevertheless, in
their model they retained the “magic” roughness scale

on the order of Hs (originated from the TKE surface
flux concept). In other words, Rascle et al. (2006) ac-
counted for twice the effect of wave breaking—both
through volume source and roughness scale. Indeed,
because the volume source of TKE (proportional to the
integral of spectral energy input from the wind) is
mainly formed by breaking of the equilibrium range
waves [see, e.g., (3.21) and (3.27b)], the roughness scale
z0 
 Hs absorbs the volume source.

b. Model approach: Momentum and energy
injections by waves breaking

In the present study we will also pursue the idea of
direct injection of momentum and energy by breaking
waves into a layer of certain depth, which we specify
later. We generalize this approach by extending it to
wave breaking of all scales, including microbreaking.
More specifically, we assume that each of the wave-
breaking events results in local mechanical disturbances
in the layer of depth zb comparable with the breaking-
wave height, feeding this layer with additional energy
and momentum lost by the breaking waves.

Let DE(k)dk and DM�(k)dk be the energy and mo-
mentum lost by breaking waves with wavenumbers
from k to k � dk in unit of time. Beneath the surface
these losses are transformed into fluxes of energy dF wb

and momentum d�wb, which, as it is natural to assume,
somehow attenuate over the depth interval 0 � z � zb

(hereafter the vertical axis is denoted by z instead of
x3); they are further turned into the turbulent kinetic
energy and momentum of the mean current, respec-
tively. As to the specific law of attenuation, notice that
Sullivan et al.’s (2004) DNS modeling of the oceanic
boundary layer driven by wave breaking suggests (see
their Figs. 15, 17) the following picture: the wave-
breaking momentum and TKE fluxes are confined to
the layer z/� � 0.15 (or kz � 1); they are distributed
over depth approximately linearly. On this basis, we
assume linear attenuation of the fluxes. Our choice of
the breaker-penetration scale zb is prompted by the
laboratory study findings by Melville et al. (2002) that
the breaker-penetration depth zb is about the inverse
wavenumber of breaking waves, that is, zb � 1/k; this
estimate will be used throughout our study. Thus, be-
neath the surface, the energy and momentum fluxes
produced by the breaking of waves in a spectral band
from k to k � dk are

dFwb�z� � �1 � kz�DE�k�dk, �3.4�

d�	
wb�z� � �1 � kz�DM	�k�dk, �3.5�
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and they vanish at z � k�1. Contribution of all breaking
waves to TKE production and momentum at given
depth z can be found by integration of (3.4) and (3.5)
over k of all breaking waves, which reads

Fwb�z� � �
k
1�z

kb

�1 � kz�DE�k� dk, �3.6a�

�	
wb�z� � �

k
1�z

kb

�1 � kz�DM	�k� dk. �3.6b�

At small depths the upper limit of integration in (3.6)
has to be restricted by wavenumber kb of the shortest
breaking waves, which are associated with generation
of parasitic capillaries. As mentioned above, parasitic
capillaries (generated by microscale breaking) and their
crest roller forms a cooperative system: capillary roll-
ers, which provide intensive vertical mixing. As estab-
lished experimentally (e.g., Zhang and Cox 1999; Sid-
diqui et al. 2002; Siddiqui and Loewen 2007; Zappa et
al. 2002), short gravity waves with wavenumber kg �
2�/0.05 rad m�1 generate the most pronounced para-
sitic capillaries at wavenumber kpc � 103 rad m�1. Be-
cause the phase velocities of the gravity waves and
parasitic capillaries generated on their crests are ap-
proximately equal, their wavenumbers are linked as
kgkpc � k2

�, where k� � 360 rad m�1 is the wavenumber
corresponding to the minimum of phase velocity, which
separates gravity and capillary surface waves (Longuet-
Higgins, 1992). Hereafter, we assume that the wave-
number of the shortest breaking (in the abovemen-
tioned sense) waves kb producing subsurface turbu-
lence is around kb � 2�/0.05 rad m�1, that is, kb � k� /3.

c. Momentum and TKE conservation equations

In accordance with the broad physical picture we out-
lined, we assume that the TKE balance equation has
the form (3.3), where wave-induced fluxes Fw and �w

are replaced with the wave energy Fwb and momentum
�wb
� fluxes [specified by (3.6)], which resulted from the

direct injection of breaking crests into the water body

��Ft��z � Pwb � �
	
�u	��z � diss � 0, �3.7�

where �� � � t
� � �wb

� is the total momentum flux and
Pwb � ��Fwb/�z is the volume production of TKE by
breaking injection given by [note the use of (3.6a)]

Pwb�z� � �
k
1�z

kDE�k� dk. �3.8�

The total momentum flux in the water �� consists of
the sum of wave-breaking stress �wb

� and classical tur-
bulent shear stress � t

�; close to the surface (more spe-
cifically, at z K dE, where dE is the scale of the Ekman
boundary layer) it is constant over depth, that is,

�	 � �	
wb�z� � �	

t �z� � const. �3.9�

Hereafter we direct x1 axis in the wind direction. Mo-
mentum flux in the atmospheric boundary layer 
au2

*
near the sea surface also splits into two parts: momen-
tum flux to waves (form drag) � f and tangential surface
viscous stress ��s : 
au2

* � � f � ��s . Most of the momen-
tum flux to waves � f is eventually lost by wind waves
due to wave breaking (�wb

diss) and viscous dissipation
(��diss), � f � �wb

diss � ��diss, although an a priori nonnegli-
gible part of � f may also be spent on developing the
wind waves (see appendix B; Fig. 5a). Thus, taking into

FIG. 5. Ratio of advective fluxes of (a) momentum and (b) energy specified by Eq. (B.1) to the corresponding fluxes from the wind,
given by Eq. (B.2), vs inverse wave age for the wind speed 5 (dashed lines), 10 (solid lines), and 20 m s�1 (dashed–dotted lines). (c) The
coupling parameter �f /u2

* defined by (3.23) for two values of the Charnock constant c2 � 0.012 (solid line) used in the present study,
and c2 � 0.05 (dotted line) associated with aerodynamically rough surface at young, developing seas. Dashed line indicates surface
momentum flux from breaking waves to the upper layer normalized by 	 2

*—Eq. (3.26).
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account both momentum conservation equations in the
air and in the water, the total momentum flux through
the sea surface becomes

� � � s
� � ��diss

wb � �diss
� � � �au2

* . �3.10a�

We presume that ��diss (which is mainly contributed by
the shortest waves) can be considered as a stress acting
upon the surface. Thus, the sum ��s � ��diss in (3.10a) is
an effective surface stress, which because of continuity
should be equal to the momentum flux � t in (3.9) at the
surface, that is, � t(0) � ��s � ��diss. Because �wb(0) �
�wb

diss, the unspecified yet constant in (3.9) is now deter-
mined, and the momentum conservation equation in
the uppermost layer reads

�wb�z� � � t�z� � �au2

*. �3.10b�

Taking into account the earth’s rotation (Ekman
boundary layer), the momentum conservation equation
reads (hereafter all quantities are normalized by the
water density 
w)

d�� t � �wb��dz � ifw � 0, �3.11�

where f is the Coriolis parameter, w � u1 � iu2 and
� t � � t

1 � i� t
2 are complex current velocity and shear

stress, and the total momentum flux � � �wb � � t near
the surface is �(0) � 	2

* [where 	* � (
a/
w)1/2u* is the
water friction velocity and � vanishes at large depths].

To close the problem, we adopt the Kolmogorov–
Prandtl closure scheme � t � �ktdw/dz for turbulent
momentum flux; kt � lq for turbulent eddy viscosity;
and diss � q3/l for the TKE dissipation, where q is a
scale of turbulence velocity and l is a turbulent mixing
length, which we discuss in more detail below. Notice
that the dissipation term �diss in (3.7) is written with
accuracy up to a universal constant, which for the sake
of simplicity is included in the scale of turbulent veloc-
ity q.

Following the standard dimensional reasoning, we
may assume that the mixing length is

l � �z��z�dE, zkb, . . .�, �3.12�

where � is a mixing length function, which depends on
the earth’s rotation through the Ekman depth scale
dE � 	*/f, the scale of shortest breaking waves 1/kb

producing intensive turbulent vortices beneath the sur-
face, and probably some other parameters affecting tur-
bulent mixing. Mellor and Yamada (1982) and Craig
and Banner (1994) reviewed existing parameteriza-
tions, arguing that in the uppermost sea layer (but well
below the surface roughness scale) l should vary with
depth linearly (i.e., � � 1), thus l � �z. On the other
hand, aiming to include the Ekman boundary layer, one

should keep in mind that in this case growth of l with z
has to be halted by the earth’s rotation; it implies that
the mixing length function at z/dE � 1 must asymptoti-
cally tend to � 
 dE/z and l 
 �dE. We have chosen the
following mixing length function that combines both
these asymptotics (see review by Zilitinkevich and Esau
2005 and corresponding references):

� � �1 � cM

z

dE
��1

, �3.13�

where cM is an empirical constant. Zilitinkevich and
Esau (2005) estimated this constant on the basis of their
large-eddy simulation of the atmospheric boundary
layer as cM � 2.5. Zikanov et al. (2003) investigated a
water–wind-induced turbulent Ekman layer using a
similar numerical method of large-eddy simulations.
These authors presented their results in terms of eddy
viscosity and mixing length. The constant cM was evalu-
ated on the basis of the data shown in Fig. 5f from
Zikanov et al. (2003), which yields cM � 5. We adopt
this value of cM in our study. Notice that the constant
cM also determines depth dE of the Ekman (planetary)
boundary layer: dE � (2�/cM)1/2	*/f, dE � 0.4 � 	*/f at
cM � 5.

As discussed above, according to the laboratory mea-
surements, the subsurface turbulence differs dramati-
cally from that in the wall layer. Its main feature is
intensive turbulent vortices generated by microscale
breaking, which sporadically disrupt the molecular sur-
face sublayer (see, e.g., Siddiqui et al. 2002; Siddiqui
and Loewen 2007; Zappa et al. 2002). Within the frame-
work of our approach this feature could be taken into
account through the mixing length prescribed by the
scale of these vortices. Namely, we assume that the
mixing length just beneath the surface is constant over
depth l(z) � �zb (where zb is estimated as the inverse
wavenumber of the shortest breaking waves, zb � k�1

b ),
and then increases linearly with depth for z k zb. This
behavior can be formalized as l � �(z � zb). Such an
extension of l is similar to that proposed by Riley et al.
(1982) for the air side of the interface. Combining this
feature with (3.13), we adopt the following parameter-
ization of the mixing length function � in (3.12):

� � �1 � zb�z��1 � cM

z

dE
��1

. �3.14�

As already discussed, at small z (but still at z k zb) the
mixing length is l � �z, while at large z it is approaching
a constant value l � �dE/cM � �c�1

M 	*/f.
Upon making use of these closures, (3.11) and (3.7)

can be rewritten as
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� d2

d�2 �
d

d�� �� � i
z

��dE

�*
q̂

�� � �i
z

��dE

�*
q

��wb, �3.15�

��cq�3��q̂
d

d�
�

d

d�
q̂3 � q̂4 � ����� � ��

wb
�z��

� ��q̂zP̂wb�z�, �3.16�

where � is a modified vertical coordinate � � lnz, q̂ �
q/	*; �̂ � �̂wb � �̂ t is the total momentum flux including
both the turbulent and wave-breaking components; the
hats above momentum fluxes and rate of TKE genera-
tion by wave breaking are used to denote that these
quantities are normalized by 	2

* and 	3

*, respectively,
and cq � 0.54 is a constant involving other standard
constants of the turbulent closure scheme. To derive
(3.15), we have differentiated (3.11) with respect to z.
As discussed above [see (3.10)], the solution of (3.15) at
small z must obey

��̂ � 1, if � → �


�̂ � 0, if � → 

. �3.17�

The first term in the lhs of (3.16) describes vertical
diffusion of TKE by turbulence. We may anticipate that
this term, as well as in the classical wall boundary layer,
may be also ignored in the wave-stirred layer. To justify
this suggestion, let us consider the “log-part” of the
wave-stirred layer, so that in (3.16) � � 1, and the shear
production (first term in the rhs) is ignored with respect
to production of TKE by wave breaking. Then (3.16) is
reduced to a linear ordinary differential equation rela-
tive to q̂3 obeying the boundary conditions dq̂3/d� � 0
at the surface z � z0 and at a lower boundary, z � zh

(turbulence is produced by volume source, therefore
there is no TKE flux through the surface). Taking into
account these boundary conditions, the complete inte-
gral of the truncated differential Eq. (3.16) reads

q̂3 � �
z0

zh

G�z,z1��z1P̂wb�z1� d lnz1, �3.18�

where G(z, z1) is the Green function: G(z, z1) 
 (z1/z)m

if z1 � z and G(z, z1) 
 (z1/z)�m if z1 � z satisfying the
conditions �zh

z0
G(z, z1)d lnz1 � 1, where m � (3/cq)1/2 �

2.4. Within the framework of our model, injection of
turbulence by breaking waves of various scales is
spread over the entire depth of the wave-stirred layer,
and inside this layer the volume source of turbulence
zP̂wb varies with depth as zP̂wb 
 z1/2 [see (3.27b)].
Because zP̂wb varies with depth slower than the Green
function (its exponent is �m), we may expand zP̂wb

in the Taylor series, and the first- order solution (3.18)
can be approximately written as q̂3 � �zP̂wb(z){1 �
m/[2(m2 � 1)]}. Thus, we can conclude that up to O[1/

(2m)] � 20% accuracy, the wave-breaking production
is balanced by dissipation, and diffusion does not play
any important physical role in the wave-stirred layer.
However, at its low boundary, where a sharp gradient
of wave-breaking source may exist, the diffusive term
can dominate the TKE balance. We neglect the exis-
tence of the diffusion layer and match the solutions in
the wave-stirred and sheared layers, ignoring the details
of the structure of the diffusion layer. Thus, hereafter,
the first term in the lhs of (3.16) is ignored.

d. Parameterization of TKE production and
momentum flux due to wave breaking

To solve (3.15) and (3.16) we need to find �̂wb and
P̂wb, which are integrals of the corresponding spectral
momentum and energy dissipation due to wave break-
ing. In spite of extensive experimental and theoretical
efforts of different groups of investigators, the spectral
form for the wave energy dissipation is not known
yet, and various parameterizations have been suggested
to advance wind–wave-related problems. In particular,
Phillips (1985) argued that in the equilibrium range of
the wave spectrum, the energy dissipation DE(k) is
proportional to the wind energy input (IW), that is,
DE(k) 
 IW(k). However, this hypothesis is not appro-
priate in the vicinity of the spectral peak, especially
when wind seas are developing. All the studies con-
cerned with the effect of wave breaking on the upper
ocean turbulence have presumed that energy input
from wind is exactly balanced by the energy losses due
to wave breaking (e.g., Craig and Banner 1994; Terray
et al. 1996; Drennan et al. 1996; Rascle et al. 2006). The
momentum fluxes above and beneath the sea surface
are also commonly assumed to be equal. This oversim-
plification of the problem might lead to some discrep-
ancies with reality, especially for young seas’ condi-
tions, when a fair portion of momentum and energy
fluxes coming from the wind could be spent on devel-
opment of the wave field.

In appendix B we estimate the share of the energy
and momentum fluxes spent on the wave field devel-
opment (Fd and �d, respectively) with respect to the
energy Fw and momentum � f fluxes coming from the
wind. Ratios �d/� f and Fd/Fw as a function of inverse
wave age U10/cp for wind speeds 5, 10, and 20 m s�1 are
shown in Figs. 5a,b. Momentum flux spent on develop-
ment of the wave field is about one order of magnitude
smaller than the wind momentum flux to waves; thus
further on we neglect �d, assuming that momentum flux
from wind is balanced by momentum losses through
wave breaking and viscous dissipation. In contrast to �d,
the relative role of advective energy flux with respect to
the wind forcing is more significant. As follows from
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Fig. 5b, at low wind speed, magnitude Fd/Fw attains
25% and decreases with increasing wind speed. Thus
models aspiring to describe wind–wave-surface current
interaction with an accuracy exceeding 25% have to
take finite Fd into account. This could be done by as-
suming that energy dissipation due to wave-breaking
Fwb relates to wind energy forcing as Fwb � Fw(1 � �),
where � � Fd/Fw. However, because a number of stud-
ies already made bold assumptions, our aspirations are
more modest, and further on, for simplicity we also
neglect Fd, assuming that Fwb � Fw at any stage of
wave field development. Notice that the problem nev-
ertheless is strongly dependent on wave age through Fw

and depth of momentum and energy injection [see Eqs.
(3.26) and (3.27b)].

The specific spectral distribution of the losses Fwb

and �wb is still an open question. However, because Fwb

and �wb are not strongly dependent on wave age, and
thus the major part of these quantities is supported by
the equilibrium range, for the absence of better alter-
natives, we adopt in the present study Phillips’s (1985)
hypothesis; that is, we assume the spectral distribution
of Fwb and �wb to be similar to the corresponding wind
input:

DM�k� � �k cos�E�k�dk

DE�k� � ��E�k�dk, �3.19�

where we took into account that M�(k) � (k�/�)E(k)
and that � � c�(u*/c)2 cos2 is the wind–wave growth
rate. Experimental evidence supporting Phillips’s
(1985) hypothesis was provided by Melville and Ma-
tusov (2002). By definition, the wave energy spectrum
E(k) is linked to the saturation spectrum B(k) as
E(k) � 
wgk�4B(k). In turn, the saturation spectrum
can be written as B(k) � B(k)AB( , k), where B(k) is
the omnidirectional spectrum and AB( , k) is its angu-
lar spreading. Then the wave breaking momentum flux
(3.6b) and TKE production (3.8) normalized by 	2

* and
	3

* can be rewritten as

�̂wb�z�� c*��w��a��
k
min�1�z,kb�

�1� kz�Bo�k�AB
� �k�d lnk,

�3.20�

P̂
wb
�z�� c*��w��a�

3�2�
k
min�1�z,kb�

k�c�u*�Bo�k�AB
P�k�d lnk,

�3.21�

where Bo(k) � B(k)/cB is the omnidirectional satura-
tion spectrum normalized by its saturation constant cB

[therefore Bo(k) is a universal shape of the saturation

spectrum]; A�
B � �AB( , k) cos2 | cos | d and AP

B �
�AB( , k) cos | cos | d are integrated over  angular
distribution of momentum and energy wind input; c* is
a constant that represents a product of saturation and
growth-rate constants c* � c�cB.

To complete our parameterization we need to specify
the shape of the saturation spectrum and the constant
c*. Because the depth of a breaker penetration is �1/kb,
the former controls vertical distribution of wave-
breaking stirring, while the latter determines the mag-
nitude and significance of the effect. Therefore, the
choice of c* is important and has to be discussed in
detail.

First we note that the same constant determines the
form drag of the sea surface from the air side. As dis-
cussed in section 3.2, the momentum conservation
equation in the atmospheric boundary layer integrated
over height reads 
au2

* � � f � � s
�. Therefore, momen-

tum flux to waves normalized by 
au2

* is � f/
au2

* � 1 �
� s
� /
au2

*. Following Kudryavtsev and Makin (2001), the
viscous surface stress � s

� is expressed as

��
s ��au2

* � 1���c�� ln����z0�, �3.22�

where !� � c��a/u* is the viscous sublayer thickness,
c� � 10, z0 is the surface roughness scale, and �a is the
air molecular viscosity. Kudryavtsev and Makin (2001)
treated z0 as a solution of the wind-over-wave coupling
problem. Implementation of such an approach is out of
the scope of the present study. In our context, we have
already prescribed z0 by (2.4), and we will use this re-
lation further on, relying on the fact that it fits “well”
the observed aerodynamic roughness of the sea surface.
Then employing (2.4), the contribution of the form drag
to the total surface drag (the so-called coupling param-
eter) is estimated as

� f��au2

* � 1 �
1

�c�

ln� c�

c1 � c2u3

*���ag��, �3.23�

where c1 and c2 are the roughness scale constants in
(2.4). Transition from the aerodynamically smooth sur-
face (when form drag vanishes) to the rough one (when
surface drag is mostly provided by momentum flux to
waves) is controlled by the second term in (3.23). No-
tice that the Charnock constant c2 in (3.23) could be a
function of either wind speed or wave age. By defini-
tion, � f/
au2

* specified by (3.23) has to be confined
within � f/
au2

* � 1. Figure 5c shows contribution of the
form drag to the total drag (coupling parameter) at two
values of the Charnock constant: c2 � 1.2 � 10�2 (used
in the present study) and c2 � 5 � 10�2 considered as
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an upper limit for the Charnock constant, which pre-
sumably may be attained in young, developing seas.
Estimates of the coupling parameter (3.23) shown in
this figure are similar to those found by Kudryavtsev
and Makin (2001) from a rather sophisticated wind-
over-wave coupling model.

Because all the constants in (3.23) had already been
established empirically, this equation can be used to
assess the model constant c*. According to our assump-
tions, the expression for the momentum flux at the sur-
face (from the air side) is similar to (3.6) at z � 0,
where, however, the upper limit of integration (instead
of the shortest breaking wave scale) must be extended
over all short waves supporting momentum flux:

c*��w��a��
k

AB
� Bo�k�d lnk� 1�

1
�d�

ln� c�

c1� c2u3

*���ag��.

�3.24�

This equation links the description of the sea surface [in
terms of the saturation spectrum B(k)], its interaction
with the airflow, and feeding the upper layer with mo-
mentum and TKE via wave breaking.

In the present study, for the sake of simplicity, we use
the simplest shape of the saturation spectrum (Phillips
1977): Bo(k) � 1 at kp � k � kpc and AB( ) � 1/2(cos )
at ��/2 �  � �/2, where kpc is a high-frequency cutoff
of the spectrum. We assume this cutoff to be related to
the parasitic capillaries generated by the shortest
breaking waves with k � kb. Because wavenumbers of
parasitic capillaries generated by gravity waves are
linked as kbkpc � k2

� � g/� (Longuet-Higgins 1992), and
we have already assumed that kb � k� /3, then the high-
wavenumber cutoff is kpc � 3k�. Then the estimate of
the model constant c* defined by (3.24) for the fully
developed seas and totally rough surface (when the rhs
in (3.24) equals one) yields c* � 2.4 � 10�4. As an
example, this value of c* at the growth-rate constant
c� � 4 � 10�2 (Plant 1982) gives the saturation constant
cB � 6 � 10�3, which is consistent with the expected
value (Phillips 1977). Notice that the parameteriza-
tion of the spectrum adopted here may not be entirely
appropriate for the fetch-limited conditions typically
found in the laboratory, when the overshoot effect
dominates the spectral peak shape and its level, and
thus momentum and energy losses defined by (3.20)
and (3.21). To apply the model to such conditions,
one has to use the Joint North Sea Wave Project
(JONSWAP)-type wave spectra rather than the sim-
plest parameterization.

For the chosen wave-spectrum model, momentum
flux (3.20) and rate of production of TKE (3.21) due to
wave breaking are

�̂wb�z� � c�
wbT�z�zp�, �3.25�

P̂wb�z� � 	�1cP
wbP�z�zp�, �3.26�

where cwb
� and cwb

P are constants expressed through
other models’ constants: cwb

� � c*A�
B(
w/
a) and cwb

P �
2c*AP

BC�1/2
d (
w/
a)3/2; � � U10/cp is the inverse wave

age; Cd is the drag coefficient; and T(z/zp) and P(z/zp)
are universal profile functions

T�z�zp� � ln�zp�z�� � z�zp�1 � zp�z��, �3.27a�

P�z�zp� � �z�zp�
�1�2�1 � �z��zp�

1�2�, �3.27b�

where z� � max(zb, z), and zb � 1/kb and zp � 1/kp are
the depths of injection of energy and momentum by
shortest and longest breaking waves into the upper
layer. The profile functions T(z/zp) and P(z/zp) are
equal to zero for z � zp. Integral of P̂wb over all depths
corresponds to the wave-breaking energy flux at the sea
surface. For developed seas (� � 1) this integral is �P̂wb

dz � cwb
P � 1.7 � 102, which is consistent with the

constant adopted by Craig and Banner (1994) and
Craig (1996).

Figure 5c shows momentum flux from breaking
waves at the sea surface [as given by (3.25) at z � 0].
According to our model predictions, the portion of the
total momentum transported by wave breaking in-
creases with wind speed, and at wind speeds above 13
m s�1, wave breaking provides about 80% of the total
momentum coming from the wind into the upper layer.

4. Model predictions and comparison with
observations

a. Model predictions

It is easy to see that the TKE Eq. (3.16) (where, to
remind, the first term in the lhs has been ignored) has
approximate solutions corresponding to the limits when
the TKE production is dominated by either shear
stress,

q̂�z� � ��̂��̂ � �̂
wb
��1�4,

or wave breaking,

q̂�z� � ��z�P̂
wb
�1�3.

There is no obvious way to find a uniformly valid so-
lution to (3.16) and the exact formulas are too bulky to
be of practical value; however, remarkably, a superpo-
sition of the two above solutions of (3.16) in the form

q̂�z� � "��̂��̂ � �̂wb��3�4 � �z�P̂
wb
#1�3 �4.1�

uniformly approximates the exact solution with the er-
ror not exceeding 3%, which was established by com-
paring (4.1) with the numerical solution for a wide
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range of parameters. This accuracy is sufficient for our
purposes, and later we will rely on approximation (4.1).

Relation (4.1) and the momentum conservation Eq.
(3.15) represent a coupled system that can easily be
solved numerically by iterations with boundary condi-
tions (3.17). Once �̂ and q are found, finding velocity
shear is straightforward:

dw

dz
�

�*
�z

�̂ � �̂wb

q̂�
, �4.2�

where w is the complex velocity. At a small depth, z K

dE mixing length function is � � 1, and the solution of
(3.15) is �̂ � 1. If the effect of wave breaking is negli-
gible (i.e., q̂ � 1 and �̂wb K 1), the Eq. (4.2) reduces to
the shear in the logarithmic velocity profile typical of
wall turbulence. On the contrary, if the generation of
turbulence by wave breaking is much stronger than
shear production (i.e., q̂ k 1), then velocity shear (4.2)
is much weaker than could have been expected from
the wall boundary layer analogy.

Figure 6 shows the ratio of turbulence shear produc-
tion [first term on the rhs of (3.16)] to the wave-
breaking production [second term on the rhs of (3.16)]
at wind speeds of 5, 10, and 20 m s�1 and developed
seas (� � 1). As follows from this figure, at depths of
z � 1/kp, shear production is much weaker than the

wave-breaking one at all wind speeds. Notice that in the
upper layer the relative role of wave-breaking produc-
tion decreases with the wind. The explanation is that
the depth of penetration of the TKE generation by
wave breaking expands with increasing wind speed,
which in turn results in a decrease of the TKE produc-
tion: P̂wb(z) 
 (g/zu2

10)1/2 [see (3.27b)]. If we assume
that the mixing length decreases linearly toward the
surface [i.e., in (3.14), the term zb/z disappears, and thus
there is no imposed mixing length scale related to the
microscale breaking], then the relative role of wave-
breaking production [which at z � zb is constant over
depth; see (3.27b)] is weakening at a small depth, as
shown by thin lines in Fig. 6. Then the decreasing role
of wave breaking leads to a restoring of the wall bound-
ary just beneath the surface, which contradicts both the
common sense and available laboratory observations
(Siddiqui et al. 2002; Siddiqui and Loewen 2007; Zappa
et al. 2002). Thus, hereafter, all model calculations will
be performed with the mixing length function given by
(3.14).

As an example, vertical distributions of the dissipa-
tion $ � q3/(�z�) as predicted by the model at wind
speed 10 m s�1 and various wave ages are shown in Fig.
7. Figures 7a,b present model $ using the wall boundary
layer scaling (	3

*/�z for dissipation rate, and 	2

*/g for z)
while Figs. 7c,d employ the scaling proposed by Terray
et al. (1996) and Drennan et al. (1996). Figures 7a,c
relate to the logarithmic boundary layer when the effect
of the earth’s rotation is ignored [then in (4.1) � � 1 and
� � 1]; Figs. 7b,d show the results of calculations based
on the full Ekman model.

As follows from the figure, the dissipation for devel-
oped seas exceeds by 20 times the values expected in
the wall boundary layer (Fig. 7a), and the zone of the
most enhanced dissipation is located at a depth on the
order of gz/	2

* 
 105. For young seas, the TKE dissipa-
tion is smaller and the depth of its maximum shifts
toward the surface. Qualitatively, this result is consis-
tent with the data presented by Anis and Moum (1995,
their Fig. 4) and Drennan et al. (1996, their Fig. 4).
Dependence of the TKE dissipation on wave age could
explain the strong scattering of the data plotted in the
wall layer coordinates. Terray et al. (1996) and Dren-
nan et al. (1996) revealed that scaling of $ by Fw/Hs and
depth by Hs (where Fw is wind energy input to all waves
and Hs is significant wave height) collapses the col-
lected data (Terray et al. 1996, their Fig. 7; Drennan et
al. 1996, their Fig. 5). The same model calculations as in
Fig. 7a, but scaled by Fw/Hs and Hs, are shown in Fig.
7b. Besides the large depths, the models’ predictions for
different wave ages collapse (the same was also found
for other wind speeds, not shown here). Because pro-

FIG. 6. Ratio of the TKE shear production [first term in rhs of
(3.16)] to the wave-breaking production [second term in rhs of
(3.16)] vs depth at wind speeds 5 (solid line), 10 (dashed line), and
20 m s�1 (dashed–dotted line). Thin lines correspond to the mix-
ing length function (3.14) when parameter zb vanishes (mixing
length decreases continually toward the surface).
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duction of turbulence is dominated by wave breaking
(see Fig. 6) and vertical distribution of P̂wb depends on
a depth scaled by kp and �Pwb dz � Fw, scaling of $ and
z by Fw/Hs and Hs leads to a universal law.

The full solution of the problem is found by numeri-
cal integration of (3.15) supplemented by (4.1) and
boundary conditions (3.17). Results of calculations tak-
ing into account the earth’s rotation are shown in Figs.
7b,d. The earth’s rotation affects the current shears and
thus shear production of TKE in the Ekman layer at
z � k�1

p , where the source of TKE generation by wave
breaking does not penetrate and where velocity shears
are weakening with the depth. Thick lines in Figs. 7c,d
show empirical dependences proposed by Terray et al.
(1996) and Drennan et al. (1996): $Hs/F

w � 0.3(z/
Hs)

�2. On the whole, the model is consistent with their
empirical relation, demonstrating the same level of dis-
sipation.

Figure 8 shows an example of model profiles for the
current velocity, the turbulent eddy viscosity coeffi-
cient, and the turbulent velocity scale at a wind speed of
10 m s�1 and fully developed seas. Overall, the shape of
velocity profile possesses the features typical of the Ek-
man current: in the surface layer, current velocity de-

viates clockwise from the wind vector, and it continues
to rotate clockwise at larger depths. Due to enhanced
turbulent mixing caused by wave breaking, vertical dis-
tribution of the current velocity in the uppermost layer
is almost uniform; at the depths zf /	* � 4 � 10�2, which
presumably belong to the log-boundary layer (remem-
ber that in our model the Ekman layer depth is dE �
0.4	*/f), the velocity gradient is much smaller than
would be expected from the wall boundary layer
(shown by thin solid line). Turbulent eddy viscosity kt

scaled by the wall boundary layer one, kt /�	*z � q̂�, is
shown in Fig. 8b). In the log-boundary layer (except in
the uppermost part) turbulent mixing exceeds by 2–3
times the wall boundary layer prediction. This is, again,
due to the effect of wave breaking, which enhances
both TKE (the scale of the TKE velocity is also shown)
and turbulent mixing. A rapid growth of eddy viscosity
toward the surface reflects enhanced turbulent mixing
by microscale breaking, which is parameterized in our
model through the mixing length function (3.14). Effect
of the earth’s rotation below the wave-stirred layer re-
strains velocity shears and thus production of turbu-
lence and turbulent mixing, which explains rapid at-
tenuation of the TKE and eddy viscosity at zf /	* 
 1.

FIG. 7. Normalized dissipation rate as predicted by the model vs dimensionless depth at
wind speed 10 m s�1 for different inverse wave ages U23/cp � 1 (solid lines), � 2 (dashed
lines), � 3 (dashed–dotted lines), and � 4 (dotted lines). (a), (b) Wall boundary layer scaling:
$�z/	 3

* vs z	 2
*/g. (c), (d) Wind–wave scaling: $Hs /F w vs z/Hs. Model calculations shown in (b)

and (d) take into account the earth’s rotation (the Ekman boundary layer). Bold solid lines in
(c) and (d) are empirical relation $Hs /F w � 0.3(z/Hs)

�2 proposed by Terray et al. (1996).
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Figure 9 shows the magnitude of the surface drift
velocity and its direction for different wave ages of
wind seas. Notice that here by the term surface, we
mean the depth just below the viscous sublayer (the
latter is the subject of special consideration in section
5.) For developed seas, the drift coefficient is about
1.2% of wind speed and slightly increases with wind for
wind speeds exceeding 10 m s�1. In the case of devel-
oping seas, the surface drift coefficient is higher, and it
increases for younger wind waves, because enhance-
ment of turbulence by wave breaking is confined to
smaller depths. Therefore, the wave-stirred layer thick-
ness is smaller, while the wall boundary layer is expand-
ing, which leads to larger shears and to an increase of
the surface drift. Our estimates of the surface drift co-
efficient are lower than the commonly accepted 3%
that are supported by observations.

b. The drifter experiment

The model predictions of the current velocity differ-
ence between 0.5 and 5 m are compared in Fig. 1 with
the drifter measurements. The calculations were per-
formed for the inverse wave ages U23/cp � 1, 2, 3, and
4, which cover the range of U23/cp in the experiment.
The model current velocity drop is strongly wave-age
dependent. Overall, the model predictions are inside
the cloud of the measurements, though an underesti-
mate of |�u2,6 | by the model is also revealed.

Normalized (by wind speed) profiles of a velocity
defect with respect to 5 m at wind speeds of 6 and
10 m s�1 are shown in Fig. 2 for the wind seas of inverse
wave age U23/cp � 2. In agreement with the experiment,
the model predicts a decrease of the normalized current
velocity with an increase of wind speed. There are two

FIG. 9. (a) Magnitudes and (b) directions of the sea surface drift for different wave ages:
U10/cp � 1 (solid), � 2 (dashed), and � 3 (dashed–dotted lines).

FIG. 8. (a) Profiles of current velocity u/U10 (solid line) and 	 /U10 (dashed line) components
scaled by wind speed. Thin solid line indicates velocity profile in the wall boundary layer:
u/U10 
 cos s(Cd
a/
w)1/2 ln(zf /	*) � const, where  s is direction of the surface drift. (b)
Profiles of turbulent eddy viscosity kt /�	*z (solid line) scaled by wall boundary layer predic-
tion, and TKE velocity scale q/	* (dashed line) scaled by water friction velocity.
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likely mechanisms explaining this tendency: first, an in-
creasing portion of the momentum flux is provided by
wave breaking, which leads to a relative suppression of
the turbulent stress and thus the current velocity [see
(4.2)]; second, a deeper penetration of enhanced turbu-
lence (with q̂ � 1) according to (4.2) leads to a weak-
ening of the current velocity shears in a deeper layer
with the increase of wind. Notice that similar to Fig. 1,
the model profiles in Fig. 2 underestimate the observed
velocity defect, though agreement between the model
and the observed current velocity directions is quite
good.

Figure 3 compares the data with the model dimen-
sionless velocity shear

|�| � ��z��*�du�dz � ��̂ � �̂wb��q̂�

[see (4.2)] as a function of normalized depth zf /	* for
inverse wave ages U23/cp� 1, 2, 3, and 4 and a wind
speed of 10 m s�1. Because the depth of penetration of
TKE production by wave breaking is determined by the
spectral peak wavenumber, velocity shears are strongly
dependent on wave age. Enhanced generation of tur-
bulence by wave breaking explains observed low values
of velocity shear beneath the surface, |�| � 0.2 . . . 0.4,
which is much less than in the wall boundary layer. In
the Ekman part of the boundary layer, at zf /	* � 2 �
10�2, the velocity gradient predicted by the model ex-
ceeds the value |�| � 1, but at these depths the model
noticeably underestimates observed shears. The reason
is not clear. Though we controlled the upper layer
stratification and selected only the data related to the
neutral one, some small temperature gradient in the
Ekman layer could have affected the turbulence and
thus velocity shears (remember that experiments were
performed in the daytime under conditions of strong
solar heating of the upper layer). The other plausible
reason is contribution of the vertical shears in the
coastal current, which (contrary to our expectations)
turned out to be not negligible. Also notice that the
model can be easily fitted to the data in the Ekman part
in Fig. 5 via a 10-times increase of the mixing length
parameter cM in (3.14). However, such a model tuning
is meaningless, because the order of magnitude of this
constant, found in the large-eddy simulations, seems to
be quite reliable.

It is also worth noticing that in our observations, as
mentioned in section 2, the “background” velocity of
the coastal current reached 1 m s�1. Therefore, one
may anticipate that wind waves traveling through the
current from the open sea to the area of drifter obser-
vations could be affected by wave–current interaction.
Although we did not observed visually any surface sig-

natures of such an interaction (like an area of enhanced
or suppressed roughness), we cannot rule out that our
observations are somehow affected by a coastal cur-
rent. However, because we didn’t trace the spatial
variations of the current and wave field, this effect is
not taken into account in the model nor in the model
comparison. Note that an inhomogeneity of the back-
ground current can be easily incorporated within the
framework of the present model; we just have to take
into account the effect of current velocity gradients on
the energy and momentum gains and losses in (3.6) and
(3.19). Wave breaking is very sensitive to the presence
of surface current gradients and is strongly enhanced–
suppressed in the zones of surface current conver-
gence–divergence (quantitative estimates of impact of
some kind of surface currents on wave breaking can be
found in Kudryavtsev et al.2005). Thus, at a given wind
speed, subsurface turbulence and wind-driven current
could also be affected by background (not wind driven)
surface currents through wave energy and wave-
breaking modulation due to wave–current interaction.
Further discussion of this problem is out of the scope of
the present study.

5. Current velocity profiles beneath the sea surface

a. Viscous sublayer

We assume that from the top, the sea surface is “cov-
ered” by a water molecular sublayer. Though the sea
surface is sporadically disrupted by wave breaking (see,
e.g., Siddiqui et al. 2002; Siddiqui and Loewen 2007),
the molecular sublayer recovers rapidly. In the mean,
the molecular sublayer should certainly exist, at least
up to very strong winds, when wave-breaking foam be-
comes the dominant feature of the water surface. Just
beneath the surface, the molecular diffusion transports
both momentum and heat. The manifestation of the
molecular sublayer at the water side of the sea surface
as a cool temperature skin is a well-known fact and a
routinely observed phenomenon (e.g., Sounders 1978;
Schlussel et al. 1990).

Within the framework of renewal surface models, the
molecular sublayer thickness !� at the water side of the
sea surface can be introduced as (see, e.g., Kudryavtsev
and Soloviev (1985, and their references to the prior
works)

�� � ��wt*�
1�2, �5.1�

where t* is a characteristic time between successive dis-
ruptions of the molecular sublayer and �w is the water
molecular viscosity. In the turbulent flow over a smooth
surface, the mechanism of such disruptions is shear in-
stability of the molecular sublayer, and the mean period
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between successive disruptions is t* � 102�w /	2

*, which
with (5.1) leads to !� 
 �w /	*. At low wind speeds,
cooling of the water surface due to evaporation causes
convective thermal instability of the molecular sublay-
er, which creates another time scale: the scale of its
disruption (for more details and references, see, e.g.,
Kudryavtsev and Soloviev 1985; Soloviev and Schlues-
sel 1994). As discussed above (see also Fig. 5), at mod-
erate and strong winds, wind waves support a signifi-
cant part of the surface stress. Therefore, we may ex-
pect that at moderate and strong winds the shear stress
inside the molecular sublayer is relatively weak, and
other mechanisms other than shear instability should be
responsible for its disruption. As mentioned above, mi-
croscale breaking disrupts the molecular sublayer and
provides additional turbulent mixing beneath the sur-
face, which is more efficient than shear production (see
Fig. 6). Siddiqui et al. (2002) found that microscale
breaking produces strong vortices that disrupt the mo-
lecular sublayer and generate enhanced turbulence im-
mediately below the surface. They concluded that at
low and moderate wind speeds this subsurface turbu-
lence determines the heat and gas transfer rate, and
they found that heat transfer velocity KH is propor-
tional to the RMS turbulent velocity just beneath the
surface.

We adopt this experimental finding by Siddiqui et al.
(2002) as the starting point in our further study, assum-
ing that heat transfer velocity KH 
 q0, where q0 is a
turbulent velocity scale specified by Eq.(4.1) at the sur-
face (at z → 0). Because transfer velocity KH is linked
to the time scale of molecular sublayer disruption t* as
t* 
 �w/K2

H 
 �w/q2
0, and using (5.1), we arrive at

�� � c��w �q0, �5.2�

where c� is a constant. If the effect of wave breaking
disappears, then q0 � 	*, and Eq. (5.2) must turn into
the classical relation for the viscous sublayer thickness
in the wall boundary layer over a smooth surface,
where c� � 10. This value of c� is assigned in the present
study.

There are two options of how to take into account
the molecular sublayer in our problem: the first is to
introduce a two-layer model where momentum and
TKE conservation Eqs. (3.15) and (4.1) are valid at z �
!�, and at z � !� the turbulence mixing disappears and
shear stress is supported by molecular viscosity; the sec-
ond is to introduce a smooth transition between turbu-
lent and molecular transfers by modifying the turbulent
mixing length, as had been suggested by Van Driest
(1956), for example. For the sake of clarity, we have
chosen the first option. The velocity profile inside the
viscous sublayer reads

w�z� � w� �
� � �wb

�w
��� � z�, �5.3�

where w is the complex current velocity and w! is the
current velocity at z � !�. By definition, (5.3) provides
continuity of the turbulent momentum flux at z � !�
specified by (5.2).

b. Comparison with the near-surface drift data

Wind drift of the surface slick shown in Fig. 4 may be
used to assess the validity of our assumptions on verti-
cal profiles of the current immediately beneath the sur-
face. If we assume that the analogy with a turbulent
boundary layer over a smooth surface is valid, then the
velocity drop us � u! over the molecular sublayer itself
should be (us � u!) � c�	* [see (5.3)], that is, about
1.3% of wind speed. This estimate is 2 times larger than
the observed velocity drop over the uppermost 0.5 m
shown in Fig. 4. Thus we may presume that under real
conditions, wave breaking (including small-scale break-
ing) significantly affects the velocity profile beneath the
surface. Dashed and solid lines in Fig. 4 show model
simulations of the slick velocity drift with respect to the
0.5 m for two inverse wave ages U23/cp � 1 and 3, which
corresponds to the range of U23/cp in the slick experi-
ments. Overall, the model is consistent with the data,
predicting rather weak wind drift of the sea surface
relative to 0.5-m depth (drift coefficient is about 0.7%).

Cheung and Street (1988) carefully measured the ve-
locity defect at the water surface in the laboratory ex-
periment, which gives an extra opportunity to check the
model. Figure 10 shows the wind current velocity defect
with respect to the surface velocity �u(z) � us � u(z)
measured by Cheung and Street (1988) in laboratory
conditions (see their Fig. 1). As reported, the Stokes
drift was subtracted from these data. Only the data
when wind waves were observed visually are shown in
this figure. Conditions of Cheung and Street (1988) ex-
periments are summarized in Table 1. In Fig. 10, the
data are presented in the coordinate system for a wall
turbulent boundary layer over the smooth surface. The
universal velocity profile in the boundary layer of
this kind is shown by a thin dashed line. As noted by
Cheung and Street (1988), the measurements in this
coordinate system do not collapse, and, except data at
U � 2.6 m s�1, they lie well below the universal law.
The observed departure of velocity profiles from the
smooth surface prediction is usually associated with an
increase of the surface roughness.

Predictions of the model for this experiment were
calculated for water friction velocity 	* and frequencies
of the wind-wave’s spectral peak fp listed in Table 1. At
the lowest wind speed U � 2.6 m s�1, the wavenumber
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of the spectral peak is kp � 150 rad m�1, and this value
exceeds kwb � k� /3 � 120 rad m�1, which is in our
model the short wavenumber cutoff for breaking
waves. Therefore, there is no effect of wave breaking at
this wind speed, and the model, expectedly, predicts a
profile corresponding to the universal law plotted in
Fig. 10. Other curves show model predictions for higher
wind speeds, where microbreaking and breaking are
essential. The model qualitatively reproduces the be-
havior of velocity defect profiles with a wind speed in-
crease. According to the model, the observed deviation
of the velocity profiles from the universal law for the
smooth surface is caused by direct injection of momen-
tum and energy from small-scale breaking into the wa-
ter body. Though the water surface remains smooth
(because we introduced the molecular sublayer), en-
hanced turbulence mixing straightens velocity profiles
and makes the molecular sublayer thinner. These fac-
tors result in a trend of velocity profiles that is usually
associated with increasing “aerodynamic” roughness of
the sea surface. Notice that well below the water sur-
face, the model velocity profiles can apparently be fit-
ted by log law. The intersection of the log law with the
z axis gives a water surface roughness scale. However,

an advantage of our model is that it describes the fine
structure of a subgrid surface roughness, which may be
of crucial importance for many transfer processes at the
air–sea interface.

6. Concluding remarks

The starting point of our study was a dedicated field
experiment. Analysis of drifter measurements in the
uppermost 5-m layer showed that the wind-driven cur-
rent velocity gradients are 2 to 5 times weaker than in
the corresponding wall boundary layer. We attribute
weak velocity gradients to enhanced turbulent mixing
due to wave breaking, despite the fact that the breaking
events (as white caps) were relatively rare or even vi-
sually absent at low winds. In this sense, our results are
consistent with experimental evidence on the enhanced
rate of TKE dissipation in the upper ocean (e.g.,
Agrawal et al. 1992; Terray et al. 1996; Drennan et al.
1996). Besides, our measurements showed that the ve-
locity defect between the sea surface (identified by trac-
ing drift of an artificial slick) and 0.5-m depth normal-
ized by wind speed is about 0.7%. This estimate is even
smaller than the anticipated velocity drop over the mo-
lecular sublayer, which should be on the order of 10	*
or about 1% of wind speed.

To interpret available observations, we proposed a
semiempirical model based on taking into account the
effect of wave breaking on wind-driven current and tur-
bulence. The model develops the idea suggested by Ki-
taigorodskii (1984) and Terray et al. (1996) of direct
injection of momentum and energy by breaking waves
into the water body by proposing a mathematical for-
mulation of the idea and by extending it for situations
with no visible breakings. One of the key novel features
is that we apply this approach for wave breaking of all
scales, including small-scale breaking. This is prompted
by experimental finding by Zhang and Cox (1999), Sid-
diqui et al. (2002), Zappa et al. (2002), and Siddiqui and
Loewen (2007), who showed that small-scale breaking
(generating parasitic capillaries) produces intensive
vortices that provide strong mixing beneath the surface.
We assumed that a breaking wave injects its momen-
tum and energy into a layer of depth about its inverse

TABLE 1. Conditions of the Cheung and Street (1988)
experiment.

U (m s�1) us (m s�1) 	* (m s�1) fp (Hz)

2.6 0.07 0.0034 6.1
3.2 0.070 0.0049 5.2
4.7 0.093 0.0070 3.5
6.7 0.137 0.0112 2.7
9.9 0.204 0.0175 2.4

13.1 0.270 0.0275 2.0

FIG. 10. Current velocity defect in laboratory conditions at vari-
ous wind speed. Symbols represent measurements by Cheung and
Street (1988): 2.6 (nabla), 3.2 (triangle), 4.71 (square), 6.7 (plus),
9.9 (cross), and 13.1 m s�1 (circle). Conditions of the experiment
are listed in Table 1. Curves show model predictions for different
wind speeds (water friction velocities) listed in Table 1: 3.2
(dashed–dotted), 4.7 (dashed), 6.7 (dotted lines), 9.9 (thin solid),
and 13.1 m s�1 (thick solid). Thin dashed line indicates velocity
profile over a smooth surface: [us � u(z)]/	

*
� z� at z� � 10, and

[us � u(z)]/	* � 10 � 1/� ln(z�/10) at z� � 10.
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wavenumber. We took this effect into account by in-
troducing wave-breaking momentum and energy fluxes
into the momentum and TKE conservation equations,
supplemented by the Kolmogorov–Prandtl closure
scheme. To parameterize intensive subsurface vortices
produced by microscale breaking, we have modified the
mixing length, assuming that beneath the surface it cor-
responds to the inverse wavenumber of the smallest
breaking waves. At large depths, the mixing length is
bounded by a value proportional to 	*/f—the Ekman
boundary layer scale (Zilitinkevich and Esau 2005).

As expected, the rate of production of turbulence by
wave breaking is much stronger than the shear produc-
tion, which results in enhanced turbulent mixing in the
wave-stirred layer and a dramatic deviation of its ver-
tical structure from the wall boundary layer law. The
proposed model is able to consistently describe our ob-
servations, in particular, a weak current velocity gradi-
ent in the upper layer, as well as available experimental
field data on the enhanced rate of TKE dissipation.

In our model development we did not need an intro-
duction of a roughness length, which would be neither
similar to the Charnock roughness scale nor propor-
tional to the significant wave height. The latter is widely
used in the upper ocean current and turbulence mod-
eling (e.g., Drennan et al. 1996; Craig and Banner 1994;
Stacey, 1999; Soloviev and Lukas, 2003; Rascle et al.
2006). However, the shortcomings of such an approach
are that the uppermost layer of the ocean remains sim-
ply unresolved and all physical processes occurring be-
neath the surface are treated as subgrid processes. In-
stead, we took into account that from the “top” the sea
surface is covered by the molecular sublayer, which is a
routinely observed phenomenon referred to as a cool
skin. Its thickness depends on the turbulence intensity
beneath, and the velocity drop over this layer is gov-
erned by tangential stress acting on the surface from the
air side.

We would like to emphasize that the pretty bold as-
sumptions we made about turbulence generated by the
capillaries and the choice of the cutoff scale have been
justified by our comparison with the very careful labo-
ratory experiment by Cheung and Street (1988). Note
that Siddiqui and Loewen (2007) reported another set
of extensive laboratory investigations on the effect of
small-scale breaking on TKE and wind-driven current.
However, because Siddiqui and Loewen’s (2007) study
appeared when the present paper had been already
submitted, any detailed discussion of their findings was
not possible.

The proposed model certainly has room for further
development. In particular, in our study for the sake of
simplicity we neglected diffusion of turbulence. It could

and should be taken into account with the price being
the necessity to solve the momentum and TKE conser-
vation equations numerically. We adopted Phillips’s
(1985) hypothesis on the spectral distribution of break-
ings fronts for the full range of wind waves. Once there
is a better estimate for the breaking distribution, it is
straightforward to incorporate it into the model. Simi-
larly, a more elaborate parameterization of mixing
caused by breaking events could be developed, depen-
dent on the progress in direct numerical simulation of
breaking along the lines of Sullivan et al. (2004). How-
ever, even in its present form the model can already be
consistently used for investigation of both the upper
ocean dynamics and small-scale processes of momen-
tum, heat, and gas transfer. In particular, because the
model links the transfer with the current vertical profile
potentially measurable today by modern HF radars
(e.g., Teague 1986; Shrira et al. 2001), this paves the
way for employing an established remote sensing tech-
nique to monitor earlier inaccessible characteristics of
air–sea interaction.
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APPENDIX A

The Experiment

The experiments were carried out in the summer pe-
riods of 2000, 2001, and 2004 around the MHI Black
Sea platform (44°24�N, 33°59�E). A map of the experi-
mental area and a scheme of the experiment are shown
in Fig. A1. The vertical profile of surface current ve-
locity was measured using six drifters deployed from a
boat 1–2 km offshore. The depth of the sea always ex-
ceeded 50 m, which presumably does not affect the
dynamics of the uppermost few meters we are inter-
ested in.

Measurements of the current velocity below the wavy
surface by means of Lagrangian drifters is a well-
established technique (see, e.g., Churchill and Csanady
1983; Csanady 1984; Kudryavtsev and Soloviev 1990;
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Kudryavtsev et al. 1996. and references therein) and is
the most appropriate in our context. Because the high-
est vertical shear occurs in the immediate vicinity of the
surface, any fixed Eulerian devices are not suitable for
measurements of vertical shear profiles in the upper-
most meter. The existing acoustic Doppler current
profilers (ADCPs) usually do not resolve the upper-
most 0.5–1 m, which are crucial for our study (e.g.,
Ivonin et al. 2004). The techniques of estimating verti-
cal profiles of surface currents in the uppermost meter
based on HF radars, in fact, estimate several integrals
of vertical profile of current with certain weighting
functions, and to recover the current profile one needs
some a priori knowledge of the shape of the profile
(Shrira et al. 2001; Teague 1986).

The design of the drifter employed in our experi-
ments and its geometrical parameters are given in Fig.
A1 (middle). The drifter consists of a surface float and
drogue connected by a thin steel cable. The drogue has
a form of a box with the top and bottom knocked out.
Six drifters with different depths of the drogues were
used. The depth of the drogue hi is defined as a distance
from its geometric center to the surface and was equal
to hi � 0.25, 0.5, 1.0, 2.0, 3.0, and 5.0 m. The effective
section of the drogue is about 50 times larger than that
of the surface float. Thus, the drifter follows the current
velocity at the depth of the drogue. The procedure of
currents measurements is sketched in Fig. A1. The
drifters were simultaneously deployed from the boat at
a distance of about 2 km away from the platform. Co-
ordinates of this point R0 � (x0, y0) were determined by
a laser range finder installed on the platform. After
about 30 to 60 min, the time interval was chosen to be
large enough to have a distance between the drifters on
the order of 100 m, the boat traveled over all the drift-
ers and successively picked them up at corresponding
time �ti. Coordinates Ri � (xi, yi) of the picking up of

each of the drifters were determined by the same laser
range finder from the platform. Velocity of an ith
drifter was estimated as

ui �
Ri � R0

�ti
. �A.1�

An example of the drifter scatter before their picking
up is shown in Fig. A1. For comparison, the boat length
is also shown in this figure. Velocity of each drifter is
interpreted as the current velocity at the drogue depth.
The error |!ui | in estimating of ui results primarily from
the “finite” length l of the boat (l � 7m), |!ui | can be
estimated as |!ui | � �(l/2)/�ti, which at �ti � 30 min
gives | |!ui | � �2 � 10�3 m s�1.

Note that due to its size the drogue filters wave-
induced velocity oscillations with wavenumbers exceed-
ing k � 1/lmax, where lmax is the maximal scale of the
drogue. At lmax � 0.46 m the cutoff wavelength �cut-off

is about �cut-off � 3 m. Our estimates showed that the
relaxation time of the drogue (its inertia) is much less
than the period of the cutoff surface wave. Therefore,
we assume that the drogue follows both mean currents
and wave-induced motions caused by surface waves
with k � 1/lmax. The latter presumes that the drogue
may possess a mean Lagrangian wave velocity udr simi-
lar to the Stokes drift of dominant surface waves. This
mean Lagrangian horizontal velocity of a drifter is de-
fined as udr � u(r, t), where u is the Eulerian velocity,
r is the radius vector of drogue, which can be repre-
sented as the sum of mean r and wave-induced oscilla-
tions r̃, r � r � r̃. In the second order of wave steepness,
the drifter velocity reads

udr � u�r, t� � u�z� �
�ũ

�x
r̃x �

�ũ

�z
r̃z, �A.2�

where u is the mean velocity, ũ is the wave horizontal
velocity, and r̃x, r̃z are wave-induced horizontal and ver-

FIG. A1. (left) Map of the experimental area, (middle) design of a drifter used in the experiments and
its geometrical parameters in cm, and (right) an example of the drifters position before their picking up
(right plot).
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tical displacements of the drogue. Because the drogue
is linked to the surface float, r̃z is equal to the wave
surface displacement, while r̃x corresponds to the local
horizontal wave displacement. If a, k, and c are am-
plitude, wavenumber, and phase velocity of a mono-
chromatic wave, then the drifter’s Lagrangian velocity
(A.2) is

udr�z� � u�z� � uSt�z�,

uSt�z� � a2k2c�e�kz � e�2kz��2. �A.3�

Thus the drifter velocity consists of the mean Eulerian
velocity u(z) and a quasi-Stokes velocity component
uSt(z). The latter differs from the classical Stokes drift
velocity by the shape of vertical attenuation [a sum of
two exponents instead of a single one: exp(�2kz)].

The experiments of 2004 and 2005 were supple-
mented by the measurements of the velocity at the sea
surface. The artificial surface slick was chosen as a
“tracer” of the surface currents. The artificial slick was
produced by a vegetable oil spilled from the boat (the
spilled volume was 170 cm3). With time, the oil spread
on the surface and, due to suppression of short wind
waves, formed a well-visible surface slick. Drift of the
slick was observed by means of photography of the sea

surface by the digital camera Olympus C750Z from a
shore cliff of altitude 153 m. The cliff is indicated by a
small asterisk at the top left in Fig. 1A. Evolution of the
geometric properties of the slick (such as its area and
configuration parameters) is reported in Malinovsky et
al. (2007). In the present study, we shall use only its
mean drift velocity defined through the coordinates of
its “center of mass.” To determine the center and its
coordinates (with respect to the platform), each of the
images was transformed to the orthophotograph. A
fragment of the transformed image containing the slick
is shown in Fig. A2. Coordinates of the slick at the
beginning and the end of the survey (this time interval
was the same as for the drifters) were used to assess the
surface drift velocity via (A.1). Only two drifters at
depths 0.5 and 5 m were used in the experiments with
the slicks.

The measurements of surface currents were accom-
panied by measurements of the water temperature pro-
files in the upper 10 m taken from the boat (with dis-
creteness over depths of 0.5 m), measurements of wind
velocity and air temperature from the platform at
height 23 m, and surface waves were measured by an
array of six resistance wave gauges (except 2000 when
sea state was observed visually). The wave gauges en-

FIG. A2. Fragment of a photograph (transformed to the orthophotograph) of the sea surface contain-
ing the artificial slick. Photographing made by digital camera from the rock (altitude 153 m) indicated
in (left) Fig. A1 by a star.
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abled us to estimate 2D wave spectra, and thus to dis-
criminate wind seas and swell. In the present study, we
analyze the data obtained at conditions of on-shore
winds only and at almost neutral stratification of the sea
upper layer—when the temperature drop within the up-
per 10 m did not exceed 0.1°С. By selecting these data
we are trying to filter out the effects of the diurnal
heating, which may significantly affect dynamics of the
upper layer at low wind (e.g., Kudryavtsev and Soloviev
1990; Kudryavtsev et al. 1996).

APPENDIX B

Estimate of Momentum and Energy Flux Spent on
Wave Development

Let us estimate the share of the energy and momen-
tum fluxes spent on the wave field development (Fd

and �d, respectively) with respect to the energy Fw and
momentum � f fluxes coming from the wind. These
quantities are estimated as

�Fd, �d� � �cg��E, M���x1 dk, �B.1�

�Fw, � f � � ����E, M� dk, �B.2�

where E(k) and M(k) � k1/�E(k) are the wave energy
and momentum spectra, respectively, � � c�(u*/c)2

cos2 is the wind wave growth rate (at ��/2 �  �

�/2), c� is the growth rate constant, and  is the angle
between vector k and wind direction (Plant 1982; see
also Kudryavtsev and Makin 2004 for justification of
the angular distribution of �). Ratios of the advective
energy and momentum fluxes (B.1) to the correspond-
ing wind fluxes (B.2) calculated for the original JON-
SWAP spectrum (see, e.g., Komen et al. 1994) as a
function of inverse wave age U10/cp for wind speeds 5,
10, and 20 m s�1 are shown in Fig. 5. To have a smooth
transition from young to mature seas, in these calcula-
tions dependence of U10/cp on fetch is specified as (El-
fouhaily et al. 1997):

U10�cp � 0.84 �tanh�x̂�x̂0�
0.4��0.75,

where x̂ � xg/U2
10 is the dimensionless fetch x̂0 �

2.2 � 104.
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