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Abstract: A time-averaged probabilistic model is developed to predict irregular wave runup statistics on permeable slopes such as cobble
beaches and revetments. The cross-shore variations of the mean and standard deviation of the free surface elevation and horizontal fluid
velocities above and inside a porous layer are predicted using the time-averaged continuity, momentum, and energy equations. The mean
and standard deviation of the shoreline elevation measured by a runup wire are estimated from the predicted mean and standard deviation
of the free surface elevation. The wave runup height above the mean water level, including wave setup, is assumed to be given by the
Rayleigh distribution. The wave reflection coefficient is estimated from the wave energy flux remaining at the still water shoreline. This
computationally efficient model is shown to be in fair agreement with 57 small-scale tests conducted on 1 /5 and 1 /2 permeable slopes
situated inside surf zones on impermeable gentle slopes.
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Introduction

The prediction of irregular wave runup is necessary in determin-
ing the crest height of a coastal structure and the landward limit
of wave action on a beach. A large number of studies were per-
formed to understand the swash dynamics and predict wave runup
for given slope and offshore wave characteristics, as reviewed by
Kobayashi �1999�. The prediction of wave runup was initially
based on experiments and empirical formulas because of the com-
plexity involved in wave breaking and runup. Time-dependent
numerical models for shallow-water waves were developed to
predict regular wave runup �Kobayashi et al. 1987�, irregular
wave runup on a rough impermeable slope �Kobayashi et al.
1990�, and irregular wave runup on a permeable slope �Wurjanto
and Kobayashi 1993�. These models are one dimensional in the
cross-shore direction and do not predict the vertical variations of
fluid velocities. Vertically two-dimensional models were also de-
veloped to predict plunging waves on an impermeable slope �van
der Meer et al. 1993� and regular wave interaction with a steep
porous structure �Liu et al. 1999�. These numerical models predict
the detailed temporal and spatial variations of the free surface
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elevation and fluid velocities which are needed to understand the
complicated hydrodynamics.

For practical applications, the time-dependent models for
wave runup have not been applied routinely perhaps because
these models require significant computational efforts and expe-
rience to run computer programs and obtain quantities of practical
importance. On the other hand, empirical formulas for irregular
wave runup on coastal structures have been improved to account
for various factors �van der Meer and Janssen 1995; van Gent
2001� but are not versatile enough to deal with various combina-
tions of different beaches and structures. These empirical formu-
las require the input of the representative height and period of
incident waves at the toe of the structure which is normally lo-
cated inside the surf zone during a severe storm. Consequently, a
wave model will be necessary to predict the wave transformation
from offshore to the toe of the structure.

Irregular wave breaking and wave setup on an impermeable
beach of arbitrary profile are generally predicted using numerical
models such as that of Battjes and Stive �1985� based on time-
averaged momentum and energy equations. Their time-averaged
model predicts only the mean and standard deviation of the free
surface elevation but is widely used because of its computational
efficiency. In this study, the time-averaged model of Battjes and
Stive �1985� is extended landward to a permeable slope such as a
revetment and a static cobble beach. The extended wave propa-
gation model is combined with a probabilistic wave runup model
to predict the runup heights of practical importance such as the
significant and 2% runup heights. Furthermore, this time-
averaged probabilistic model predicts the cross-shore variations
of the mean and standard deviation of the free surface elevation
and horizontal fluid velocities above and inside the permeable
layer.

In the following, the time-averaged probabilistic model is pre-
sented first. The laboratory experiments using 1 /5 and 1 /2 per-
meable slopes are described second. The developed model is
compared with 57 tests in the two experiments and used to exam-
ine the permeability effects on the wave motion on the slope.

Finally, the findings of this study are summarized.
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Time-Averaged Probabilistic Model

The problem examined here is depicted in Fig. 1 where the beach
slope and permeable slope are arbitrary. Alongshore uniformity
and normally incident waves are assumed. The cross-shore coor-
dinate x is positive onshore. The vertical coordinate z is positive
upward with z=0 at the still water level �SWL�. The upper and
lower boundaries of the permeable stone layer are located at
z=zb and zp, respectively, where the lower boundary is assumed
impermeable to simplify the problem. The gently sloping beach in
front of the permeable steep slope is assumed to be impermeable
and zb=zp on the beach. The instantaneous water depth and free
surface elevation are denoted by h and �, respectively, and
h= ��−zb�. The horizontal fluid velocity u�depth-averaged ve-
locity. The still water depth at the toe of the permeable slope
denoted by dt is arbitrary but is normally located inside the surf
zone during storms.

The time-averaged continuity, momentum, and energy equa-
tions used here are those given by Kobayashi et al. �2007� for the
prediction of irregular breaking wave transmission over a sub-
merged porous breakwater. These conservation equations are
applicable for the case of negligible reflected waves. The time-
averaged momentum and energy equations are expressed as

dSxx

dx
= − �gh̄

d�̄

dx
− �b;

dF

dx
= − DB − Df − Dr �1�

where Sxx=cross-shore radiation stress; �=fluid density;

g=gravitational acceleration; h̄=mean water depth with the over-
bar denoting time averaging; �̄=wave setup or setdown;
�b=time-averaged bottom shear stress; F=wave energy flux per
unit width; and DB ,Df and Dr=time-averaged energy dissipation
rate per unit horizontal area due to wave breaking, bottom fric-
tion, and porous flow resistance, respectively.

Linear wave theory for onshore progressive waves is used to
estimate Sxx and F where the root-mean-square wave height Hrms

for irregular wave energy used by Battjes and Stive �1985� is
defined as Hrms=�8 �� with ��=standard deviation of �

Sxx = �g��
2�2n − 0.5�; F = �gCg��

2 �2�

where n=Cg /Cp with Cg and Cp=group velocity and phase ve-

locity in the mean water depth h̄ corresponding to the spectral
peak period Tp of incident waves.

The bottom shear stress �b and the corresponding dissipation
rate Df are expressed using the formulas based on the quadratic
drag force based on the horizontal velocity u. The mean and stan-
dard deviation of u are denoted by ū and �u, respectively. The
Gaussian distribution of u and the equivalency of the time and
probabilistic averaging are assumed to express �b and Df in terms

¯

Fig. 1. Time-averaged model for wave propagation on permeable
slope
of u and �u
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�b =
1

2
�fb�u

2G2�u*�; Df =
1

2
�fb�u

3G3�u*�; u* =
ū

�u
�3�

where fb=bottom friction factor. The values of fb=0 on the
smooth slope and fb=0.01 on the stone slope calibrated by Koba-
yashi et al. �2007� are used without additional calibration for the
present experiments. The analytical functions G2�r� and G3�r� for
the arbitrary variable r are given by Kobayashi et al. �2005� and
can be approximated as G2�1.64r and G3��1.6+2.6r2� for �r�
�1.

The standard deviation �u is estimated using the relationship
between �u and �� based on linear shallow-water wave theory
�Kobayashi et al. 1998�

�u = �*�gh̄�0.5; �* = ��/h̄ �4�

The mean ū is estimated using the time-averaged, vertically inte-

grated continuity equation ��u��+ ūh̄+ �̄hp�=0 with the condition
of no net landward water flux in the absence of wave overtopping.
In this equation, �u��=onshore flux due to linear shallow-water

waves �Kobayashi et al. 1998�; ūh̄=offshore flux due to the return
current ū; and �̄hp=water flux inside the permeable layer of ver-
tical height hp due to the time-averaged horizontal discharge ve-
locity �̄. Substitution of Eq. �4� into the continuity equation yields

ū = − ��*
2�gh̄�0.5 + �̄hp/h̄�; hp = zb − zp �5�

where hp=0 on the impermeable beach.
The energy dissipation rate Dr in Eq. �1� is estimated using

the formula by Wurjanto and Kobayashi �1993� based on the
discharge velocity � inside the permeable layer as explained
by Kobayashi et al. �2007�. The laminar and turbulent flow resis-
tance coefficients are estimated using the formulas by van Gent
�1995�. The input required for these formulas includes
np=porosity of the stone; Dn50=nominal stone diameter defined
as Dn50= �M50 /�s�1/3 with M50=median stone mass and �s=stone
density; and �=kinematic viscosity of water ���0.01 cm2 /s�.
The mean �̄ and standard deviation �� of the discharge velocity
are estimated assuming the local force balance between the hori-
zontal gradient of hydrostatic pressure and the flow resistance
inside the permeable layer �Kobayashi et al. 2007�.

The energy dissipation rate DB due to wave breaking in Eq. �1�
is estimated using the formula by Battjes and Stive �1985� modi-
fied by Kobayashi et al. �2007� to increase DB in the region where
the horizontal length scale is imposed by the small depth and
bottom slope. The formula by Battjes and Stive �1985� includes
the empirical breaker ratio parameter �. Their calibrated values of
� were in the range of 0.6–0.8. In the subsequent comparisons,
�=0.6, 0.7, and 0.8 are tried.

Eqs. �1�–�5� are solved using a finite difference method with
constant nodal spacing 	x of approximately 1 cm for a sufficient
resolution near the shoreline in the following small-scale experi-
ments. The bottom elevation zb�x� and the impermeable boundary
zp�x� are specified as input. The stone is characterized by its
nominal diameter Dn50 and porosity np. The measured values of
Tp , �̄ and Hrms=�8�� are specified at the seaward boundary
x=0 outside the surf zone. The landward-marching computation

is continued until the computed value of h̄ or �� becomes nega-

tive in the region of h̄ on the order of 0.1 cm. The computation
time is of the order of 1 s using a workstation.

The time-averaged model based on Eqs. �1�–�5� neglects re-
flected waves. An attempt is made to estimate the degree of wave

reflection. The onshore energy flux F in Eq. �1� decreases land-
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ward due to energy dissipation caused by wave breaking, bottom
friction, and flow resistance inside the permeable slope. The re-
sidual energy flux Fsws at the still water shoreline located at
zb=0 is assumed to be reflected from the slope and propagate
seaward. The effect of reflected waves on the incident waves may
be neglected if Fsws is small in comparison to the incident wave
energy flux. The root-mean-square wave height �Hrms�r due to the
reflected wave energy flux is crudely estimated as

�Hrms�r = �8Fsws/��gCg��0.5 �6�

A probabilistic model for irregular wave runup is developed
using the computed �̄�x� and ���x� on the permeable slope. A
runup wire is used in the subsequent experiments to measure the
shoreline oscillations above the slope as shown in Fig. 1. The
vertical height 
r of the wire above the average stone surface is
given in the following. The wire measures the instantaneous el-
evation �r�t� above SWL of the intersection between the wire and
the free surface unlike a wave gauge that measures ��t� at given
x. Fig. 2 depicts an intuitive method used to estimate the mean �̄r

and standard deviation �r of �r�t�. The probabilities of � exceed-
ing ��̄+���, �̄ and ��̄−��� are assumed to be the same as the
probabilities of �r exceeding ��̄r+�r�, �̄r, and ��̄r−�r�, respec-
tively. The elevations of Z1, Z2, and Z3 of the intersections of
��̄+��, �̄ and ��̄−�� with the runup wire are obtained using the
computed �̄�x� and ��x� together with the wire elevation �zb�x�
+
r�. The obtained elevations are assumed to correspond to
Z1= ��̄r+�r�, Z2= �̄r, and Z3= ��̄r−�r�. The mean and standard
deviation of �r�t� are estimated as

�̄r = �Z1 + Z2 + Z3�/3; �r = �Z1 − Z3�/2 �7�

where the use of Z1, Z2, and Z3 to estimate �̄r is slightly more
reliable than �̄r=Z2 because the elevation Z2 is somewhat sensi-
tive to the detailed spatial variation of �̄�x�.

The runup height R is defined as the crest height above SWL
of the temporal variation of �r. The time series of ��r�t�− �̄r� is
analyzed using a zero-upcrossing method to identify the crests in
the time series. This procedure is the same as that used for the
analysis of the wave crests in the time series of ��t� except that
the wave crest is defined as the height above the mean water

Fig. 2. Elevations Z1, Z2, and Z3 of intersections of ��̄+���, �̄ and
��̄−��� with runup wire where �̄ and �� are mean and standard
deviation of free surface elevation
level. The probability distribution of linear wave crests is nor-
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mally given by the Rayleigh distribution �e.g., Goda 2000�. As a
first approximation, the runup height �R− �̄r� above the mean
level �̄r is given by the Rayleigh distribution

P�R� = exp�− 2	 R − �̄r

R1/3 − �̄r

2� �8�

where P�R�=exceedance probability of the runup height R above
SWL; and R1/3=significant runup height defined as the average of
1 /3 highest values of R. The mean �̄r related to wave setup is
normally neglected in Eq. �8� for the prediction of irregular wave
runup on steep coastal structures �e.g., van der Meer and Janssen
1995�. However, wave setup on gentler slopes is not negligible as
will be shown for the permeable slope experiments in this study.

Finally, it is necessary to express R1/3 in terms of �̄r and �r

estimated using Eq. �7�. If the probability distribution of �r is
approximately Gaussian, use may be made of �R1/3− �̄r��2�r

�Goda 2000�. For the following experiments using 1 /5 and 1 /2
permeable slopes, R1/3 is estimated as

R1/3 = �̄r + �2 + tan ���r �9�

where �=slope angle from the horizontal and tan �=1 /5 and 1 /2
in the experiments. The slope correction in Eq. �9� is purely em-
pirical and needs to be verified for other slopes.

Experiments

The time-averaged probability model is compared with the per-
meable slope experiments with tan �=1 /2 and 1 /5 by Kearney
and Kobayashi �2001a� and de los Santos and Kobayashi �2005�,
respectively. It should be noted that the initial attempt by Kearney
and Kobayashi �2001a� to develop a probabilistic runup model
was not successful. The two experiments are explained concisely
in the following.

The experiment by de los Santos and Kobayashi �2005� was
conducted in a wave flume that was 33 m long, 0.6 m wide, and
1.5 m high as shown in Fig. 3. An impermeable smooth beach
with a 1 /34.4 slope was installed in the flume. Angular stone was
placed randomly on a 1 /5 impermeable slope to simulate an ide-
alized cobble beach. The measured nominal diameter and porosity
of the angular stone were Dn50=3.4 cm and np=0.5, respectively.
The vertical thickness of the stone layer was 14 cm. Irregular
waves, based on the TMA spectrum, were generated in a burst of
429.6 s using a piston-type wave paddle. The sampling rate was
20 Hz for all the time series measured in the experiment. The
initial transient of 20 s in each burst was removed for subsequent
data analyses.

Thirty tests were conducted for the 1 /5 slope experiment. The
still water depth dt at the toe of the slope was varied from
16.6 to 24.6 cm with an increment of 2 cm. The spectral peak
period Tp was approximately 1.5, 2.3, and 3.0 s. The root-mean-
square wave height Hrms=�8�� was selected to be as large as
feasible without any wave breaking in the vicinity of the wave-
maker located in the still water depth dh= �dt+31� cm. For the
specified dt and Tp, two tests were performed to check the vari-
ability of Hrms resulting from the generation of large waves.

For each test, seven capacitance-type wave gauges and a runup
wire were used to measure the time series of � and �r at the
locations indicated in Fig. 3 where x=0 at wave Gauge 1. The
vertical height 
r of the runup wire above the 1 /5 slope was
approximately 2 cm. Wave Gauges 1–3 were located immediately

outside the surf zone and used to separate the incident and
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reflected waves using linear wave theory �Kobayashi et al. 1990�.
The average reflection coefficient r is defined as
r= �Hrms�r / �Hrms�i where �Hrms�r and �Hrms�i�reflected and inci-
dent root-mean-square wave heights. Table 1 shows the ranges of
Tp, Hrms, and r measured at Wave Gauge 1 for the 30 tests where
Hrms includes both incident and reflected waves. The difference
between Hrms and �Hrms�i was less than 5% because
r=0.16–0.24 and Wave Gauge 1 was located at the horizontal
distance of 6.3 m seaward of the toe of the 1 /5 slope. Wave
Gauges 4–7 measured the irregular breaking wave transformation
on the gentle slope and the seaward edge of the 1 /5 slope. Three
three-dimensional �3D� acoustic Doppler velocimeters �ADVs�
were used to measure fluid velocities at the middepth between the
still water level and the beach. The cross-shore locations of the
three ADVs are given in Fig. 3. The measured vertical and cross-
flume velocities appeared to be dominated by turbulent velocities
and were much smaller than the cross-shore velocity u which was
dominated by the wave component. Only the horizontal velocity u
is considered hereafter.

The experiment by Kearney and Kobayashi �2001a� was con-
ducted in a different wave tank that was 30 m long, 2.44 m wide,
and 1.5 m high. A plywood beach with a 1 /32.1 slope and a stone
revetment with a 1 /2 slope were installed in the tank. The nomi-
nal diameter of the angular stone was Dn50=3.2 cm and the stone
porosity, which was not measured, is assumed to be the same as
np=0.5 for the stone used in the other experiment. The thickness
of the permeable layer was approximately 14 cm. This experi-
mental setup corresponded to stone on an earthen slope. A runup
wire was placed at a distance of 
r=2.5 cm above the 1 /2 stone
revetment. Ten wave gauges were used in this wave tank to mea-
sure the irregular wave transformation from outside the surf zone
to the toe of the 1 /2 slope. Wave Gauge 1 was located 14.8 m
seaward of the toe. One ADV was also placed at the toe. Twenty
seven tests were conducted for the spectral peak periods Tp=1.5,
2.4, and 4.7 s of the TMA spectra and nine different toe depths
dt=4–20 cm with an increment of 2 cm. The duration of each test
and the sampling rate were 400 s and 20 Hz for Tp=1.5 and 2.4 s

Fig. 3. Experimental se

Table 1. Two Experiments with 1 /5 and 1 /2 Permeable Slopes with Ra

Slope
Number of

tests
dt

�cm�

1 /5 30 16.6–24.6

1 /2 27 4.0–20.0
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and 800 s and 10 Hz for Tp=4.7 s. The initial transition of 1,200
data points was removed before the data analyses. The ranges of
the wave height Hrms and the reflection coefficient r at Wave
Gauge 1 for the 27 tests are listed in Table 1. The values of r were
slightly larger for the 1 /2 slope for these two experiments with
similar ranges of Tp and Hrms.

The probability density functions of the measured ��t�, �r�t�,
and u�t� were presented by de los Santos et al. �2005� and Kear-
ney and Kobayashi �2001b� in comparison with the Gaussian and
exponential gamma distributions �Kobayashi et al. 1998�. The
exponential gamma distribution with the measured positive skew-
ness for each time series represents the measured probability den-
sity function well. The Gaussian distribution with zero skewness
is fair as a first approximation except for the free surface eleva-
tion inside the surf zone whose skewness was about unity. It is
noted that the Gaussian distributions of u and �r are assumed for
Eqs. �3� and �9�. Furthermore, de los Santos et al. �2005� showed
that the measured probability distributions of zero-upcrossing
wave heights could be represented fairly by the Rayleigh distri-
bution except that the scatter of data points was large for the
exceedance probabilities on the order of 0.01.

Fig. 4 compares the measured probability distributions of zero-
upcrossing runup heights with the Rayleigh distribution given by
Eq. �8� which accounts for the mean �̄r for the runup height R
above SWL. Fig. 4 includes all the data points from the 30 and 27
tests in the 1 /5 and 1 /2 slope experiments. The Rayleigh distri-
bution is a good approximation except for the scatter of data
points for small exceedance probabilities partly because the dura-
tion of each burst consisted of about 200 waves. The measured
probability distributions were also compared with Eq. �8� with
�̄r=0 �de los Santos and Kobayashi 2005�. The agreement is simi-
lar for the 1 /2 slope but worse for the 1 /5 slope because wave
setup is not negligible on the 1 /5 slope as will be shown later.

Fig. 5 shows the relationship between the 2% runup height
R2% and significant runup height R1/3 for each of the 57 tests
where Eq. �8� yields

r 1 /5 permeable slope

f Toe Depth dt and Wave Conditions at Wave Gauge 1

Tp

�s�
Hrms

�cm� r

1.5–3.1 7.2–12.2 0.16–0.24

1.5–4.7 8.4–16.4 0.20–0.36
tup fo
nges o
AL, AND OCEAN ENGINEERING © ASCE / MARCH/APRIL 2008 / 91

ution subject to ASCE license or copyright. Visithttp://www.ascelibrary.org



R2% − �̄r = 1.4�R1/3 − �̄r� �10�

It is noted that R2% is used for the design of the crest height of a
dike in The Netherlands �van Gent 2001�. Fig. 5 indicates that Eq.
�10� based on the Rayleigh distribution with the wave setup effect
slightly overpredicts R2% for given R1/3 and �̄r. The degree of the
overprediction increases when the measured values of R2% and
R1/3 are compared with R2%=1.4R1/3 without the wave setup ef-
fect �de los Santos and Kobayashi 2005�. Fig. 6 examines the
accuracy of Eq. �9� for tan �=1 /5 and 1 /2. The slope correction
term ��r tan �� improves the agreement in comparison with
�R1/3− �̄r�=2�r based on the Gaussian probability distribution.
This slope correction will not be valid when the slope becomes
steeper and the slope angle � approaches 90°.

Comparisons of Numerical Model with Experiments

Figs. 4–6 indicate that Eqs. �8�–�10� may be used to predict the
wave runup heights R1/3 and R2% as well as the value of R for the
specified exceedance probability P if the mean �̄r and standard

Fig. 4. Measured and Rayleigh exceedance probability distributions
of runup height R above SWL for 1 /5 �top� and 1 /2 �bottom� slope
tests
deviation �r of the shoreline fluctuations can be predicted accu-

92 / JOURNAL OF WATERWAY, PORT, COASTAL, AND OCEAN ENGINEE

Downloaded 16 Jun 2011 to 134.246.162.192. Redistrib
rately by the numerical model. For each of the 57 tests, the bot-
tom profiles zb�x� and zp�x� and the measured values of Tp, �̄ and
�� at x=0 are specified as input to the numerical model. The
output of the numerical model includes the cross-shore variations
of the variables in Eqs. �1�–�5�, and the reflected wave height
given by Eq. �6�, and the values of �̄r and �r in Eq. �7�. The only
empirical parameter calibrated here is the breaker ratio parameter
� related to DB in Eq. �1�. Use is made of �=0.7 calibrated by
Kobayashi et al. �2007� who compared the numerical model with
the experiment in which the 1 /5 permeable slope in Fig. 3 was
replaced by a submerged porous breakwater. The increase of �
causes the landward shift of irregular wave breaking on the gently
sloping beach. The calibration of � is made by comparing the

Fig. 5. Relationship between 2% runup height R2% and significant
runup height R1/3

Fig. 6. Empirical formula �R1/3− �̄r�=2.2�r and 2.5�r for 1 /5 and
1 /2 slopes
RING © ASCE / MARCH/APRIL 2008
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measured and computed cross-shore variations of �̄, ��, ū, and
�u. The overall agreement is good except for the 1 /2 slope tests
with Tp=1.5 and 2.4 s. For these tests, �=0.8 is used to improve
the agreement. This indicates the empirical nature of the formula
of DB by Battjes and Stive �1985�.

Fig. 7 compares the measured and predicted cross-shore varia-
tions of �̄, ��, ū, and �u for two repeated tests where tan �
=1 /5, dt=20.6 cm, Tp=2.31 s, and Hrms=11.46 and 11.49 cm.
The landward limit of the bottom profiles zb�x� and zp�x� in the
bottom panel of Fig. 7 corresponds to that of the computation.
The comparisons for the other 14 pairs of repeated tests on the
1 /5 slope are presented in the report by de los Santos and Koba-
yashi �2005�. The comparisons for the other pairs are similar to
those shown in Fig. 7. The numerical model slightly overpredicts
the wave setup �̄ near the shoreline. The agreement for �� is good
partly because the measured �� did not vary much. The compari-
sons for ū and �u are somewhat ambiguous because the computed
u�depth-averaged velocity but the measured u corresponded to
the middepth elevation. The agreement for ū is better than ex-
pected from the previous comparison for a submerged breakwater
by Kobayashi et al. �2007�. The standard deviation �u is overpre-
dicted slightly. On the other hand, the comparisons with the 27
tests in the 1 /2 slope experiment were presented in the report by
Kearney and Kobayashi �2001a� who used the earlier version of

Fig. 7. Measured and predicted cross-shore variations of mean and
standard deviation of � and u above bottom profile zb for two
repeated tests on 1 /5 slope
this numerical model by Johnson and Kobayashi �1998�. The
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present numerical model has also been compared with the 27 tests
and the difference of the two models is essentially limited to the
region near the shoreline where � and u were not measured.

To examine the permeability effects on �̄, ��, ū, and �u, com-
putation is also made for the 1 /5 slope tests with no permeable
layer by specifying zp=zb and hp=0 in Eq. �5�. The permeability
effects tend to increase with the increase of the toe depth dt and
with the decrease of the period Tp. Consequently, the computed
results for the test with the largest dt=24.6 cm and the smallest
Tp=1.59 s are presented in Fig. 8 where Hrms=11.59 cm at x=0.
The cross-shore variations above the 1 /5 slope are shown to dif-
ferentiate the computed variations on the porous and impermeable
slopes shown in the bottom panel of Fig. 8. The wave setup �̄
reaches a higher elevation as it approaches tangential to the im-
permeable slope. The standard deviation �� decreases landward
more gradually because of no energy dissipation due to porous
flow resistance. The return current ū is negative �offshore� on the
impermeable slope, whereas ū becomes positive above the still
water shoreline on the porous slope because of infiltration and
return flow inside the porous layer. The standard deviation �u of
the horizontal velocity u above the slope decreases landward
more gradually on the impermeable slope.

To interpret the computed variations in Fig. 8, Fig. 9 shows the
computed cross-shore variations of F*=F /�g, DB

*=DB /�g,
Dr

*=Dr /�g, and Df
*=Df /�g involved in the energy equation in

Fig. 8. Permeability effects on �̄, ��, ū, and �u
Eq. �1�. The wave energy flux F decreases landward due to the
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energy dissipation but the difference between the values on the
permeable and impermeable slopes is small for the present experi-
ment with no porous underlayer. The energy dissipation rate DB

due to wave breaking increases on the impermeable slope for
which the energy dissipation rate Dr due to porous flow resistance
is zero. The energy dissipation rate Df due to the bottom friction
is on the order of 0.02 DB. The computed results in Figs. 8 and 9
may not be very accurate but indicate the interconnected nature of
the variables in Eqs. �1�–�5�.

Figs. 10 and 11 compare the measured and predicted values of
the mean �̄r and the standard deviation �r of the shoreline eleva-
tion �r. The agreement is poor for �̄r on the 1 /2 slope. The
computed �̄r on the 1 /2 slope for Tp=2.4 and 4.7 s is too large in
comparison with the measured �̄r of about 1 cm where the com-
parisons for the different values of Tp are presented in the report
by de los Santos and Kobayashi �2005�. This overprediction does
not affect the wave runup heights R1/3 and R2% much because �r

on the 1 /2 slope for Tp=2.4 and 4.7 s is of the order of 4 cm and
much larger than the measured �̄r.

Fig. 12 compares the measured and predicted significant runup
heights R1/3 where R1/3 is predicted using Eq. �9�. The numerical
model predicts R1/3 within the error of about 20% partly because
the slope correction is included in Eq. �9� empirically.

Fig. 13 compares the measured, computed and empirical 2%
runup heights R2% where use is made of Eq. �10� for the com-

Fig. 9. Permeability effects on wave energy flux F=�gF* and
dissipation rates DB=�gDB

*, Dr=�gDr
*, and Df =�gDf

* due to wave
breaking, porous flow resistance, and bottom friction, respectively
puted R2%. The empirical formula of van der Meer and Janssen
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�1995� is also compared with the data. For the case of normally
incident waves on a slope with no berm, this formula can be
expressed as

R2% = 1.5�� f�hH1/3 with � 
 2 �11�

with

Fig. 10. Measured and predicted mean shoreline elevations �̄r

Fig. 11. Measured and predicted standard deviations �r of shoreline
oscillations
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� = 	 gTp
2

2�H1/3

0.5

tan �; �h = 1 − 0.03	4 −
dt

H1/3

2

if
dt

H1/3
� 4

�12�

where �=surf similarity parameter; H1/3=significant wave height
at the toe of the slope; � f =reduction factor due to slope rough-
ness; and �h=reduction factor due to wave breaking on a shallow
foreshore which is less than unity if �dt /H1/3��4. Eq. �11� im-
plies that �1.5 �� is replaced by 3.0 if ��2. The reduction factor
�h based on the measured ratio, H2% / �1.4H1/3�, on a foreshore
slope of 1 /100 with H2%=2% wave height is assumed to be valid
for the present beach slopes of 1 /34.4 and 1 /32.1. The reduction
factor � f for a rubble layer with two or more stone diameter
thicknesses was suggested to be in the range of 0.50–0.55 for
��4 and larger for ��4 but � f =0.52 is used here to obtain the
fair agreement shown in Fig. 13. The significant wave height H1/3

Fig. 12. Measured and predicted significant runup heights R1/3

Fig. 13. Measured, computed, and empirical 2% runup heights R2%
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for each test is obtained from the time series of the free surface
elevation measured by the wave gauge at the toe of the slope. For
the 1 /5 slope tests, 0.97���2.23 and 0.78�� f �0.91. For the
1 /2 slope tests, 2.85���9.33 and 0.61�� f �0.86. Eq. �11� de-
veloped originally for 0.5���5 is applied here for 0.97��
�9.33. Fig. 13 indicates that the numerical model and empirical
formula predicts R2% within the error of about 20%. It should be
noted that the numerical model uses the measured Hrms outside
the surf zone instead of the measured H1/3 at the toe of the slope.

Finally, Fig. 14 compares the measured and predicted reflec-
tion coefficient r at x=0 where r is predicted using Eq. �6�. The
numerical model overpredicts r for the 1 /5 slope and underpre-
dicts r for the 1 /2 slope. The wave reflection coefficient esti-
mated from the residual wave energy flux at the still water shore-
line may be crude but is useful in estimating the order of
magnitude of wave reflection using the time-averaged model.

Conclusions

The numerical model developed for the prediction of irregular
breaking wave transmission over a submerged porous breakwater
by Kobayashi et al. �2007� is extended to predict irregular wave
shoaling and breaking on a beach with a gentle slope and irregular
wave runup on a permeable slope that represents a cobble beach
and a stone revetment. The numerical model based on the time-
averaged continuity, momentum, and energy equations predicts
the cross-shore variations of the mean and standard deviation of
the free surface elevation and the horizontal velocities above and
inside the permeable layer. The mean and standard deviation of
the shoreline oscillations on the permeable slope are estimated
using the predicted statistics of the free surface elevation as
shown in Fig. 2. The probability distribution of individual runup
heights above SWL is assumed to be given by the Rayleigh dis-
tribution where the effect of wave setup is included. The signifi-
cant runup height is related empirically to the mean and standard
deviation of the shoreline oscillations.

Fig. 14. Measured and predicted wave reflection coefficients r
The developed model is compared with small-scale experi-
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ments with 1 /5 and 1 /2 slopes. The numerical model is shown to
predict the cross-shore variations of the mean and standard devia-
tion of the measured free surface elevation and horizontal velocity
above the permeable slope fairly accurately when the breaker
ratio parameter � is calibrated for some of the 1 /2 slope tests. No
measurement was made of the velocity inside the permeable
layer. The computed results with and without the permeable layer
are compared to examine the degree of the permeability effects
which are found to reduce the wave energy dissipation rate due to
wave breaking. The numerical model predicts the mean and stan-
dard deviation of the measured shoreline oscillations reasonably
well except that the mean is overpredicted for some of the 1 /2
slope tests. Nevertheless, the numerical model predicts the sig-
nificant and 2% runup heights within an error of about 20%. This
accuracy is similar to the accuracy of available empirical formu-
las based on the known wave conditions at the toe of the perme-
able slope. The advantage of this numerical model is that it can
predict the irregular wave transformation on a beach of arbitrary
profile including a nearshore bar �Kobayashi et al. 2005�. Further-
more, the numerical model may be applied to gentler permeable
slopes for which the effect of wave setup is not negligible. This
numerical model is computationally efficient with the computa-
tion time on the order of 1 s and easy to use because no numerical
difficulty has been experienced in the region of very small water
depth. However, the numerical model will need to be verified
using large-scale laboratory data and field data.
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