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ABSTRACT

A rather simple one-dimensional unsteady model similar to Mellor and Durbin (1975) is used to study the
effects of the time variability of meteorological inputs on the evolution of the thermal stratification of
marine upper layers. The physical implications of such a model are discussed, particularly with respect
1o the results obtained in a number of typical situations. The thermal structure of the marine upper layers
in the Gulf of Lion during the COFRASOV 11 expedition was also simulated. Although the model is not
able to reproduce all details of the marine environment, the mixed-layer deepening and sea surface
temperature are predicted rather well from the known meteorological parameters. It appears in conclusion
that the most important time-variability effects have been described but that the physics of the model

could be improved.

1. Introduction

The marine upper layers are constantly subjected
to the atmospheric effects at the air-sea interface,
mainly momentum transfer, sensible and latent tur-
bulent heat transfers, and radiative transfers. These
transfers of energy constantly change the thermal
and dynamic structure of the water mass, where,
typically, a warm and well-mixed turbulent layer on
the surface is separated from deeper and colder
layers by a zone with a high-temperature gradient,
the so-called thermocline. This region can also be
affected by other medium- and large-scale phe-
nomena, mainly of an advective nature. Neverthe-
less, vertical distributions of temperature, current
and salinity in the upper marine layers generally
appear to be governed by the vertical heat, momen-
tum and salt fluxes imposed by local air-sea transfers
(cf. Camp and Elsberry, 1978). This explains why
most attempts at modeling of the area involve a
horizontal homogeneity assumption, which leads to
one-dimensional time-dependent models of the
upper ocean. ‘

Most models developed to date assume that mean
temperature, salinity and horizontal velocity are
quasi-uniform within a ‘‘well-mixed layer’’; local
values, therefore, are lumped into integrals and
these models are called ‘‘integral models™ (cf.
Niiler and Kraus, 1977; Zilitinkevitch et al., 1979).
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Their advantage is the rather simple computational
scheme allowed. However, they require a priori as-
sumptions about the integral effects of several tur-
bulent mechanisms, of which the diversity of pro-
posed parameterizations testifies to the lack of
experimental knowledge. Another approach would
be to use the available information on other tur-
bulent flows by means of the so-called second-order
turbulence closure methods. Here the assumption is
that the second-order closure schemes, primarily
adjusted from laboratory data, have a sufficient
degree of universality to be used for modeling
marine turbulence (Lumley and Khajeh-Nouri,
1974; Siess, 1975). This approach has already been
successfully used for the atmospheric boundary
layer (Wyngaard and Cote, 1974; Yamada and
Mellor, 1975; André et al., 1976, Zeman and Lumiey,
1976), and a greatly simplified version was applied
to the marine upper layers by Mellor and Durbin
(1975). The present work takes as a point of depar-
ture this model with such improvements as the
determination and inclusion of turbulent and radia-
tive transfers at the air-sea interface, and the use
of different numerical methods.

First, a discussion of the physical processes used
in the model is provided. Then, a systematic study of
the effect of air-sea transfer variability on the marine
thermal stratification is undertaken. Indeed, air-sea
transfers are essentially variable at time scales of the
order of a few hours or days, due to the diurnal
evolution of solar radiation and to the passage of
atmospheric fronts. Because of the nonlinear nature
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of the marine mechanisms, which is apparent in the
equations, this temporal variation of air-sea trans-
fers will have a quite significant effect on the response
of the marine upper layers. Finally, the model is
applied to the simulation, on the basis of meteorologi-
cal observations, of the thermal structure evolution
observed in the Gulf of Lion during the COFRASOV
I expedition in July 1976. At this opportunity, the
sensitivity of the model to air-sea transfer param-
eterization is tested and the physical consequences
of air-sea transfer variability are again examined.

2. Description and discussion of the model
a. Assumptions and equations

The general hypotheses used in marine upper
layer modeling concern the existence of a *‘spectral
gap’’ in the energy spectrum of marine motions, the
presence of an average horizontally homogeneous
situation, the validity of the Boussinesq approxi-
mation, and (for the sake of simplicity) the neglect
of salinity effects. They lead to the classical local
equations for the first-order moments:
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where ¢ represents time; u, v, w, are the velocity
components in the orthonormal frame of reference
0, x, y, z, where 0z follows the upward vertical and
0x, Oy are directed to the east and north, respec-
tively; (Z = U + iV) is a complex notation to ex-
press the mean drift current field; © is the mean
temperature; u'w’, v'w’ and 6'w’' respectively
designate the components of the Reynold’s tensor
(divided by density) and heat flux (divided by the
product of density and specific heat); f is the Coriolis
parameter; R is the radiative heat flux (°C m s™)
which penetrates to the depth z; v is the kinematic
viscosity and x the temperature molecular diffusivity.

The calculation of the vertical turbulent fluxes
(u'w’, v'w' and @'w’) should require, in principle,
the consideration of second-order moment equa-
tions in which third-order moments, terms involving
pressure fluctuations and dissipative terms, need to
be parameterized (see, e.g., Coantic, 1978). In
Mellor and Yamada (1974), closure schemes are
chosen for those unknowns, then simplifying as-
sumptions are introduced which lead to the level-2
version in which tendency and diffusion terms are
neglected in all second-order turbulence equations.
The resulting equations after algebraic manipula-
tion then reduce to
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where S, and S5 are known stability functions of
the gradient Richardson number
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(g is the gravity constant and B the thermal expan-
sion coefficient of sea water); [ is an integral scale
defined as

0
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with a, a numerical constant; and ¢ is the square
root_of turbulent kinetic energy (TKE), e = u’?

+ 02 + w'2, determined from the TKE equation
which reduces here to
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with C, a numerical constant related to dissipation
rate parameterization. It should be noted that a criti-
cal value of 0.23 beyond which turbulence would
die out, appears for the gradient Richardson number.

In this model, Eqgs. (1) and (2) are valid locally
not only in the mixed layer but also in the thermo-
cline. The expressions of vertical turbulent fluxes
(3) and (4) are given in the traditional K-theory
format. The turbulent diffusivities, obtained from
second-order turbulence equations, depend directly
of local current shear and stability. Thus turbulent
mixing is parameterized in the mixed layer and pene-
tration of turbulence in the stable thermocline,
wherein the very strong hydrostatic stability leads
to turbulence suppression.

Initial conditions concern current and tempera-
ture profiles at r = 0. Boundary conditions are
1), heat and momentum fluxes at the air-sea interface
and 2), current and temperature values at some

depth z = —D:
UW | 2mg = =71, 0'W | 1o = —T,(8)
0w | = —H(1) Q)
U(-D,t) =V(-D,t) =0
O(-D,1) = 9,
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TABLE 1. Mechanical energy budgets. & is the dissipation rate of TKE into internal energy (IE).

Form ..

of energy” Accumulation and transfer Transformation
o o 2 o — 7.2 7 \2

MKE P—(U+V)+—[Uu’w'+va —V—Q(U +V)}=u’ ’ﬂ+ 'w ’av—ul(ﬂ) +((—3K)] (8)
at 2 8z 0z 2 oz oz o9z a9z
de? 0 —— 6%6’2 WVaew’ U — av

TKE -_—t = + = = 'w— + — | +gpOw —¢ 9
o et Ta T a =0 (“W 5z o a) R’ — & ©

PE —a—(—gﬂzé) + —6-( —g,Bzi—v;,7 + zg Bx 6_6_)) = —gBO’w + gﬂ)(—9 (10)
ot 0z 0z

b. The physical implications of the model

The physical meaning of the turbulent mechanisms
taken into account in this model appears clearly
when examining mechanical energy budgets, i.e.,
mean kinetic energy (MKE), turbulent kinetic energy
(TKE) and potential energy (PE) budgets. Diag-
nostic equations are given in Table 1 (cf. Mellor and
Durbin, 1975).

Examination of Table 1 reveals two different
categories of mechanisms: local accumulations and
spatial transfers from one point to another of a given
form of energy and transformations from a given
form of energy into another one. Thus we can see
transformation of MKE [uw(0U08z) + v'w'(8V/
dz)] and PE (— gBO’ ") into TKE, which according
~to (9) is immediately and locally dissipated into

1E(€). These equations [(8)—(10)] evoke the follow-
ing comments about the physical implications in the
model under consideration:

1) Neglect of tendency and diffusion terms in the
TKE equation means in particular that TKE flux
produced by breaking surface waves and penetra-
tive convection effects due to pronounced surface
cooling cannot be taken into account.

2) The only source of TKE is local shear produc-
tion [u'w' (8U/8z) + v'w (6V/_l plus buoyancy
production or destruction (gB6'w’).

3) The TKE equation thus expresses an instan-
taneous and local energy exchange between MKE,
PE and IE (Fig. 1).

Thus the only role of turbulence in this model is
to fix the spatial transfer of mean energies and the
local energy exchange from MKE, into PE and IE;
the level of these transfers and exchanges depend
directly on local current shear and stability [Eqs.
(3) and (4)]. More precisely, during the evolution
of the marine upper layers subject to atmospheric
forcings, turbulence acts as follows:

e In the mixed layer where (by definition) tem-
perature gradients and the gradient Richardson
number are very small, shear production and dis-
sipation are of the same order of magnitude and
more than an order of magnitude greater than buoy-
ancy production (e.g., Mellor and Durbin, 1975).
Therefore, the TKE equation expresses a direct
local dissipation of MKE into IE. Then, with re-
gards to temperature and current, turbulence driven
by current shear act only to fix the spatial transfers
of mean energies, which leads to homogenization
of the mixed layer.

e In the thermocline, the current shear is impor-
tant, leading to erosion and entrainment of the stable
zone inside the mixed layer. This corresponds to a
significant transfer of energy from MKE into PE,

gpew’

M.K.E.
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>0

P.E.
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FiG. 1. Schematic representation of the turbulent kinetic energy budget
in the model.
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Fi1G. 2. Variation of temperature profile due to an impulsive wind and a zero
surface heat flux. Profiles are plotted every 6 h, each one being displaced from the

preceding one by 1.25°C.

through TKE. At the same time, turbulence intensity
and diffusivity are decreasing until, at some depth,
the critical Richardson number is reached; then local
mixing is stopped.

Itis interesting now to comment on the similitudes
and differences between the present and ‘‘integral”’
models:

e The integral models assume that mean tempera-
ture and horizontal velocity are uniform within the
mixed layer. This means that the spatial transfer of
mean energies is immediately realized: this is not as-
sumed in the present model where properties are
locally calculated.

e Only the evolution of the mixed-layer bulk
properties are calculated in integral models, and the
results show a physically unrealistic discontinuity
at the base of that layer. On the contrary, the
present model predicts the progressive spatial de-
crease of turbulence below the mixed-layer base and
therefore gives a better representation of the shape
of the thermocline.

e The deepening of the mixed layer due to shear
turbulence, to turbulent energy diffusion downward
from the surface, and to penetrative convection,
can be suitably parameterized in some integral
models. The present one considers only shear and
buoyancy turbulence productions and, from this
point of view, looks like Pollard et al.’s (1973) model.

o It should be stressed again that because of the
main assumption made in this approach, i.e., the
universal character of the turbulence model adopted,
no internal constants need to be adjusted. Note that

this assumption is essential when such models are
applied to geophysical situations in which no experi-
mental data are available for a new adjustment. This
is justified from the fact that the values proposed
for these internal constants after quite different
laboratory and atmospheric data present a weak dis-
persion (Rodi, 1979). Consequently, the critical
value for the local Richardson number which is de-
termined from the internal constants (Mellor and
Yamada, 1974) does not need to be adjusted.

c. Numerical solution

The numerical solution of the two nonlinear
parabolic-type partial differential equations, obtained
when representing turbulence fluxes in Egs. (1) and
(2) by the above relationships, requires that they be
in discrete form. An implicit scheme was selected
for time differentiation, since this type of scheme
does not a priori impose any stability constraint
on the time step. Nevertheless, the presence in the
dynamical equation of the term responsible for iner-
tial oscillations leads to the selection of a so-called
“‘implicit trapezoidal’’ method, and to consider
numerical time steps lower than 3 h (Kurihara,
1965). The spatial differentiations were carried out
with a finite-element method which makes it possible
to introduce in a proper way surface conditions which
are of a nonlinear Neumann type. The nonlinear
nature of the equations, due to the diffusion opera-
tors in particular, necessitated the use of an iterative
method for the estimation of turbulent fluxes.

The values of the physical constants in the equa-
tions are
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In most of the simulations discussed in Section 3,
we set D = 60 m, as the thermocline only reaches
that depth in certain special circumstances (in such
cases, D = 120 m). Vertical grid resolution is set at
1 m. The duration of the simulations is set at 96 h,
and the time step at 1 h. A computation time of some
48 s is required for a 96 h simulation using an IBM
370-168 computer with virtual storage.

3. The effect of air-sea transfer variability on the
evolution of marine thermal structure

Several typical situations were simulated with the
present model, first, in order to analyze the effect
of wind-stress variability and, second, the effect of
heat flux variability on the physical mechanisms
governing the dynamic and thermal marine structure.

a. Effect of wind variability

Pollard and Millard (1970) and Gonella (1971) have
already demonstrated the effect of the variability of
local wind on the dynamics of marine upper layers.
Pollard and Millard showed in particular that sur-
face winds are responsible for the variability of in-
ertial oscillations, and that the latter are mainly of
local origin. Gonella states that the duration of local
wind compared to the inertial period is a very impor-
tant factor in the amplitude of inertial motions. The
effect of wind variability on thermal structure, how-

1 i L_J_. i 4 1 i L_L, 1 .
0 0150 0150 0150 015 0 015 0 015 0 015 0.015 0 015 0 015

1Zt{m.s™")

current modulus profile due to an impulsive wind
and a zero surface heat flux.

ever, was not studied by these authors because of
the nature of the models they used.

1) RESPONSE OF THE MARINE UPPER LAYERS TO
AN IMPULSIVE WIND STRESS

The water mass is initially at rest with a stable
temperature distribution (see Fig. 2). A constant
surface stress 7 corresponding to an 11 m s™! west
wind is applied after ¢+ = 0. The surface heat flux H
is assumed to be zero at all times. The surface con-
ditions can thus be written as

0, tr<0
1) = {2 X 104 m?s2, >0
mwes (11)
7,(t) =0
H(t) =0

It is to be noted that value attributed to 7,(¢), in
fact, represents the square of the water friction veloc-
ity obtained using a drag coefficient C,, = 1.3 x 1072,

Fig. 2 shows that the mixed layer thickens very
rapidly during the first few hours and more slowly
later. Examination of Figs. 3 and 4 reveals what hap-
pens more precisely. Initially, the surface layers are
set in motion by the wind stress; the turbulence level
is important due to a strong current shear (Fig. 3)
and a small positive Richardson number (initial
hydrostatic stability being not very important), giv-
ing rise to a rapid erosion of the stable layers. After
several hours, we can see a mixed layer more than
20 m deep which is capped below by a well-marked
thermocline (Fig. 2). At this level, the current shear
is then associated with a strong temperature gra-
dient, leading to an important energy exchange be-
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tween MKE and PE (Fig. 4), and therefore a much
slower deepening of the mixed layer. Moreover,
earth’s rotation effects become significant on the
current mecdulus profile (Fig. 3). Its ncnuniform
distributicn is indeed constantly varying with a
quasi-periodicity at the inertial period. At some
times, we can see a minimum in the middle of the
mixed layer and a more or less marked current shear
at its bettom. This can be easily explained: the sur-
face current generated by a constant wind action is
turning in a clockwise direction within the Coriolis

Oh 24h

z(r'rw)

-20F
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period. Thus, at certain times the wind stress is
against the surface current and contributes to the
deceleration of water mass movement and hence a
diminution of the stored MKE. At other times the
surface current is in the same direction as the wind
stress, hence an increase of the stored MKE. This
explains in particular the periodicity of the stored
MKE, which is apparent in Fig. 3. Conversely, as
can be seen in Fig. 4, integrated shear production
is quasi-constant, whereas integrated buoyancy
production (which in this simulation without surface
heat flux represents mixed-layer deepening) is
quasi-periodic.

When the wind stops after a given duration, the
results indicate no further significant deepening of
the mixed layer (Fig. 5). Turbulence dies out within
a few hours and the water masses move following a
residual current whose amplitude is directly related
to the current modulus magnitude when the wind
stops. If the wind stress duration is near an integer
multiple of the inertial period, the final current
amplitude will be relatively small (Fig. 6). If this
duration is close to an integer plus one-half multiple
of the inertial period, the final current amplitude will
be high (Fig. 7). These results agree with those
found by Gonella (1971) with respect to the ampli-
tude of inertial oscillations as a function of the wind-
stress duration. Examination of the evolution of
temperature and current profiles reveals that the
temperature gradient decreases within the thermo-
cline as well as the mean velocity gradient close
to it. However, for the first case (Fig. 6) the residual
nonuniform current distribution presents a maxi-
mum amplitude velocity near z = —25 m, whereas
in the second case (Fig. 7) the velocity is nearly

96h

6 8 10 12

8(°c)

F1G. 5. Variation of temperature profile when the winds stops at + = 35 h. Pro-
files are plotted every 6 h, each one being displaced from the preceding one

by 1.25°C.



1830

p36h  42h S4h 60h 66h

-50 |
-55

JOURNAL OF PHYSICAL OCEANOGRAPHY

VoLUME 10

72h. 78h 84h 90h 96h

1 1

0 A A 1 i - A
0 01 0 015 0 0150 015 0 015 0 0150

A A
01S 0 0150 015 0 015
1Z1{m.s™")

Fi1G. 6. Variation of current modulus profile when the wind stops at 7 = 35 h.

constant in the mixed layer which seems to move
like a slab. This whole picture can be explained
as follows: when the wind ceases so does the sur-
face stress, causing some homogenization of the
current field, a decrease of turbulence intensity, and
a small spatial transfer of mean energies within the
mixed layer. At the mixed-layer—thermocline inter-
face, there exists at first some turbulent mixing due
to the existing current shear, and because of an
insufficient supply of MKE through the mixed layer
there is a decay of the temperature and velocity
gradients. At a later time, the residual current
shear is too small with respect to stability, leading
to a local Richardson number > 0.23. Thus tur-
bulence dies out which explains the residual thermo-
cline and the free inertial movement of water masses.

30h  36h 42h 48h 54h
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The diversity of these results shows that the
marine thermal and dynamic structure is influenced
not only by the nature and amplitude of atmospheric
forcings, but also by the characteristic time scales
of the marine environment, such as the inertial
period. This leads us to examine the long-term effect
of the wind-stress variability on the thermal and
dynamic structure of marine upper layers.

2) THE INFLUENCE OF WIND ACTION PERIODICITY
ON MIXED-LAYER DEEPENING

For a wind of given intensity and direction, ap-
pearing and disappearing at regular intervals, it is of
interest to see if the characteristic period of the wind
action has any long-term effect on the mixed-layer

60h 66h 72h  78h 84h

"

0 015 0 015 0 015

0 015 0 015 0 015 0 015 ©0 015 0 015 0 015
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FiG. 7. As in Fig. 6 except at ¢ = 30 h.
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depth. Several simulations were carried out to this
end, wherein the surface heat flux was kept at zero,
and the action of the wind was assumed to obey the
relationship

2 X 107* m? s72,

nT<r=s(nn+WwT
0, m+WV)T<t=sn+1HT
(1) =0

where n is an integer number and 7 the constant time
period characterizing each simulation (Fig. 8). The

T(t) = , (12)

values selected for T were 4, 8, 12, 14, 16, 18, 20,22,

24 and 32 h. A simulation was also performed with
() =1 x 107* m? s72, which corresponds to
T = 0. Each simulation lasted 96 h.

Fig. 8 shows the final depth attained by the mixed
layer as a function of the wind sequence periodicity.
The effect of this periodicity on the average thermal
stratification evolution appears to be quite signifi-
cant. For short periods (7 < 8 h), the average
mixed-layer deepening is of the order of 22 m. For
wind sequences with the longest periods (7 > 24 h),
the final mixed-layer depth stabilizes at ~28-30 m.
When the excitation frequency comes close to the
inertial frequency, a resonance mechanism is ob-
served, resulting in a much larger deepening of the
mixed layer, attaining 78 m at 7 = 18 h.

The explanation is the following. As noted before,
the horizontal current is turning in a clockwise direc-
tion within the inertial period. When the wind action
period is equal to the inertial period, the surface
current is always in the same direction as the effec-

Wind action

(1.

t

™>(T)

Z(m)

-10F

L P R R i
122 % 6 18 20 22 24 29 32 36
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FiG. 8. Final characteristic depth of the mixed layer, after a 96 h
simulation, in terms of the time period T of the wind sequence.
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FiG. 9. Variation of current modulus profile when 7 = 18 h.

tive wind stress, giving rise to a constant supply of
MKE and a resulting strong current shear close to
the thermocline. This can be seen in Fig. 9 which
represents current modulus profile evolution for
T = 18 h. The current distribution appears to be
quasi-stationary.

These results illustrate again the necessity of tak-
ing into account the interaction between the wind
action variability and the marine characteristic
time scales.

b. Effect of surface heat flux variability

We know (e.g., Mellor and Durbin, 1975) that the
effect of a negative surface heat flux (heating) is to
create a transient thermocline whereas a positive
heat flux (cooling) leads to a deeper and colder mixed
layer. However, it is worthwhile to investigate in
detail the effect of surface heat flux on turbulent
mixing and the global effects of surface heat flux
variability. Therefore two simulations were carried
out where the wind stress is constant and a non-
radiative surface heat flux is either set to be zero
or harmonic, with a 24 h period and a zero mean
value:

H(t)=0
or

H(t) =6 x 10°° sin[zTTr (t)] [(Cms™, (13)

with T = 24 h. The wind speed is 3 m s™', corre-
sponding to (with C,, = 1.5 X 1079)

(1) = 0.17 X 10 m? s~2, 7,(¢) = 0.

After 96 h of simulation, the depth and tempera-
ture of the mixed layer do not seem to be affected
by the diurnal heat flux variability. This should not
be too surprising since the overall heat balance re-
mains zero in both simulations. A more detailed
analysis, nevertheless, shows that the instantaneous
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F1G. 10. Variation of temperature profile due to a light impulsive wind [7,(7)
= 0.17 x 1074 m? s72, 7,(t) = 0} for (a) a zero surface heat flux, and (b) a sinusoidal
surface heat flux (period is 24 h and amplitude is H, = 6 X 107> °C m s™').

thermal structure of the water mass can vary sig-
nificantly from one simulation to the other. A cer-
tain diurnal variability of the sea surface tempera-
ture and of the instantaneous mixed-layer depth is
evident in Fig. 10. When the surface heat flux is nega-
tive, there is a well-marked stratification in the first
few meters and when the surface flux is positive
there is complete mixing down to 6 m.

This can be explained as follows: under the effect
of surface heating (daylight) turbulence intensity in
the mixed layer is decreased due to a negative buoy-
ancy production; shear production close to the sur-
face is not sufficient to overcome the stability and
turbulence locally dies out. Thus, the effect of heat-
ing is confined within the first meters leading to a
transient thermocline formation. Conversely, under
the effect of surface cooling (night situation), the
buoyancy production is positive and thus increases
the turbulence intensity within the mixed layer.
Homogenization of the mixed layer is then observed
and a more important current shear close to the
thermocline leads to a more important mixed-layer
deepening. So the main effect of the surface heat
flux is to affect the turbulence intensity within the
mixed layer and therefore the spatial transfer of
mean energies. Nevertheless, simulation results
with this model do not indicate any significant long-
term effect of diurnal heat flux variability with
respect to mixed-layer depth and averaged tempera-
ture distribution..

In addition it should be noted that the surface heat
flux is generally determined from observed meteoro-
logical parameters, calculated sea surface tempera-
ture and the use of nonlinear computation formulas.
As a consequence, the variability, on the scale of a
few hours, of the meteorological parameters and the
resulting surface heat flux will have a net effect on
the global surface heat balance. Indeed, the latter
has a significant impact both on the depth reached

by the mixed layer and on the final temperature of
that layer after a given period of time.

c¢. Conclusions

A rather simple model similar to the one by Mellor
and Durbin (1975) is used to calculate the local evolu-
tion of temperature and drift current in marine upper
layers subject to variable atmospheric forcings at
the surface. Temperature and horizontal velocity
fields, clearly non-uniform and constantly varying
even with constant local atmospheric forcing, are
dependent on the fundamental inertial period, and.
various simulations have revealed an appreciable
long-term effect of the wind action variability on
the scale of a few hours. This clearly demonstrates
the interaction between air-sea transfer variability
and marine dynamics; a good simulation thus needs
a worthy representation of this interaction, partic-
ularly to take into account the phase difference
between surface' wind stress and current. This is
very important as for the choice of the time resolu-
tion in the models. It is thus necessary a priori in
any simulation to make use of meteorological ob-
servations with a periodicity which does not exceed
a few hours.

4. Modeling the evolution of thermal stratification on
the Gulf of Lion during the COFRASOV I

expedition

a. Description of observations collected from
laboratory buoy BORHA 11 '

The data used were collected by the Laboratoire
d’Océanographie Physique (LOP) du Muséum Na-
tional d’Histoire Naturelle, Paris, in the northwest
Mediterranean basin from the Laboratory Buoy
BORHA 1I (42°N, 4°45’E) during July 1976. These
observations include hourly measurements of the
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F1G. 11a. Temporal variation of wind speed and direction (U and d), dry-bulb temperature (T,) and
relative humidity (/) during COFRASOV 11.

F1G. 11b. Evolution of the surface solar radiative flux (RA) and budget (H) of infrared radiative and
turbulent latent and sensible heat fluxes computed from meteorological data and calculated sea

surface temperature.

meteorological parameters in the atmospheric sur-
face layer and measurements of sea temperature
profiles performed every 2 h. The weather was very
sunny and windy during this period, and was pre-
ceded by a period of light winds (see Fig. 11). The
evolution of the marine thermal structure deter-
mined from bathythermographs reveals an 11 m
deepening of the mixed layer within 10 days and a
sea surface temperature drop of 2°C during that
period. The time-depth isothermal contours beneath
the thermocline do not on the average have a

constant depth, which seems to indicate the pres-
ence of some advection phenomena (Fig. 12).

b. Numerical simulation runs

1) DETERMINATION OF INITIAL AND BOUNDARY
CONDITIONS

An initial representative temperature profile is
directly determined by smoothing the first available
data over an 18 h period. An initial current profile is
set up using the model by beginning the simulation
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Fi1G. 12. Observed time-depth isothermal contours during COFRASOV II.

24 h earlier. The radiative and turbulent fluxes at
the interface (Fig. 11b) are determined every hour
from meteorological data measured in the atmos-
pheric surface layer (wind, humidity, air tempera-
ture, cloud cover and atmospheric pressure), and
from the computed sea surface temperature. A
Bowen ratio is used when humidity data are missing.
Incident solar radiation was estimated after Perrin
De Brichambaut (1975), and its penetration into the
water was parameterized by the expression given
by Paulson and Simpson (1977) for very clear
waters, i.e.,

R(z) = R(0)[0.4 exp(0.2z) + 0.6 exp(0.025z], (14)

225°C

\f |

Z{m)

where R(0) designates solar radiation incident on the
water surface (considering the albedo), and R(z) is
the solar radiation penetrating to depth z. The
balance of longwave radiation (atmospheric radia-
tion plus sea surface radiation) was calculated after
Swinbank (1963). The momentum and sensible and
latent heat fluxes were calculated using classical
bulk aerodynamic formulas. These formulas bring
into play an exchange coefficient C,y, for which a
value of 1.7 X 1072 was selected. The depth chosen
for the specification of ‘‘deep water’” boundary con-
ditions is here 60 m: water temperature at this depth
is assumed to be constant and the same as deter-

19 20 21 22 23
July 1976

24 25 26 27 28

F1c. 13. Computed time-depth isothermal contours during COFRASOV II.
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Fi1G. 15. Progres‘sive vector diagram of currents computed at 0, 5, 10 and 20 m depth.

mined initially, i.e., 13.7°C. Drift current velocity
at 60 m was considered to be zero.

2) REsSULTS

The numerical simulation concerns the period
from 1500 GMT 18 July 1976 to 0600 GMT 28 July
1976. The selected time step is 1 h, the grid spacing
1 m. Time-depth isothermal contours from calculated
profiles (Fig. 13) are not modulated by internal waves,
these being ignored by the model. Below the thermo-
cline, they have on the average an almost constant
depth, inasmuch as the advection phenomena are
not taken into account by the model. It is to be noted
that the temperature gradient within the thermocline
is a great deal smaller after 23 July than the one
shown by the. measurements. As can be seen in Fig.
12, the evolution of the thermocline appears to fol-
low the 18 and 19°C isotherms. A comparison be-
tween the mean changes in these two experimental
curves and the evolution of the computed 18.5°C
isotherm permits a judgement on the quality of the
modeling.

Another criterion is a comparison between meas-
ured and calculated sea surface temperatures. As
shown by Figs. 16a and 17a, there is a rather satis-
factory overall agreement between observations
and model results, both with respect to surface
temperatures (even though there is a difference of
some 0.3°C on the last day), and the deepening of
the thermocline (in spite of a slight lead of the model
with respect to reality). It can also be seen that the
model reproduces well the distribution of tempera-
ture along the vertical (Fig. 14). Finally, the progres-
sive current vector diagrams computed at various
depths (Fig. 15) clearly demonstrate the inertial
oscillations, and are quite similar to observations
carried out at various occasions by the LOP in
this area (Gonella, 1971). Unfortunately, no direct
comparison can be made in the present case since
current measurements are not available. ;

A more extensive comparison of results of the
model to actual measurements is difficult because
of the presence of advection phenomena. Never-
theless, the rather good estimates of the surface
thermal evolution and the mixed-layer thickening
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FiG. 16. Observed (dashed line) and computed (solid line) sea surface
temperature:
(@) Cpp = 1.7 x 107 and R(z) = Eq. (14)
(b) Cip = 2 X 107%andR(z) = Eq.(14)
(¢) Cy = 1.4 x 10%and R(z) = Eq.(14)
d) Cy = 1.7 x 10%and R(z) = Eq.(15)

(e) wind stressisaveraged on a semidiurnal period
(f) wind stressisaveraged on adiurnal period.

appear to indicate that local meteorological condi-
tions actually had a dominant effect during the
period under study.

c. Analysis of the model’s sensitivity to boundary
conditions parameterization

When simulating a real case, it seemed worth-
while to study the sensitivity of the model under use

to boundary conditions. In particular, the effect of
taking into account the time variability of air-sea
exchanges was reexamined.

1) SENSITIVITY OF THE MODEL TO WIND-STRESS
ESTIMATION

The value (1.7 X 107%) of the exchange coefficient
employed in Section 4b, which is greater than the
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FiG. 17. Computed time-depth isothermal contour (18.5°C):

(a) Cy = 1.7 x 107 and R(z) = Eq. (14)
(b) Cyo =2 x 107 and R(z) = Eq. (14)
(c) Cy = 1.4 X 107 and R(z) = Eq. (14)

(d) Cyp = 1.7 X 107% and R(z) = Eq. (15)
(e) wind stress is averaged on a semidiurnal period
(f) wind stress is averaged on a diurnal period.

The dashed line in Figs. 17b-17f is the computed time-depth isothermal contour
18.5°C of Fig. 17a. Hatched area shows the region where the small-scale varia-
tions of the measured time depth isothermal contours 18 and 19°C are located.

classical value (1.5 x 107%), was selected so that ficient (C,, = 2 X 107%). New numerical experi-
calculated results agree with observations. It is also ments have been performed with different exchange
to be noted that Mellor and Durbin (1975) have also coefficients: C;o = 1.4 X 1073 and C,, = 2 X 1073,
used in their simulation a rather high exchange coef- The results indicate that the model is quite sensitive



NOVEMBER 1980

(c)

PATRICE KLEIN

1839

i P 4 + i
{ Tt 1 1
19 20 21 22 23
July 1976

1+
24 25 26

FiG. 18. Power supplied by the wind to the sea when (a) the wind stress is not
averaged, (b) the wind stress is averaged on a semidiurnal period and (c) the wind

stress is averaged on a diurnal period.

to the value adopted. The average final difference
between calculated and measured sea surface tem-
peratures changes sign when C,, goes from 2 x 1073
to 1.4 x 1073 (Fig. 16b and 16c); the final deepen-
ing of the thermocline also shows relative variations
of 2-3 m in comparison to that calculated with a
C of 1.7 x 1078 (Figs. 17b and 17c¢).

These simulations thus demonstrate a rather
strong (above the experimental uncertainty) sensi-
tivity of the model to the parameterization of sur-
face fluxes through the choice of the exchange coef-
ficient. Increasing the latter has consequences
similar to that of increased turbulent diffusivities
in the model.

2) SENSITIVITY OF THE MODEL TO THE ESTIMA-
TION OF SOLAR RADIATION PENETRATION

The coefficients selected for the calculation of
solar radiation penetration were chosen because of
the very clear water around BORHA II. A test,
nevertheless, was carried out with an equation valid
for more turbid waters [type IA in Jerlov (1968)’s
classification]:

R(z) = R(0)[0.6 exp(0.6z) + 0.4 exp(0.052)]. (15)

Sea surface temperature (Fig. 16d) becomes slightly
higher after 23 July 1976. The thermocline erosion
is less pronounced, the difference attaining 1.5 m
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(Fig. 17d). This is naturally due to the fact that the
upper layers are more stable in more turbid waters.
Thus, it appears that a precise parameterization of
solar radiation penetration is required for a simula-
tion of marine thermal structure. This means, for
longer time simulation, that it is essential to include
temporal turbidity variations, which can arise from
primary production development.

d. Effect of air-sea transfer variability

Radiative and turbulent transfers at the air-sea
interface were calculated every hour from meteoro-
logical parameters measured in the atmospheric
surface layer and from the computed sea surface
temperature. This 1 h time scale makes it possible
to take into account not only the diurnal evolution
of solar radiation but also wind variability through-
out the day. In order to determine the effect of
taking into account this short-term variability in
weather conditions, two numerical experiments
were performed in which meteorological parameters
were averaged over periods of 12 and 24 h, respec-
tively. In each case, the power supplied by the wind
on the water surface was calculated from

E@®) = |[7(02©,0)]. (16)

The results of these simulations (shown in Figs. 16—
18) indicate that when the meteorological param-
eters are averaged, the computed sea surface tem-
perature is always above the measured surface
temperature after 22 July 1976; the difference can
reach 1.5°C (Figs. 16e and 16f). The thickening of
the mixed layer is a great deal less when the aver-
aging operator is applied; on 28 July the thermocline
reaches a depth of 32 m for a 24 h average, instead
of 37 m when no average is taken (Figs. 17¢e and 17f).
The main effect of the averaging operator is to filter
out the short periods during which the wind has a
high velocity; the currents brought about within
the mixed layer then have much lower amplitude and
the power supplied by the wind [E(?)] greatly
diminishes (Figs. 18a, 18b and 18c). Furthermore,
a comparison of the time evolutions of this power

and the depth of the 18.5°C isotherm, in the case in_

which no averaging was performed, leads to the con-
clusion that the phases of thermocline deepening
(in particular those of 1800 GMT 22 July, 0600 GMT
23 July and 1400 GMT 26 July) are well correlated
with the power supplied by the wind, considering
a 4 h lag (Figs. 17a and 18a).

One additional simulation was carried out while
averaging only the heat fluxes in order to evaluate
the effect of heat variability in comparison with
mechanical energy transfer variability. A slight dif-
ference is noted with respect to the evolution of sur-
face temperature. Otherwise, the results differ little,
especially those concerning thermocline deepening.
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Heat transfer variability thus appears to be of rela-
tively little importance vis-a-vis momentum transfer
variability. On the other hand, wind variability in
this high wind situation looks very important. This
indicates that strong winds during short periods have
a determinant effect. Furthermore, it is important to
describe correctly the interaction between wind and
surface current.

5. Conclusions

We use in this work a model similar to that of
Mellor and Durbin’s (1975) in which local turbulent
diffusivities are parameterized from current shear
and stability functions obtained from second-order
turbulence equations.This model also looks like that
of Pollard et al. (1973) with respect to entrainment
processes. Some improvements are made, in partic-
ular concerning the computational methods and the
determination and inclusion of turbulent and radia-
tive transfers at the air-sea interface. This model
is used to calculate the local evolution of tempera-
ture and horizontal velocity of the marine upper
layers subject to different atmospheric forcings.

Results of typical simulations with constant atmos-
pheric actions reveal some diversity of temperature
and current field evolution and in particular of cur-
rent modulus variations within the mixed layer.
Simulations with variable atmospheric forcings lead
to the conclusion that the thermal and dynamic
structure of the marine upper layers are affected
not only by wind force but also by the periodicity
of wind sequences. With regard to the long-term
effect of heat flux variability, it is the overall level
which appears to be the essential factor. The model
is also used to reproduce the evolution of the thermal
structure observed in the Gulf of Lion during the
COFRASOV 11 expedition. Even though this ap-
proach is not able to reproduce all the realities of
marine dynamics, the results are relatively satis-
factory and seem to justify the selection of a one-
dimensional time-dependent model. The sensitivity.
of the results to the penetration of solar radiation
and to the parameterization of surface turbulent
fluxes points out the necessity for accurate estimates
of air-sea transfers. Here again, it appears essential
to take properly into account the temporal variabil-
ity of weather conditions.

The modeling of turbulent mechanisms, such as
it is done here, is quite simplified. It has already
been noted that the fact of ignoring the diffusion and
tendency terms in second-order turbulence equa-
tions constitutes an excessive simplification and is
probably responsible for the necessity to adopt a
rather high exchange coefficient. It is clear that the
effect of waves on the production and diffusion of
turbulence from the surface, as well as countergra-
dient transport and penetrative convection phe-
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nomena, the seat of which is near to the thermocline,
can only be suitably described within the context of
genuine second-order turbulence modeling (cf., e.g.,
Siess, 1975; Zeman and Lumley, 1976). Animproved
model, explicitly taking into account diffusion
effects for the variances of turbulent fluctuations,
is being set up at present (Klein and Coantic, 1979).
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