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Abstract

In this paper, some aspects of water impact and green water loading are considered by numerically investigating a

dambreak problem and water entry problems. The numerical method is based on the Navier–Stokes equations that

describe the flow of an incompressible viscous fluid. The equations are discretised on a fixed Cartesian grid using

the finite volume method. Even though very small cut cells can appear when moving an object through the fixed grid,

the method is stable. The free surface is displaced using the Volume-of-Fluid method together with a local height func-

tion, resulting in a strictly mass conserving method. The choice of boundary conditions at the free surface appears to be

crucial for the accuracy and robustness of the method. For validation, results of a dambreak simulation are shown that

can be compared with measurements. A box has been placed in the flow, as a model for a container on the deck of an

offshore floater on which forces are calculated. The water entry problem has been investigated by dropping wedges with

different dead-rise angles, a cylinder and a cone into calm water with a prescribed velocity. The resulting free surface

dynamics, with the sideways jets, has been compared with photographs of experiments. Also a comparison of slamming

coefficients with theory and experimental results has been made. Finally, a drop test with a free falling wedge has been

simulated.
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1. Introduction

During the last decades increasing attention has been paid to the development of calculation methods for

wave impact problems. In this paper a prediction method based on the Navier–Stokes equations is

described. A special application of the method can be found in the maritime industry, where also the val-
idation cases presented in this paper find their origin.

In the offshore industry a structure is placed in an oil or gas field for several years, often for over twenty

years. These structures must survive all weather types, including heavy storms. In high or steep waves off-

shore structures face the problem of wave impact on their bow or bottom. One reported case is the Schieh-

allion FPSO where a rather steep wave had damaged the bow, which finally resulted in an evacuation of all

personnel [17]. Furthermore, the water can exceed the deck level of a structure in high waves, resulting in

the flow of a large amount of water on the deck. This is called green water and often causes damage to deck

houses or other equipment on the deck [8,31]. A comprehensive research of green water on the deck of ship-
type offshore structures has been conducted by Buchner [3]. There is a great need of simulation tools that

can predict the impact loads of green water or steep waves and give more insight in the local impact

phenomena.

A good prediction method is based on the Navier–Stokes equations, which describe the motion of an

incompressible, viscous fluid, with a free liquid surface. Many methods for the treatment of the free

surface are described in the literature. The most popular ones are the level-set method and the Vol-

ume-of-Fluid (VOF) method; see below. An overview of the various methods available can be found

in [37].
In the level-set formulation a distance function /(x,t) is introduced denoting the distance from x to the

initial interface location at t = 0. The interface corresponds to the contour / = 0 at any instant [33]. In this

method highly distorted interfaces can be treated and also topology changes are incorporated automati-

cally. Although the interface is of finite thickness, the physical properties such as surface tension can be

applied easily. A major problem of the level-set method is the lack of mass conservation. Several strategies

have been studied to overcome this problem, e.g. a combination with a VOF method has been used [42] or a

re-distancing algorithm [41]. In our application area Iafrati et al. [24] used the level-set technique for

unsteady free-surface flows, where results of flow over a jump and flow inside a tank have been shown.
In the VOF method, first introduced by Hirt and Nichols [23], a VOF function F is introduced with val-

ues between zero and one, indicating the fractional volume of a cell that is filled with a certain fluid. The

evolution of the VOF function is given by DF/Dt = 0. In every cell the VOF function is reconstructed.

There to different methods can be applied; see [35] for an overview. The most commonly used methods

are piecewise constant reconstruction, where the interface is said to be parallel to one of the coordinate

axes, and piecewise linear reconstruction (PLIC, [44]). Based on the reconstructed interface and the velocity

field fluxes are computed at cell faces and the fluid is moved from a donor cell to an adjacent acceptor cell.

In the original VOF method, where a piecewise constant, stair-stepped reconstruction of the interface is
used [35], a lot of �flotsam� and �jetsam� (small droplets disconnecting from the free surface) can occur. These

droplets or small air-pockets, sometimes called �wisps�, are more present in the lower order methods and

originate in the calculation of the fluxes [21,35]. In these methods also liquid can be lost or gained due

to rounding the VOF function when F < 0 or F > 1.

In the method described in this paper the Navier–Stokes equations for an incompressible, viscous flow

are solved. There to the flow domain is covered with a fixed Cartesian grid with staggered variables. The

equations are discretised in space using the finite volume method. To overcome the problems described

above, the VOF method is adapted with a local height function; see Gerrits [12] for a detailed description.
The method has been incorporated in a simulation method called COMOMFLOW. The method was first devel-

oped for the simulation of sloshing on board spacecraft [13–15]. Another application has been found in

medical science, where blood flow through elastic arteries has been studied [28–30]. The subject of this
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paper is inspired by engineering problems from the maritime industry and builds on pilot studies of green

water [11] and flow in anti-roll tanks [6,7].

Recently, the method has been extended with moving objects [10]. The objects are moving either with a

prescribed motion or the motion is calculated from the interaction between the object and the liquid

dynamics. A cut-cell method is used in which the boundaries of the object are kept sharp. Other popular
methods exist in the literature. One is the immersed boundary method developed by Peskin [34] since the

1970s and used, for e.g. [26,27]. A more recent method is the fictitious domain method of Glowinsky et al.

[16].

The VOF free-surface displacement method is tested using a well-known advection test for solid body

rotation of a slotted disk. The overall numerical convergence of the simulation method has been checked

by performing simulations of regular waves with increasing resolution in time and space.

For further validation two series of simulations are presented in this paper. The first is a simulation of a

breaking dam flow with a box present in the domain. The computational results have been compared with
experiments carried out by MARIN. The simulation can be seen as a model for the flow onto the deck of a

vessel due to green water. The second series of simulations consists of drop tests, where wedges with dif-

ferent dead-rise angles, a circular cylinder and a cone are entering the water. Snapshots of the simulations

have been compared with photographs of experiments by Greenhow and Lin [18]. The slamming coeffi-

cients of a surface penetrating cone have been computed for different entry velocities and compared to

the theory of Schiffman and Spencer [38]. The experiments of Campbell and Weynberg [4] and the theory

of Faltinsen [9] have been used to check the slamming coefficient for the entry of a circular cylinder. Results

of a free falling wedge, where a full coupling between the liquid motion and the body motion has been
established, have been compared with experimental results of Zhao et al. [45].
2. Governing equations

Flow of a homogeneous, incompressible, viscous fluid is described by the continuity equation and the

Navier–Stokes equations, describing conservation of mass and momentum, respectively. In a conservative

form they are given by:
I
oV

u � n dS ¼ 0; ð1Þ

Z
V

ou

ot
dV þ

I
oV

uuT � n dS ¼ � 1

q

I
oV

ðpn� lru � nÞ dS þ
Z
V
F dV : ð2Þ
Here, oV is the boundary of volume V, u = (u,v,w) is the velocity in the three coordinate directions, n is the

normal at the boundary oV, q is the density, p is the pressure and $ is the gradient operator. Further, l
denotes the dynamic viscosity and F = (Fx,Fy,Fz) is an external body force, for example gravity.

2.1. Boundary conditions

At the solid walls of the computational domain and at the objects inside the domain a no-slip boundary

condition is used. This condition is described by u = 0 for fixed boundaries and u = ub for moving objects

with ub being the object velocity.

Some of the domain boundaries may let fluid flow in or out of the domain. Especially, when performing

wave simulations an inflow boundary is needed where the incoming wave is prescribed, and at the opposite

boundary a non-reflecting outflow condition should be used. In our method the wave on the inflow
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boundary can be prescribed as a regular linear wave or a regular 5th order Stokes wave [39]. Also a super-

position of linear components can be used, which results in an irregular wave.

At the outflow boundary a non-reflecting boundary condition is needed to prevent the waves from

reflecting from the boundary into the domain. A Sommerfeld condition (see, e.g. [40]) is very appropriate

in cases where a regular wave is used. This condition is based on the wave equation
ou
ot

þ c
ou
ox

¼ 0; ð3Þ
which is discretised to determine the velocities at the outflow boundary. The wave velocity c has to be pre-

scribed (e.g. the wave velocity of an incoming regular wave). In the case of an irregular wave or a much
deformed regular wave (e.g. due to the presence of an object in the flow) a damping zone is added at

the end of the domain. Such a damping zone, as introduced by, e.g. [5,25] is a very effective and robust

method for preventing wave reflections from the domain boundaries.

2.2. Free surface

When the position of the free surface is given by s(x,t) = 0, the displacement of the free surface is

described by the following equation:
Ds
Dt

¼ os
ot

þ ðu � rÞs ¼ 0: ð4Þ
At the free surface boundary conditions are necessary for the pressure and the velocities. Continuity of nor-
mal and tangential stresses lead to the equations:
�p þ 2l
oun
on

¼ �p0 þ rj; ð5Þ

l
oun
ot

þ out
on

� �
¼ 0: ð6Þ
Here, un and ut are the normal and tangential component of the velocity, respectively, p0 is the atmospheric
pressure, r is the surface tension and j denotes the total curvature of the free surface.
3. Numerical model

To solve the Navier–Stokes equations numerically the computational domain is covered with a fixed

Cartesian grid. The variables are staggered as in the original MAC method [20], which means that the

velocities are defined on cell faces, whereas the pressure is defined in cell centres.

The body geometry is piecewise linear and cuts through the fixed rectangular grid. Volume apertures (Fb)

and edge apertures (Ax, Ay and Az) are used to indicate for every cell which part of the cell and cell face,

respectively, is open for fluid and which part is blocked. To track the free surface the VOF function Fs is

used, which is 0 if no fluid is present in the cell, 1 if the open part of the cell is completely filled with fluid
and between 0 and 1 if the cell is partly filled with fluid.

In every cell containing fluid the Navier–Stokes equations are solved. Cell labelling is introduced to dis-

tinguish between cells of different characters. First the cells that are completely blocked by geometry are

called B(oundary) cells. These cells have volume aperture Fb = 0. Then the cells that are empty but have

the possibility of letting fluid flow in are labelled E(mpty). The adjacent cells containing fluid are S(urface)

cells. The remaining cells are labelled as F(luid) cells. Note that these cells do not have to be completely
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filled with fluid. In Fig. 1 an example of the cell labelling is given. The velocities that are positioned at the

cell faces are labelled using the cell labels. For example, the velocity between an F-cell and an S-cell is called

an FS-velocity.

3.1. Discretisation of the continuity equation

The continuity and momentum equations are discretised using the finite volume method. The natural

form of the equations when using the finite volume method is the conservative formulation as given in

Eqs. (1) and (2). In this paper the discretisation is explained in two dimensions; it can be extended to three

dimensions in a straightforward manner. In Fig. 2, a computational cell is shown, which is cut by the body

geometry. When applying conservation of mass in this cell, the discretisation results in
ueA
x
edy þ vnA

y
ndx� uwA

x
wdy � vsA

y
sdxþ lðub � nbÞ ¼ 0; ð7Þ
where the notation is explained in Fig. 2 and ub = (ub,vb). The normal of the boundary is given by
nb ¼ ðdyðAx
e � Ax

wÞ; dxðAy
n � Ay

sÞÞ=kdyðAx
e � Ax

wÞ; dxðAy
n � Ay

sÞk: ð8Þ

Recognising l in the denominator of nb, the discrete continuity equation (Eq. (7)) can be written as
ueA
x
edy þ vnA

y
ndx� uwA

x
wdy � vsA

y
sdxþ ubðAx

e � Ax
wÞdy þ vbðAy

n � Ay
sÞdx ¼ 0: ð9Þ
3.2. Discretisation of the Navier–Stokes equations

The Navier–Stokes equations are discretised in a control volume around a velocity that is defined at a

cell face. In the case of uncut cells this simply means that the control volume consists of half of the neigh-

bouring cells to the left and to the right of the velocity (see the left of Fig. 3). In the case of cut cells the

control volumes are defined as half of the open part of the left neighbour cell and half of the open part

of the right neighbour cell (see the right of Fig. 3 for an example). Now, the different terms of the momen-

tum equation are discretised using these control volumes. The discretisation is explained for the momentum
equation in x-direction.

The volume integral of the time derivative is discretised in space using the midpoint rule. This results in
Z
V

ou
ot

dV¼: ouc
ot

F b
cdxcdy: ð10Þ
F F F F F
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Fig. 1. Cell labelling: dark grey denotes solid body, light grey is liquid.
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Fig. 2. Conservation cell for the continuity equation.
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Fig. 3. A control volume for the discretisation of the Navier–Stokes equation in x-direction in the case of an uncut cell (left) and a cut

cell (right).
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Here, uc is the central velocity around which the control volume is placed and F b
cdxcdy is the volume of the

control volume (see Fig. 3 for the notation). The volume aperture F b
c of the control volume is defined as

F b
c ¼ 1

2
ðF b

e þ F b
wÞ with F b

e and F b
w the volume apertures of the eastern and western cell, respectively.

The convective term is discretised directly from the boundary integral, which is given by
I
oV

uu � n dS: ð11Þ
Note that this integral has two different velocities in it: the scalar velocity u is advected with the velocity

vector u. This integral is evaluated at all boundaries of the control volume by multiplying the mass fluxes

through the boundaries, mr, md, ml and mu, which are mass fluxes through the right, lower, left and upper

boundaries, respectively, with the scalar horizontal velocities at the different boundaries. Using the notation

of Fig. 4, the discretisation is given by
I
oV

uu � n dS¼: mrur � mdud � mlul þ muuu ¼ 1
2
mrue � 1

2
mdus � 1

2
mluw þ 1

2
muun þ 1

2
mr � 1

2
md � 1

2
ml þ 1

2
mu

� �
uc

ð12Þ

with the mass fluxes given by:
mr ¼ 1
2
Ax
euedy þ Ax

cucdy þ Ax
c � Ax

e

� �
ubr dy

� �
; ð13Þ

m ¼ 1ðAy v dx þmax 0; Ay � Ay
� �

vbdx
� �

þ Ay v dx þmaxð0; ðAy � Ay Þvbdx ÞÞ; ð14Þ
d 2 se se e ne se r e sw sw w nw sw l w
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Fig. 4. Control volume for the discretisation of convective terms.
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ml ¼ 1
2
Ax
wuwdy þ Ax

cucdy þ Ax
c � Ax

w

� �
ubl dy

� �
; ð15Þ

mu ¼ 1
2
Ay
nevnedxe þmax 0; Ay

se � Ay
ne

� �
vbr dxe

� �
þ Ay

nwvnwdxw þmax 0; Ay
sw � Ay

nw

� �
vbl dxw

� �� �
: ð16Þ
Here, Ax
e is the aperture belonging to the cell face at which ue is defined, etc. The mass fluxes through the

right and left boundary consist of a part of the fluid flow through the open boundaries and a part of the

moving body. The mass flux due to the moving body is positive when the body is moving out of the cell.

This results for mr in the term ðAx
c � Ax

eÞubr , where ubr is the velocity of the body in the eastern cell. The part

of the fluxes due to the moving body through the upper and lower cell boundaries contains a max-function
that distinguishes between the situation that the body is moving into or out of the cell. In the coefficient of

the central velocity uc in Eq. (12) the contributions of the max-functions cancel each other, after which the

discrete continuity equations (Eq. (9)) for the eastern and western cell can be recognised. Since both are

zero, the total central coefficient is zero. When examining the coefficients of the velocities ue, us, uw and

un, it can be clearly seen that the resulting matrix containing the convective coefficients is skew symmetric,

which is also a property of the continuous convective operator [43].

For the diffusive term a discretisation is adopted in which the geometry is handled in a staircase way, so

the cut cells are treated as if they were uncut. This method has been chosen to prevent instabilities, which
can occur in the discretisation when a division is needed by the volume of a cut cell that can be arbitrary

small. The diffusive term is rewritten to a volume integral, which for the Navier–Stokes equation in x-

direction gives
1

q

I
oV

lru � n dS ¼ 1

q

Z
V
r � lru dV : ð17Þ
The midpoint rule has been used, which is also adopted for the spatial discretisation of the time derivative.

In two dimensions the integrand can be written as the sum of the second order horizontal and vertical
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derivatives of the horizontal velocity. Using the same notation as for the convective terms (see Fig. 4), the

first order derivatives are calculated at the boundaries of the control volume. The first order derivatives are

used to calculate the second order derivative, which is positioned at the location of uc in an uncut cell. And

to prevent division by short distances, the first order derivatives are positioned in the cell centres. This re-

sults in
r � lru¼: 1

dxc
lr

ue � uc
dxe

� ll

uc � uw
dxw

� �
þ 1

dyc
lu

un � uc
dyn

� ld

uc � us
dys

� �
ð18Þ
with dxc ¼ 1
2
ðdxe þ dxwÞ and dyc ¼ 1

2
ðdyn þ dysÞ and lr to ld defined at the same positions as the mass fluxes

mr to md. Now, the discretised diffusive term can be written as
1

q

Z
V
r � lru dV¼: 1

q
F b

cdxcdyc
lr

dxcdxe
ue þ

ll

dxcdxw
uw þ lu

dycdyn
un þ

ld

dycdys
us

�

� lr

dxcdxe
þ ll

dxcdxw
þ lu

dycdyn
þ ld

dycdys

� �
uc

�
: ð19Þ
Using a staircase geometry makes the discretisation first order, but in the convection-dominated simula-

tions studied in this paper the diffusive term is not really important. Eq. (19) reveals that the discretisation

results in a symmetric matrix that is negative definite, which is also a property of the analytic diffusion oper-

ator [43].

Besides the physical kinematic viscosity l/q, an amount of numerical viscosity is added in the diffusive

term (lk/q). This numerical viscosity originates from the upwind discretisation of the convective term and is

calculated every time step for every computational cell. E.g. when the horizontal velocity is positive, the

numerical viscosity for the eastern velocity in Fig. 4 is equal to
lk
r

q
¼ 1

2

1

F b
c

mr

dy
dxe ¼

1

4

1

F b
c

ðAx
eue þ Ax

cuc þ ðAx
c � Ax

eÞubr Þdxe: ð20Þ
The pressure term in the x-momentum equation is discretised as a boundary integral resulting in
I
oV

pnx dS¼
: ðpe � pwÞAx

cdy: ð21Þ
Here, pe and pw are the pressure in the eastern and western cells, respectively, (see Fig. 3), Ax
c is the edge

aperture of the cell face where the central velocity is defined. Using this discretisation, the discrete gradient

operator in the pressure term is the negative transpose of the discrete divergence operator Eq. (9), which is

also an analytic property ($ = �($Æ)T) [43].
The external force Fg only consists of gravity in this study, so only a contribution of the external force is

present in the momentum equation in z-direction (in three dimensions). The gravity term is discretised

similar to the pressure term, wherefore it will be written as a boundary integral
Z
V
F g dV ¼

Z
V
rgz dV ¼

I
oV

gzn dS: ð22Þ
Evaluating this boundary integral in the xz-plane in the same way as the pressure term in the z-momentum

equation results in
I
oV

gznz dS ¼ ðgzn � gzsÞAz
cdx ¼ gdzcA

z
cdx; ð23Þ
where zn and zs are the coordinates of the centres of the cells north and south of the location where the

z-momentum equation is discretised.
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More details about the discretisations described in this section are given in [10,12].

3.3. Temporal discretisation

The equations of motion are discretised in time using the forward Euler method. This first order method
is accurate enough, because the order of the overall accuracy is already determined by the first order accu-

racy of the free-surface displacement algorithm (see Section 3.5). Using superscript n for the time level, the

temporal discretisation results in:
M0unþ1
h ¼ �Mbunþ1

b ; ð24Þ

X
unþ1
h � unh
dt

¼ �Cðunh; ubÞunh �
1

q
ðM0ÞTpnþ1

h � lDunh
� �

þ Fn
h: ð25Þ
The continuity equation is discretised at a new time level to ensure a divergence free velocity field. The spa-

tial discretisation is written in matrix notation, where M is the divergence operator with M0 working on the

interior velocities and Mb on the boundary velocities, X contains cell volumes, C contains the convective
coefficients (which depend on the velocity vector) and D contains diffusive coefficients.

3.4. Solution method

To solve the system of equations, the terms in the momentum equation are rearranged to
unþ1
h ¼ ~unh þ dtX�1 1

q
ðM0ÞTpnþ1

h ; ð26Þ
where
~unh ¼ unh � dtX�1ðCðunhÞunh �
l
q
Dunh � Fn

hÞ: ð27Þ
First an auxiliary vector field ~unh is calculated from Eq. (27). Next Eq. (26) is substituted in Eq. (24), which
results in a Poisson equation for the pressure [22]
M0X�1ðM0ÞTpnþ1
h ¼ q

dt
ðM0~unh þMbunþ1

b Þ: ð28Þ
From this equation, which does not require boundary conditions, the pressure is solved using the SOR

(Successive Over Relaxation) method where the optimal relaxation parameter is determined during the
iterations [2]. Once the pressure field is known, the new velocity field is calculated from Eq. (26) using

the pressure gradient.

3.5. Free-surface displacement

After the new velocity field has been calculated, the free surface can be displaced. This is done using an

adapted version of the VOF method first introduced in [23]. A piecewise constant reconstruction of the free

surface is used, where the free surface is displaced by changing the VOF value in a cell using calculated
fluxes through cell faces. The flux through a cell face is calculated as the velocity times the area of the cell

face A and the time step dt

dF s ¼ u � nAdt: ð29Þ
After all fluxes have been calculated, the VOF function is updated from time level n to n + 1 using
ðF sÞnþ1 ¼ ðF sÞn þ dF s
e þ dF s

n � dF s
w � dF s

s

dxdy
; ð30Þ
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where dF s
e; dF s

n; dF s
w and dF s

s are the fluxes through the eastern, northern, western and southern cell faces,

respectively. Away from the free surface, this leads to a net flux of zero. In the neighbourhood of the free

surface, the calculation of the fluxes is somewhat more complicated. The procedure explained by Hirt and

Nichols in [23] is used to calculate these fluxes.

The original VOF method has two main drawbacks. The first is that flotsam and jetsam can appear
[21,35], which are small droplets disconnecting from the free surface. The other drawback is the gain or loss

of water due to rounding the VOF function when Fs > 1 or Fs < 0. By combining the VOF method with a

local height function [12], these problems do not appear any more. The local height function is adopted in

the following way. For every surface cell locally a function is defined that gives the height of the fluid in a

column of three cells; see Fig. 5 and also Fig. 10, where the discretisation of the curvature is explained. The

direction in which the function is defined is the direction of the coordinate axis that is most normal to the

free surface (which is the positive z-direction in Fig. 5). Then, after calculating the fluxes across the cell

boundaries of all three cells (the dashed-line region in Fig. 5) as in classical VOF, not the individual
VOF values of the three column cells are updated, but the height function is updated. The individual

VOF values of the three cells are then calculated from the height of the fluid in the column. When using

this adapted fluid-displacement algorithm, the method is strictly mass conserving (because of the CFL-

condition no overflow or underflow of the column can occur) and almost no flotsam and jetsam appear.

To assess the performance of the displacement method, the standard advection test of rotation of a slot-

ted disk, defined by Zalesak [46], has been performed. This test has also been used by Rudman [36] and
Fig. 5. The VOF function in cells near surface cells is updated using the local height function.

Fig. 6. Rotation of a slotted disk with original VOF (left) and VOF combined with a local height function (right).
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Harvie and Fletcher [21] to compare different VOF methods. The domain is 4 · 4 m, the diameter of the

slotted disk is 1 m, the width of the slot is 12 cm. The axis of rotation is put at (2,2), whereas the centre

of the disk is at (2,2.75). The velocity field has a magnitude of 1 m/s at the middle of the domain edges.

The mesh size is 200 · 200 and the CFL-number is 0.25. In Fig. 6 the resulting free surface after one rota-

tion is shown with on the left standard VOF of Hirt–Nichols and on the right the current method. Three
contour levels of the VOF function of 0.025, 0.5 and 0.975 are displayed. The standard VOF method gen-

erates much flotsam and jetsam, whereas in the adapted VOF method only some small holes in the fluid (of

contour level 0.975) are present. Mass conservation is perfectly satisfied in the adapted method, whereas the

fluid level in the standard VOF method has increased with 2%. In Fig. 7, a convergence study has been per-

formed with grids of 100 · 100, 200 · 200 and 400 · 400 grid cells. The initial condition has also been plot.

Only the contour level of 0.5 is displayed. The results show good convergence towards the exact solution.

Both methods, the original VOF method and the VOF method combined with a local height function,

have been used in a dambreak simulation. In the left of Fig. 8 the result is shown of the free surface con-
figuration of a dambreak calculation where original VOF is used. The originating flotsam and jetsam, small
Fig. 7. Grid refinement of the rotation of a slotted disk.

Fig. 8. Snapshots at the end of dambreak flow simulations with different algorithms for the displacement of the free surface: original

VOF (left) and VOF combined with a local height function (right).
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droplets disconnecting from the free surface, are very well visible. When combining VOF with a local height

function, the amount of flotsam and jetsam has decreased considerably as can be seen in the right of Fig. 8.

In Fig. 9, the change of the total water volume during the dambreak simulations is shown. The loss of water

using standard VOF is considerable, about 7% after 6 s. In the adapted VOF method, the loss of water is

only 0.02%, so mass is perfectly conserved.

3.6. Free-surface boundary conditions

3.6.1. Pressure at the free surface

A boundary condition for the pressure is needed in surface cells. The pressure in surface cells can be cal-

culated from interpolation between the pressure at the free surface and the pressure in an adjacent fluid cell.

The boundary condition that defines the pressure at the free surface is given by Eq. (5), which describes the

continuity of normal stresses. The term containing the viscosity is neglected, which leaves
Fig. 9.
p ¼ p0 � rj: ð31Þ

Although surface tension is not the driving force in the simulations studied in this paper, it cannot always

be neglected. To calculate the contribution of the surface tension in the pressure at the free surface, the total

curvature of the free surface has to be determined in every S-cell.

When the free surface is given by a level-set function s(x,y,t) = 0, the mean total curvature is given by

j = $ Æ n, where n = $s/j$sj is the normal at the free surface. The local height function earlier introduced
is also used to calculate the mean total curvature. The local height function is defined based on the orien-

tation of the free surface. If the orientation of the free surface is more vertical than horizontal as in Fig. 10,

the local height function is defined parallel with the x-axis. When it is defined by h(y,t) = x, in terms of the

level-set function this would correspond to s(x,y,t) = x � h(y,t). The values of the local height function are
Change in water volume during a dambreak simulation using original VOF and VOF combined with a local height function.
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Fig. 10. Local height function to calculate the total curvature j.
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calculated using VOF fractions of three adjacent computational cells (see Fig. 10 for a visual explanation).

In this case the mean curvature of the free surface is given by
j ¼ o

oy
oh=oyffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ ðoh=oyÞ2
q

0
B@

1
CA: ð32Þ
The derivative of the local height function needed at positions yjþ1
2
and yj�1

2
are discretised using standard

finite differences. Then the discrete mean curvature in the central S-cell of Fig. 10 is given by
j ¼ 1

dyc

h0nffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ h02n

q � h0sffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ h02s

q
0
B@

1
CA ð33Þ
with
h0n ¼
hjþ1 � hj

1
2
ðdyn þ dycÞ

and h0s ¼
hj � hj�1

1
2
ðdyc þ dysÞ

: ð34Þ
In three dimensions, the procedure for the calculation of the mean curvature follows a similar approach,

but now using a cube of nine columns. Details can be found in [12].

At the intersection of the free surface and the solid body a boundary condition is needed for computing

the mean curvature. This condition is given by a static contact angle, which is the angle between the normal

of the free surface and the normal of the solid body. In the current calculations it is set at 90�.
Once the mean total curvature has been calculated, the pressure at the free surface is determined using

Eq. (31). The pressure in surface cells is now calculated from the pressure at the free surface and the pres-

sure in an adjacent fluid cell as in the method of Hirt and Nichols [23]. The fluid cell that is used for the

interpolation is chosen based on the orientation of the free surface. If, for example, the orientation of

the free surface is mainly horizontal (as in Fig. 11) with the fluid below the free surface, the fluid cell below

the surface cell is used for the interpolation. The pressure in the centre of the surface cell is calculated by

linear interpolation as
pS ¼ gpfs þ ð1� gÞpF; ð35Þ
using the notation in Fig. 11 and g = h/d. If no fluid cell is found as neighbour of the surface cell, the

pressure in the surface cell is set equal to the atmospheric pressure, corrected with a hydrostatic pressure

contribution based on the local height of the fluid.



Fig. 11. Pressure interpolation in surface cells.
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3.6.2. Velocities at the free surface

Velocities in the neighbourhood of the free surface can be grouped in different classes (see Fig. 12). The

first class contains the velocities between two F-cells, between two S-cells and between an S- and F-cell.

These velocities are determined by solving the momentum equation, so they are called momentum veloci-
ties. The second class consists of the velocities between an S- and an E-cell. These velocities are determined

using boundary conditions, which will be described below. The last class consists of velocities between two

E-cells that are sometimes needed to solve the momentum equation. These are determined using the tan-

gential free-surface condition, Eq. (6), as described in [12].

3.6.3. SE-velocities

The choice for the method to determine the velocities at the cell faces between surface and empty cells

(SE-velocities) turns out very important for the robustness and the accuracy of the flow model. Further-
more, it influences the occurrence of numerical spikes in the pressure signal (see Fig. 20, where numerical

spikes can be seen): when a surface (or empty) cell of which the divergence is not zero changes to a fluid cell,

the pressure responds with a spike to restore $ Æ u = 0.

Two methods can be distinguished:

� Method 1: the divergence of every S-cell is set to zero [20]. In the case that only one SE-velocity is present

in the S-cell, this velocity is uniquely defined. In the case that more E-cells surround the S-cell, the net

mass flux through FS-boundaries is divided over the SE-boundaries such that $ Æ u = 0 is satisfied.
� Method 2: the SE-velocities are determined by extrapolating interior velocities. The velocities used for

the extrapolation are taken from the direction of the main body of the fluid. In this study both constant

and linear extrapolation are used with their specific (dis)advantages.
F F F F

S S S F

E E E S FF, FS, SS: momentum equation

EE : tangential free surface condition

SE: extrapolation

Fig. 12. Different classes of velocities near the free surface.



Table 1

Summary of the performance of the two methods for SE-velocities

Accuracy wave Robustness Smooth p

$ Æ u = 0 � � +

Extrapolation + Linear � �
Constant +
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Below, the performance of the methods with respect to accuracy in wave simulations, robustness and

smoothness of the pressure field is explained. This is also summarised in Table 1, where a �+� sign indicates

good performance and a ��� sign less satisfactory performance.

The first column of Table 1 indicates that Method 1 gives less accurate results in wave simulations than

Method 2. This difference can be seen in Fig. 13, where a snapshot of the wave elevation in a steep wave

event is shown. Method 2, indicated by the solid line, gives a good prediction of the wave elevation com-
pared to the measurements. The predicted elevation using Method 1 is worse. The explanation of the results

is that when using extrapolation from the interior velocity field the velocities are much better estimated than

when using the criterion $ Æ u = 0.

In the second column of Table 1 the robustness of the methods is indicated. The low robustness of the

�$ Æ u = 0�method originates from instabilities in cut cells. E.g. in the situation as sketched in Fig. 14 the SE-

velocity is calculated using
uSE ¼ 1

Ax
SE

ðAz
SSwSS � Ax

FSuFS � 0Þ ð36Þ
to satisfy $ Æ u = 0. Because of the large ratio between the SE-aperture and the SS-apertures, the SE-velocity

will become very large. If this configuration is stationary during a number of consecutive time steps, the
Fig. 13. Different methods for free-surface velocities in a steep wave simulation: $ Æ u = 0 and linear extrapolation.
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Fig. 14. Very large SE-velocity when using Method 1.
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time integration will become unstable. Also the linear extrapolation method can lead to instabilities when

the velocity field is not smooth. When using constant extrapolation, the method is much more robust.

The smoothness of the pressure field in the two methods is described in the third column of Table 1. As

mentioned before, pressure spikes can occur when a surface cell with $ Æ u 6¼ 0 changes to a fluid cell. By

construction, these spikes do not appear in the first method, where always $ Æ u = 0 in surface cells. But

using constant or linear extrapolation for the SE-velocities can result in spikes, because then the continuity

equation is not automatically satisfied in surface cells. When such a surface cell changes to a fluid cell, the

pressure responds with a spike.
To overcome the problems described above, in practice a method should be chosen that is an engineering

mix between the two methods. The extrapolation method with constant extrapolation performs best and

has been chosen in our numerical method. But to prevent spikes in the pressure signal, $ Æ u = 0 is enforced

during the time step when a cell changes label from surface cell to fluid cell. The constant extrapolation is

changed to linear extrapolation when greater accuracy in wave simulations is needed. This combination

results in a highly accurate and very robust method.
4. Stability of the method

In the case of uncut cells with fixed objects the stability of the equation containing the time integration

term and the convective term is given by the CFL-restriction, which in one dimension reads dtjuj/h 6 1 (h is

the size of the uncut cell). When cut cells are present, for the chosen convective discretisation this criterion is

not changed. This result is not directly straightforward when looking at the equation containing the time

derivative and the convective term
ou

ot
¼ �X�1Cðu; ubÞu: ð37Þ
The matrix X is a diagonal matrix containing volumes of the cells, so these entries can become arbi-

trarily small for cut cells, hence the elements in X�1 can become arbitrarily large. To examine stability,

the eigenvalues of the convective matrix C, generated by Eq. (12), have to be determined. Using Gers-
chgorin circles, these eigenvalues can be estimated as being of order O(Xu/h). The X in this estimation

cancels the contribution of X�1 in X�1C, leaving the stability criterion for cut cells the same as for un-

cut cells [10].

When moving objects are present, the story becomes somewhat different. A distinction can be made

between the object moving normal to its boundary and tangential to its boundary (as shown in the left

and right of Fig. 15, respectively). When the object is moving tangential to its boundary, the

eigenvalues of the matrix C(u,ub) can again be estimated by O(Xu/h), which means that stability is guar-

anteed when the CFL-restriction is used. But when the object is moving normal to itself, the
eigenvalues of C(u,ub) are of order O(h ub). Now stability is not guaranteed anymore, with

eigenvalues of X�1C(u,ub) in Eq. (37) of order O(X�1h ub). They can become arbitrary large due to

the factor X�1.



Fig. 15. (Left) Boundary moving normal to itself: maximum stabilisation is required; (right) boundary moving tangential to itself: no

stabilisation is required.
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To cancel the effect of X�1, a formulation based on a weighted average of the fluid velocity and the

boundary velocity is applied in the cells cut by the moving object. To avoid smearing of the interface in
cases where it is not necessary to stabilise the convective term (namely when the object is moving tangen-

tially to its boundary), the following discretisation is used:
unþ1 ¼ Kðun � dtðXnþ1Þ�1CnunÞ þ ðI � KÞunþ1
b ð38Þ
with weight factor K = Xn + 1(Xn + 1 + jDXj)�1, where DX = Xn + 1 � Xn is the difference between cell vol-
umes at two different time steps. The weight factor K has been chosen such that the stabilising term is only

used when the body is moving; note that it equals unity for fixed objects. Furthermore, maximum stabil-

isation is established when the object is moving normal to its boundary, whereas no stabilisation is used

when the object is moving tangential to its boundary (as DX = 0 then).

Also from the diffusive term, a stability criterion follows with a restriction on the time step. In the case of

uncut cells, this criterion is given by dt 6 qh2/2l. The diffusive term is discretised as if all cells were uncut

(�staircase� approach), so the above criterion is also valid in the cut-cell model.
5. Convergence of the method

To check the numerical convergence of the method, which is first order in space and time, simulations

have been performed of a regular wave. The wave has a period of 14.44 s, the wave height is 10.14 m and

the water depth is 600 m. The domain consists of four wavelengths and is cut off at a depth of 300 m. Half

of the domain is used as damping zone to minimise wave reflections. The waves are generated using 5th

order Stokes theory. The error in the wave elevation after four wave periods is shown in Fig. 16 for a con-
vergence study in time (left) and space (right). The error E(x) is calculated by
EðxÞ ¼ jgðxÞ � gthðxÞj
H

ð39Þ
with g(x) and gth(x) the calculated and theoretical wave elevation, respectively, and H the wave height. For

grid refinement, three different grids have been used with 120 · 25, 240 · 50 and 480 · 100 grid points. The

number of time steps has been varied for a convergence study in time, more specifically, 63, 125 and 250

time steps per period have been used. The upper part of Fig. 16 shows the wave elevation at the same mo-
ment in time as when the error is calculated. From the plots convergence with increasing resolution is clear,

especially in the spatial grid refinement, but not a very clear conclusion can be drawn about the order of



Fig. 16. Convergence of the method in time (left) and space (right).
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convergence. This is partly due to wave reflections from the damping zone, which still have an influence on

the accuracy of the simulations.
6. Interactive body–fluid motion

In the current method the objects are either moving with a prescribed motion, or the motion is calculated

from the interaction between the object and the liquid dynamics. Simulations with prescribed moving ob-
jects are only an approximation of reality, since the motion of the body usually is unknown, as it is affected

by the forces the fluid exerts on the body. In this section a full coupling between the liquid motion and the

body motion is described. The acceleration of the body can be computed by Newton�s second law
Abody ¼ I�1F body; ð40Þ

where I is the inertia matrix and Fbody contains the forces and moments exerted by the fluid.

An explicit integration of Eq. (40), where the body motion is following from the forces exerted by the

liquid ðAnþ1
body ¼ I�1F n

bodyÞ, is not guaranteed to be stable as we will show. When assuming a simple hydro-

dynamic model from added mass potential theory (one-dimensional, without rotations, hence I = m with

m the mass of the body), the force on the body can be calculated as Fbody = �maA, with ma being the added

mass of the body. Inserting this into the explicit integration gives
Anþ1 ¼ �ma

m
An: ð41Þ
This system is only stable when ma/m 6 1. In other words, it is required that the mass of the moving body is

larger than its added mass. For floating bodies this will not always be true, implying that this explicit inte-

gration cannot be used in that case.

To ensure stability in all cases, per time step an iterative method is used to solve the problem fully im-

plicit. Introducing sub-iteration index k and rewriting Anþ1
body ¼ ðV nþ1

body � V n
bodyÞ=dt this leads to
ðV nþ1
bodyÞ

kþ1 ¼ V n
body þ dtI�1F k

body ð42Þ
with Vbody the body velocity. The force Fbody is computed by an integration of the pressure over the bound-
ary of the moving body (viscous forces are neglected in this study). Therefore, for every sub-iteration a new
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pressure field has to be computed, which corresponds to the new velocity of the body by solving the Poisson

equation for the pressure. To prevent divergence of the iteration process, a relaxation parameter x is

introduced
ðV nþ1
bodyÞ

kþ1 ¼ ðV nþ1
bodyÞ

k þ xððV nþ1
bodyÞ

� � ðV nþ1
bodyÞ

kÞ; ð43Þ
where ðV nþ1
bodyÞ

�
is given by Eq. (42). Substituting ðV nþ1

bodyÞ
�
and rewriting leads to
ðV nþ1
bodyÞ

kþ1 ¼ xðV n
body þ dtI�1F k

bodyÞ þ ð1� xÞðV nþ1
bodyÞ

k
: ð44Þ
Here, x depends on the stability of the system; typically it has to compensate the factor ma/m in Eq. (41).

For problems with moving bodies that are heavy, the coupling will be stable with just a bit under-relaxation

resulting in faster convergence. About 1–3 iteration steps are needed in that case. However, for lighter

bodies more under-relaxation is needed, resulting in slower convergence. Typically, the number of sub-

iterations is between 1 and 20, depending on the body mass and the magnitude of the fluid forces acting

on the body. This slows down the method, because in every sub-iteration step the Poisson equation for

the pressure has to be solved. However, the method is stable and performs well.
7. Dambreak simulation

At the Maritime Research Institute Netherlands (MARIN) experiments have been performed for break-

ing dam flows. These experiments can be seen as a simple model of green water flow on the deck of a ship.

The dambreak is a very popular validation case, because the set-up is easy: no special in- or outflow con-

ditions are needed. A large tank of 3.22 · 1 · 1 m is used with an open roof. The right part of the tank is

first closed by a door. Behind the door 0.55 m of water is waiting to flow into the tank when the door is
opened. This is done by releasing a weight, which almost instantaneously pulls the door up. In the tank

a box has been placed that represents a scale model of a container on the deck of a ship.

During the experiment measurements have been performed of water heights, pressures and forces. In

Fig. 17 the positions of the measured quantities are shown. Four vertical height probes have been used;

one in the reservoir and the other three in the tank. The box was covered by eight pressure sensors, four

on the front of the box and four on the top. The forces on the box were also measured.

As initial configuration of the simulation with COMOMFLOW, the water in the right part of the domain is at

rest. When the simulation is started, due to gravity the water starts to flow into the empty part of the tank.
A fine grid of 236 · 76 · 68 grid cells has been used with some stretching towards the bottom of the tank.

The simulation is continued for 6 s with an automatically adapted time step using maximum CFL-numbers

around 0.75, resulting in a time step of the order of 0.001 s. In Fig. 18 two snapshots of the early stages of

the simulation are shown together with some images of the video from the experiment (at the same instants

of time). The smaller pictures inside the snapshots show the water in the reservoir. There is a very good
Fig. 17. Measurement positions for water heights and pressures in the dambreak experiment.



Fig. 18. Snapshots of a dambreak simulation with a box in the flow compared with experiment at time 0.4 and 0.56 s.
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agreement between the snapshots of simulation and experiment. The time instant when the water is first

hitting the box is the same. The shape of the free surface, bending a bit forwards in the second picture,

is seen in both experiment and simulation. In the simulation the free surface has some ripples, which

can be suppressed by using a piece-wise linear reconstruction of the free surface [44] instead of the recon-

struction aligned with the coordinate axes used in this study.

In Fig. 19 time histories of the water height at two locations are shown: in the reservoir, and in the tank

just in front of the box. The agreement in both pictures is very good until the water has returned from the

back wall (after about 1.8 s). After that some differences occur, but the global behaviour is still the same.
After the water has returned from the wall, the fluid height at probe H2 is the largest. The water flows back

to the reservoir, where it turns over again after about 4 s. The moment that this second wave meets the

height probe at H2 again (after about 5 s) is almost exactly the same in simulation and experiment.

The instant when the wave hits the box is perfectly captured by the simulation as can be seen from Fig.

20. Here the pressure at point P1 and P3 at the front of the box and at the top of the box, P5 and P7 (see

Fig. 17), are shown. The magnitude of the impact pressure is the same for simulation and experiment at



Fig. 19. Vertical water heights in the reservoir H4 (left) and the tank H2 (right).

Fig. 20. Pressure time histories at P1 (picture upper left), P3 (upper right), P5 (lower left) and P7 (lower right).
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pressure point P1 (the lowest on the box), but is under predicted by the simulation at point P3. The moment

the return wave hits the box again (at about 4.7 s) is again visible in the graphs. In the bottom graphs of

Fig. 20, where the time history of pressure transducers at the top of the box are shown, a clear difference

occurs between simulation and experiment. After about 1.3 s there is a wiggle in the simulation with a dura-

tion of 0.5 s, which is not present in the experiment. Before this point the water hits the top of the box when
the wave coming back from the wall is overturning. This is a real difference, which cannot be explained

properly at the moment.

Several spikes appear in the pressure signals that are visible in all the graphs at the same moment (for

example at 1.3 s). These spikes occur, because some water enters an empty cell that is completely sur-

rounded by cells with fluid. When the water enters the E-cell, there is no empty cell left in the neighbour-

hood, so this cell changes to a fluid cell in one time step without being a surface cell in between. This

discontinuous change in label and the corresponding restoration of $ Æ u = 0, results in a pressure peak over

the whole pressure field.
In Fig. 21 a grid refinement study of the dambreak simulation is shown. Three different grids have been

used with, in increasing order, 59 · 19 · 17 grid points, 118 · 38 · 34 grid points and 236 · 76 · 68 grid

points. The finest grid has also been used in the previous figures. In the figure the pressure along the lower

part of the front side of the box is shown. The overall flow of the water is pretty much the same in all three

grids, but when zooming in on the pressure peak (in the right of the figure) differences become visible. The

coarsest grid is clearly not good enough. The pressure peak is over predicted and the water reaches the box

too late. Although the water reaches the box earlier in the finer grids, there is still a small difference between

simulation and experiment. The magnitude of the impact is better predicted on the finer grids.
The results of the dambreak simulation are in good agreement with the experiment. The global behav-

iour of the fluid is the same and the impact peak of the pressure agrees well, especially along the lower part

of the box.
8. Water entry of wedge, cone and circular cylinder

In this section results are presented from water entry of two-dimensional wedges, circular cylinders and
of a three-dimensional cone. The tests have been performed with prescribed constant entry velocities.
Fig. 21. Grid refinement in the dambreak simulation: pressure at the lower part of the box (left), zoomed picture (right).
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8.1. Wedge entry

Fig. 22 presents free-surface profiles for the entry of two two-dimensional wedges. The wedges have

dead-rise angles of 30� and 45�, respectively. The simulation results are compared with photographs of

experiments by Greenhow and Lin [18]. The visual comparison between experiments and simulations is rel-
atively good. However, not all the droplets and small details are resolved by the simulation, because of the

displacement algorithm and the grid resolution. The simulations have been performed on a grid of

300 · 280 computational cells. Using such a fine grid, COMOMFLOW is able to resolve the jets at the side

of the wedges. The angle under which the jets are formed and bend away is well predicted by COMOMFLOW.

However, these jets do not have a large influence on the impact loads during the penetration [19]. The flow

is not perfectly symmetric, because the numerical algorithm in COMOMFLOW is not symmetric (for example

the marching direction in the iteration process of the Poisson equation has some influence on the

symmetry).
In Fig. 23 the results of a grid refinement have been shown. Three different grids have been used: 75 · 70,

150 · 140 and 300 · 280 grid cells. The large difference between the results of the free surface profiles is in

the formation of the jets: the finer the grid, the better the jets are resolved.
Fig. 22. Snapshots of wedge entry with dead-rise angles 30� (up) and 45� (down), experimental photographs of Greenhow and Lin [18].



Fig. 23. Free-surface profile of a falling wedge simulation with dead-rise angle 45� using three different grids.
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8.2. Cone entry

As the three-dimensional equivalent of the wedge, the entry of a cone has also been studied. The cone has

a dead-rise angle of b = 30�. The slamming coefficient, as a non-dimensional measure of the total hydrody-

namic force, has been compared with the theoretical prediction by Schiffman and Spencer made in 1951 [38]
F
q
¼ 3kðbÞtan3 p

2
� b

� �
V 4t2; ð45Þ
where t = 0 is the moment the cone hits the free surface first. The non-dimensional parameter k(b) is con-
sidered to give most accurate results at value 1.6 (see [1]). In the top of Fig. 24 the slamming coefficient as

calculated by COMOMFLOW has been plotted against the penetration depth Vt. Three different entry velocities
have been chosen, leading to the same results in a suitable set of scaled variables.

The results of the slamming coefficients for the impact during the entry of a cone are in very good agree-

ment with the classical theory of Schiffman and Spencer [38]. In the bottom of Fig. 24 a cross-section is

shown of the free-surface profile during the cone entry. From this it can be seen that the jets at the side

of the cone, which are clearly present in the entry of a wedge (see Fig. 22), are not well resolved. This is

caused by the difference in two- and three-dimensions and due to the much coarser grid used in the

cross-section of the cone entry. However, it does not have a large influence on the total slamming force,

because pressures in the jets are very small and do not contribute much.

8.3. Entry of a circular cylinder

The entry of a circular cylinder has also been studied. Snapshots of two different instants in time are

shown in Fig. 25 and are compared with photographs of experiments by Greenhow and Lin [18]. The

free-surface shape observed in the experiment is very well resolved by COMOMFLOW. Not all the details of

the droplets of the splash are captured by the simulation, but the jets that appear at the sides of the cylinder

are well predicted.
The total vertical hydrodynamic force on the cylinder during the first stage of the impact has been

calculated and compared with experimental results of Campbell and Weynberg [4], also reported in [1].

In Fig. 26 the slamming coefficients of the cylinder entry with different entry velocities have been plotted



Fig. 24. (Top) slamming coefficient for the impact of a cone, COMOMFLOW compared with theory of Schiffman and Spencer [38];

(bottom) cross-section during the entry of a cone showing the free-surface profile.
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versus the non-dimensional penetration depth. The slamming coefficient is given by Cs = F/qRV2, with F

the total vertical hydrodynamic force, R the radius of the circular cylinder and V the entry velocity. Besides
the experimental result of Campbell and Weynberg, also the theory of Von Karman (1929), reported by

Faltinsen in [9], has been included. This theory is based on potential flow theory. For the initial state of

the entry of a circular cylinder, the hydrodynamic slamming force can be estimated by
F ¼ V q
p
2
ð2VR� 2V 2tÞ; ð46Þ
where t denotes time with t = 0 the moment of first impact.

The comparison between the experiments of Campbell and Weynberg and the simulations is relatively

good. It can be seen that the initial impact is a bit under predicted by COMOMFLOW for all entry velocities.

The initial impact is more in agreement with the theory of Von Karman. In a later stage the results are in



Fig. 25. Snapshots of cylinder entry, experimental photographs of Greenhow and Lin [18].
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very good agreement with the experiments of Campbell and Weynberg. The results of COMOMFLOW are sim-

ilar for different entry velocities, confirming near-perfect scaling with V2.

To investigate convergence of the method under grid refinement, the circular cylinder entry simulations

have also been run with different grids. The results are presented in Fig. 27. It can be seen that the coarse-

ness of the grid has a very large influence on the formation of the jets aside the cylinder. This was also con-

cluded from the simulation of the cone entry. A very fine grid is needed to capture the jets. However, the

formation of the jets does not have a large influence on the total hydrodynamic force. The force can be

predicted quite accurately on the coarsest grid.
9. Free falling wedge

Finally, results are shown of a wedge falling freely into initially calm water. The velocity of the wedge is

not prescribed, but follows from the interaction with the liquid dynamics. It is calculated every time step as

explained in Section 6.

Zhao et al. [45] published some experimental results for a falling wedge. The wedge is 0.5 m wide and
0.29 m high with 30� dead-rise angle (see Fig. 28). The total length of the wedge is 1 m of which the mea-

suring section is 0.2 m. The total weight of the wedge and the drop mechanism is 241 kg. During the exper-



Fig. 26. Slamming coefficient of the entry of a circular cylinder compared to the experiments of Campbell and Weynberg and the

theory of Von Karman.
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iment the vertical drop velocity and the vertical force are measured. In Zhao et al., a fully non-linear solu-

tion is presented using an initial value problem solved by potential flow theory. The solution is compared to

the experimental results. The measurements have also been used by Muzaferija et al. [32] to compare their

method with. They use a finite volume method with polyhedral control volumes incorporating a free-

surface capturing model. The motion of the object is prescribed using the measurements. In both numerical
methods of Zhao and Muzaferija the vertical force was over predicted, which is due to two-dimensional

effects. Zhao et al. successfully adapted their method to account for the three-dimensional effects. Muz-

aferija et al. presented some three-dimensional simulations, which also showed a decrease in the vertical

force and better agreement with the experiment.
Fig. 27. Effect of grid refinement on the jets formed during water entry of a circular cylinder: from left to right 100 · 100, 200 · 200

and 400 · 400 grid cells.



Fig. 28. Vertical velocity of the free falling wedge: experiment compared with two- and three-dimensional simulations.
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In Fig. 28 the vertical velocity of the falling wedge is shown as computed by COMOMFLOW compared with

the measurements. An initial velocity of �6.15 m/s is prescribed after which the wedge is falling freely. In

the two-dimensional simulation where a grid of 200 · 200 cells has been used, the absolute value of the ver-
tical velocity is a bit under predicted. In Fig. 29 the calculated vertical force is shown compared with the

measurement. The vertical force is over predicted, resulting in a slower motion of the object. To perform a

three-dimensional simulation, the gap between the wedge and the side walls has to be determined. In Muz-
Fig. 29. Vertical force on the free falling wedge in a two-dimensional simulation.
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aferija et al. the size of the gap has been altered resulting in good results for a gap of 0.25 m. The same gap

size has been used in a three-dimensional simulation with COMOMFLOW. A grid of 60 · 60 · 60 cells has been

used, which is much coarser than the two-dimensional grid. The vertical drop velocity has been plotted in

Fig. 28, which shows indeed a better agreement with the experiment. The three-dimensional effect of a smal-

ler vertical force is also present in the simulations using COMOMFLOW.
10. Conclusions

In the present paper results are shown of the simulation of engineering problems using a Navier–Stokes

solver with a VOF-based free-surface displacement. The adopted finite volume discretisation with a cut-cell

method on a fixed Cartesian grid results in a stable method, although the size of the fluid cells can get arbi-

trary small. The method has shown to converge in time and space by performing regular wave simulations
with increasing resolution. The combination of the original VOF method with a local height function has

shown to improve the free-surface treatment by examining the rotation of a slotted disk. By choosing good

numerical boundary conditions for the velocities at the free surface, the method can accurately simulate

steep waves and is very robust.

The dambreak simulation has been performed with a box in the flow on which pressures and forces have

been calculated. The comparison of the present method with experimental results is very good. The method

is well able to predict the impact loads resulting from a highly complex flow.

To validate the impact of a moving object, water entry tests have been performed for wedges with
different dead-rise angles, a cone and a circular cylinder. The visual agreement between snapshots of the

simulations and photographs of experiments by Greenhow and Lin [18] is very good. On a fine grid the

thin jets at the sides of the entering object are resolved fairly well. For the cone and the circular cylinder

slamming coefficients have been calculated and compared with available experiments and theoretical esti-

mates, which gives a satisfactory agreement. Finally, a free falling wedge has been simulated, where a full

coupling between the liquid motion and the body motion has been established. The resulting vertical veloc-

ity and vertical force have been compared with an experiment by Zhao [45]. The two-dimensional effect that

slows down the wedge too much has been made visible by performing a three-dimensional simulation.
The results of the simulations give much confidence in the performance of the method. The method will

be developed further in the coming years by extending it towards two-phase flows. A major advantage of a

two-phase model is that the boundary conditions for the velocities at the free surface, which have a large

influence on the robustness and accuracy of the method, are not needed anymore. The method will also be

extended with a coupling to an outer domain, where waves are generated using a computationally much

cheaper potential flow diffraction code. In this way the COMOMFLOW domain can be limited to the close sur-

roundings of the places of impact. For validation, simulations of a moving vessel in high waves resulting in

green water on the deck will be performed and compared with experiments. Besides green water and bow
impact simulations, the focus will also be on sloshing, e.g. on board LNG tankers.
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