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Abstract

The numerical modelling of large-scale sediment transport and coastal morphology frequently requires significant model reduction and
optimisation in order to achieve expedient conclusions. This study provides a detailed sensitivity analysis of various model ‘reduction’ techniques
using the Bristol Channel, western U.K. as a case study. The work elucidates a number of the best practises for employment of state-of-the-art
systems to complex coastal regions.
© 2007 Elsevier B.V. All rights reserved.
1. Introduction

Process-based models make predictions by solving dis-
cretised empirical or Newtonian equations using numerical
techniques. Therefore, the accuracy of the predictions is
directly related to the sophistication of the incorporated
equations. State-of-the-art systems are reliable at predicting
complex hydrodynamics but application to morphodynamical
simulation becomes increasingly unreliable over longer time-
scales (see Leont'yev, 2003). This is a reflection of our current
knowledge of longer-term processes and interactions. This
study focuses on the design of a coupled modelling system,
set up to improve understanding of a particularly complex
coastal environment.

A number of techniques have been developed that assist the
validity of process-based morphological simulations (see de
Vriend et al., 1993; Latteaux, 1992). These include the use of
both input and model ‘reduction’ techniques. In this study we
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focus primarily on making a contribution to the latter. Recent
studies, including Sandpit (2005), tested a number of ‘state-of-
the-art’ morphodynamic modelling systems and suggested
large differences in predictions despite the similarities in the
underlying equations and assumptions of each model. These
differences were attributed to the varying input and model
reduction approaches taken by the individual modellers.

1.1. Model reduction

Model reduction involves taking advantage of the difference
in time-scales between hydrodynamic and morphological
change. This helps to reduce the complexity of the model and
improve the long-term efficacy. There are two main approaches
to process-based model reduction. The first usually involves an
increase of the morphological time-step and is employed in
large coupled models. The second, sometimes referred to as
‘formal model reduction’, involves a more fundamental analysis
of the underlying equations and assumptions that drive pro-
cesses at the coastline. The subject forms a branch of modelling
that is useful in understanding the processes behind cyclical
morphological features. For a comprehensive review, see
Hudson et al. (2005). In this study we focus on making a
contribution to the former.
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Increasing the morphological time-step invariably involves a
combination of:

- An increase in the time-step between consecutive calls of the
sediment transport/morphological models. In between the
calls, the bed is updated by extrapolating incremental bed
changes computed at a previous time-step by establishing
relationships between the waves/flow and bathymetry. (See
de Vriend et al., 1993, for further details);

- The ‘Online’ method. This involves multiplying the bed
changes computed during one hydrodynamic time-step, by
an acceleration factor (see Roelvink, 2006).

In this study the validity of using both methods in an
environment subject to strong tidal and wave forcing is tested.
In doing so, optimised sediment transport updating frequencies
and acceleration factors are derived.

1.2. Further model reduction

Restricting the number of simulated wave conditions to only
those responsible for sediment transport also helps to minimise
the computational effort. This study aims first, to identify and
include only wave conditions that are significant to sediment
transport, and second, finding the minimum frequency at which
the wave field needs to be re-computed. Additional improve-
ment of the model efficiency is then sought by simple
optimisation of the mesh geometry. This includes reductions
in both the grid resolution and domain size.

1.3. The study area

The Bristol Channel is a large macro-tidal inlet in the western
U.K. The region is subject to a diverse range of the wind andwave
conditions and has one of the highest tidal ranges in the world.
This provides the backdrop to strong wave–current interaction
and complex tidal and wave-driven sediment transport.

A number of studies (Harris and Collins, 1985; Harris and
Jones, 2005) have hypothesised that in spite of the ebb-
dominated tidal transport, there exists a wave-induced easterly
directed transport pathway providing a potential mechanism for
importing marine derived sediment into the north eastern part of
the central Bristol Channel.

Waves induce a time-averaged mass and momentum fluxes
within fluid in which they propagate (see van Rijn, 1993). With
progressively shallower water, non-linearities of the propagat-
ing waves become more pronounced and the asymmetry of the
waves increases. Wave steepness increases and the waves will
break generating vertical and horizontal gradients in the mass
and momentum fluxes. If waves approach at an oblique angle,
this excess flux is driven parallel to the coastline in the form
of a long-shore current. Longuet-Higgins and Stewart (1964)
explain this phenomenon using the ‘radiation stress concept’.
In addition to the radiation stresses, waves also affect sedi-
ment transport by increasing the near-bed orbital velocity and
shear stress. The present model scope needs to include all
of these wave-induced sediment transport processes as well
as describing the effects of tidal currents and wave–current
interaction.

1.4. Model aims

Capturing these processes within a reasonable computational
time-scale requires extensive model optimisation and reduction.
High resolution in the breaking zone must be offset with the
need for a spatial footprint large enough to describe regional-
scale transport processes.

The aim of the following experiments is to build a coupled
model that a) incorporates the physics of all contributing pro-
cesses and; b) is efficient enough to facilitate multiple simulations
and hence capture the full range of physical processes.

2. Model design

The modelling system used is the MIKE 21 flexible mesh
(FM) suite consisting of flow, spectral wave and sediment
transport models. All of the models in this FM suite are based on
a flexible mesh approach. In the following section we provide a
brief description of each model. Inclusion of the underlying
equations and more peripheral physical processes is restricted
only to those adjusted in the model reduction experiments of
Sections 3, 4 and 5.

2.1. Model coupling

In the coupled wave/current approach of this modelling
study, the effects of wave setup and momentum gradients are
incorporated by extracting the radiation stresses (Sxx, Syy and
Sxy) from stationary wave simulations (see Fig. 1). The resulting
tensor field is then passed on to a coupled hydrodynamic/
sediment transport model (henceforth, HD/ST) in which the
radiation stress gradients, (∂Sxx / ∂x, ∂Syy / ∂y, ∂Sxy / ∂y) drive
momentum and mass fluxes, promoting wave-induced currents
and long-shore transport. Simulating the wave-induced sedi-
ment transport in the HD/ST model depends on the detail in
which wave decay is resolved in the near-shore zone by the
wave model. Resolving this correctly requires an accurate
description of the near-shore bathymetry. The approach also
requires the simulation of a large number of combined wave and
water level conditions to capture the full range of potential wave
conditions.

During the final HD/ST simulations, the sediment transport
rate invoked by the effects of both wave-induced currents and
tidal forcing are derived by interpolation from a pre-computed
look-up table, calculated using the DHI Sediment Transport
Program (see Section 2.4).

2.2. The wave model

The MIKE 21 SW spectral wave model includes two types of
algorithm which vary in their level of sophistication. To reduce
computational run times, this study uses the parametrically
decoupled version of the model (henceforth DS module). The
DS module solves the wave action-balance equation (see



Fig. 1. Details of the model coupling procedure.
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Komen et al., 1994) as a stationary or in-stationary (time
dependent) solution over direction and spatial space employing
two parameterisations to improve efficiency (see Section 4 for
further details). Results of a validation exercise are presented
comparing the performance of the DS model with real mea-
surements from the Bristol Channel.

2.3. The flow model

The hydrodynamic model solves the two dimensional
Reynolds-averaged Navier–Stokes equations invoking the
approximations of Boussinesq and hydrostatic pressure. This
involves continuity, momentum, temperature, salinity and
density equations (DHI, 2005).

2.4. The sediment transport/morphological model

In order to capture the combined effects of wave and current
action on bed shear stress and sediment transport, it is necessary
to resolve the boundary layer in as much detail as possible. The
physics of the boundary layer, however, becomes increasingly
complicated under the combined influence of waves and
currents (see Bakker and Van Doorn, 1978; Kemp and Simons,
1982). In the present study, we seek an approach that
incorporates modifications to the boundary layer from orbital
wave motion and also adjustments to the vertical balance of
forces induced by the action of wave breaking and setup
(gradients in radiation stresses).

For this purpose DHI's Sediment Transport Program,
henceforth STPQ3, is employed which provides a quasi-3D
description of the hydrodynamic force balance through the
water column and hence an improved description of the wave–
current boundary layer. The approach resolves the spatial and
temporal variation of shear stress, flow velocity and sediment
concentration using the integrated momentum approach of
Fredsøe (1984). The main drawback with this approach is the
effort required to re-compute the boundary layer characteristics
at every call to the sediment transport model. Therefore to
reduce this, a form of model reduction is employed in which
a detailed look-up table is pre-computed for a range of wave/
tide/sediment combinations that cover the conditions of the
modelling study. During the simulation, sediment transport
rates are interpolated from the look-up table at each call to the
sediment transport model.

3. Mesh and domain optimisation

3.1. Choice of mesh size

The hydrodynamic model solves the Reynolds-averaged
Navier–Stokes equation at the centre of each element in the
model domain. The size and spacing of the elements determine
the limits of the ‘resolved’ and ‘unresolved’ domains (Abbott
and Minns, 1998). In order to incorporate the influence of the
sub-grid or ‘unresolved’ flow on the ‘resolved’ flow, the model
uses a turbulence closure scheme to dissipate energy from the
system. Models with larger element sizes require more energy to
be diffused at the sub-grid scale and hence introduce more
uncertainty into their predictions. The model uses the approach
of Smagorinsky (1963) to dissipate energy at scales smaller than
the mesh spacing (Δxn). The method assumes that the ability of
a fluid to sustain internal shear stresses is related to the mean
strain rate tensor (∂ūi / ∂xj+∂ūi / ∂xj) by a ‘turbulent eddy
viscosity’ υt,

sij ¼ tt
A ūi
Axj

þ A ūj
Axi

� �
ð1Þ

υt is computed as a function of a characteristic length scale, h,
based on the mesh spacing,

h ¼ 2Dx1ð Þ 2Dx2ð Þ 2Dx3ð Þ½ �1=3 ð2Þ

and is itself a function of the intensity of the rate of shearing in
the fluid (S

–
)

tt ¼ ða1Þ2h2S̄1=2 ð3Þ

Eq. (3) suggests that the turbulent eddy viscosity tends to
zero as the second power of the grid size. The shear stress (τij)
and, therefore, the sub-grid energy removed from the system
also tend to zero with the second power of the grid size. As the



Fig. 2. (a) Region selected for grid resolution tests including positions of model observation points. Predicted: (b) mean and; (c) instantaneous current speed standard
deviation over 4 h at 10 model observation points for all 6 grid resolutions.

720 O.P. Jones et al. / Coastal Engineering 54 (2007) 717–733



Fig. 3. Larger regional mesh, initially constructed for the complete modelling study. Figure includes the western boundary of the curtailed mesh, proposed for
optimising model CPU time.
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grid spacing gets smaller, the diffusive effect of the turbulence
closure scheme reduces. Ideally the turbulence closure scheme
should dissipate energy to the same extent as infinitesimally
small grid spacing. However, this is not the case, due mainly to
the selection of the constant, a1. In highly variable flow fields,
it is unclear what value to assign for a1 and the sub-grid energy
dissipation is miscalculated.

The purpose of the following experiment was to find, under
dynamic forcing conditions, a grid resolution in which the
turbulence closure scheme is not invalidated by the assump-
tions described above. A constant a1=0.28 was used in all tests
and grid of 15 m, 25 m, 45 m, 65 m and 85 m and 105 m. For
the model domain, a region around the Nash Sands in the
central Bristol Channel is isolated (see Fig. 2 (a)), and
using each grid in turn, a tidal range of 8 m is applied at the
western boundary. Velocity measurements are recorded at 10
observation positions inside the model (positions indicated in
Fig. 2 (a)).

Comparison of mean current speeds of the different grid
resolution models (Fig. 2 (b)), suggest that the 15 m, 25 m, and
45 m predictions are similar. Mean velocity predictions of the
larger node separation models (65 m, 85 m and 105 m),
however, show considerable deviation from those of the higher
resolution. The mean velocity standard deviations of the 25 m
and 45 m lower resolution models compared to the 15 m node
separation model, are 0.03 m/s and 0.05 m/s, respectively. For
the lower resolution models, however, this rises to 0.13 m/s,
0.16 m/s and 0.18 m/s for the 65 m, 85 m and 105 m resolution
models respectively. These results suggest that, at this water
depth, a node separation of 45 m is preferable.

Fig. 2 (c) contains the standard deviation of the instantaneous
current velocity from the same 10 stations. The figure suggests
much less variation between the velocities predicted by the
different resolution models (compared to the mean current
velocity standard deviations). However, at the stations where
high current velocities persist i.e. stations 1, 2 and 4, located on
the bank crests in relatively deep water, there is an apparent
jump (or reduction) in the standard deviation from the 45 m to
65 m resolution models, confirming the results inferred from the
mean current analysis above.

3.2. Choice of model domain size

The next test focuses on minimising the size of the modelling
domain. The argument in favour of using a large macro-scale
model in the Bristol Channel is that it can provide a better
description of the regional sediment fluxes: The hydrodynamics
has more time and space to adjust to the dynamic forcing
and reach an equilibrium state that is representative of the
real conditions. In this study, very few observational data are
available from which to derive a sediment flux boundary
condition; indeed, it is one of the aims of the modelling exercise
to determine the net flux into the system. The recursive nature
of this problem is resolved by consideration of the sediment
properties: Medium and coarse sand particles are transported,
primarily, as bed load when current speeds exceed a well-
defined threshold in either the flood or ebb directions (Lanzoni
and Seminara, 2002). Suspension of sediment typically occurs
during peak flood and ebb periods where entrainment and
transport respond instantaneously to the fluid velocity, displaying
almost zero lag between them (Dyer, 1986). Therefore, medium
sand (250 μm to 500 μm) has little transport ‘memory’ and
follows the current velocity closely. Flow asymmetries, charac-
terized by shorter flood duration and higher flood current
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maximum (i.e. flood dominance), induce an up-estuary directed
sediment transport. Conversely, shorter ebb periods and greater
ebb current maxima (ebb dominance) cause a net seaward
directed sediment transport in the absence of wind and/or waves
(Dronkers, 1986).

The above argument is derived in order to propose the use of
a curtailed regional model of the Bristol Channel, its western
boundary extending to a line connecting Bull Point with the
Gower Peninsular (see Fig. 3). It is also assumed that, given an
adequate model warm-up period, the system will achieve an
equilibrium sediment concentration that is representative of
the regional conditions. To validate this, two grids are tested
including a larger regional domain and a smaller curtailed
domain, the western boundary of which is detailed by the white
dashed line in Fig. 3.

A particularly energetic period of wave action was selected
from February 2004 in which wave heights exceeded 4 m (Hs)
and wave periods were in the range of 9 to 18 s (Tpeak)
(4 month return period). The experiment consisted of the
following steps:

1. An initial hydrodynamic model simulation was run using
deep water tidal constituents (Andersen, 1995) defined at the
western boundary at a resolution of 0.25°;
Fig. 4. Predictions of total load magnitude summed over one tide for: (a) the large
model domain, and (b) the curtailed model domain. (c) Difference in total load
magnitude summed over one tide predicted by the two models. Units are m3/m.
2. A wave simulation was run using the large computational
grid over the dynamic water levels and currents computed in
Step (1). This provided an unsteady radiation stress field that
varied due to both the external wave forcing and the internal
water levels and currents;

3. A final coupled flow and sediment transport model was run
over the same period utilising the radiation stress field and
integral wave parameters previously computed in Step (2) to
drive the sediment transport.

The same procedure was then repeated using the curtailed
computational mesh. Gross sediment transport over one tide for
the large and curtailed model domains have been plotted in
Fig. 4 (a) and (b) respectively. The difference between the large
and curtailed model gross transport predictions is plotted in
Fig. 4 (c). The results demonstrate that there is a negligible
difference between the large and the curtailed model predic-
tions. The overall difference in the gross transport predicted by
the two models is only 2.2%.

In addition to examining the spatial difference in the gross
transport predicted by the two models, predictions at coastal
locations, where there exist strong non-linear effects due to
wave–current interaction, were also examined. Ten locations at
which the water depth was less than 10 m were selected (see
Fig. 5) and the predictions from both models were compared.
The results, suggested a difference in the predicted gross
transport of less than 10% (see Fig. 6), demonstrating that the use
of a curtailed model is adequate. The tests also confirm that the
prescription of an initial boundary flux is not a requirement
because of the equilibrium character of the sediment transport
in this particular situation.

4. Wave model optimisation

The DS model removes time as a dependent variable and
solves the wave action-balance equation as a steady state solution
(Holthuijsen et al., 1989). This parameterisation is based on the
assumption that the propagation time of waves through coastal
regions is short compared to the scale of wind and current fields.
The DS model is further simplified by parameterisation of the
frequency space in terms of a ‘directional action spectrum’ and a
‘mean wave frequency’. These are incorporated into the wave
action-balance equation as functions of the spectral direction. The
method retains the directional properties of the wave spectrum
(considered important in coastal regions) but makes a simplifi-
cation in the frequency space. The ‘directional action spectrum’
and the ‘mean wave frequency’ are functions of the zeroth and
first moments of the action spectrum. Integration of these
moments over the frequency of the wave-action spectrum
provides spectral dependency of the wave propagation in the
DS model (see Holthuijsen et al., 1989; Sørensen et al., 2004).
The two parameterisations reduce the number of degrees of
freedom from 125 to 25, and provide a 5-fold decrease in run time
of the DS model compared to a full spectral wave model. It is
desirable, therefore, to employ a DS model in this computation-
ally intensive investigation. In the following test, the performance
of the DS model is tested against measurements.



Fig. 5. Locations of the near-shore locations from which local values of total sediment transport were compared.
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4.1. Validation of a parameterised wave model

A larger model domain (detailed in Fig. 3) is used to validate
the DS model. The choice of this domain ensures that the
position of the western boundary coincides with that of the
Lundy Wavenet wave-rider buoy (51.17° N, 5.42° W, Cefas,
2002), from which real time-series directional wave data is
available. A particularly energetic period of wave action from
February 2004 (return period of 4 months) was selected as a
driving boundary condition. Wind data extracted from Scar-
weather wave-rider buoy (51.39° N, 3.91° W, U.K. Met. Office,
Fig. 6. Comparison of the total load sediment transport averaged
2005) over the same period is applied uniformly across the
domain.

Wave simulations are performed by propagating a time-series
of wave energy from the Lundy wave-rider buoy over a dynamic
water level and current field. Wave-action transformations in
the frequency domain are a result of changes in the bottom
topography, wind field, ambient current and also from wave
breaking (computed using the functional form of Ruessink
et al., 2003). The performance of the model is assessed by
comparing predictions of integral wave parameters with mea-
surements at a wave-rider buoy in the upper Bristol Channel
over one tide at the near-shore locations indicated in Fig. 5.
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(see Fig. 9 (a) for position) and comparing with measurements.
Results (see Fig. 7) show good correlation between model
predictions and measurements of significant wave height and
peak wave period, providing sufficient evidence in support of
using a more efficient DS model in the study.

4.2. Minimising the radiation stress field updating frequency

The modelling approach incorporates the effect of waves on
sediment transport both directly via the STPQ3 intra-wave
Fig. 7. Comparison of measured and modelled (a) significant wave height, and (b) p
speed/direction.
sediment transport model and indirectly via the effect of
radiation stresses on hydrodynamics (see Fig. 1). In dynamic
environments, the radiation stress field will change consider-
ably throughout a single tidal cycle due to the effects of
changing water levels and currents. The following experiment
demonstrates the effect of the tide on the wave-induced
sediment transport around the Nash Sands using a small-scale
local model of the region. The model is driven purely by a
radiation stress field computed by propagating a wave field of
5 m (Hs) and 12 s (Tp) (propagating from west to east) over
eak wave period. Also plotted are time-series of calculated difference and wind



Fig. 8. (a) Total load transport and (b) bed level change predicted at 10 observation points under a 2 m (Hs), 10 s (Tpeak) monochromatic waves for three tidal
levels.
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three different ambient conditions. The water depth of the
observation sites varies from 2 to 15 m (see Fig. 2 (a)).

The predicted rates of sediment transport (Fig. 8 (a))
suggest that a decrease in water depth of 3 m can be related to
a doubling in the sediment transport rates. The effect is even
greater in shallow-water locations. For example, at observa-
tion stations 5 and 6 situated at the crest of the sandbank, the
predicted sediment transport increases by more than a factor
of 3 for a reduction in water depth of 3 m. In addition to
highlighting the importance of computing the radiation
stresses on a dynamic water level, the test also highlights
the need to re-compute radiation stresses a number of times
within a complete tidal cycle. This idea is developed further in
the next section.
Radiation stresses are computed at two intervals of 60 and
120 min over a spring tide using the DS wave model and
curtailed mesh validated in Sections 4.1 and this section. The
resulting radiation stress fields are then utilised by the coupled
HD/ST model.

Results from the two tests suggest that increasing the
updating interval from 60 to 120 min has only a limited impact
on predictions. Comparisons of bed-level changes from point
locations at the Nash Sands (see Fig. 8 (b)) suggest only a
fractional adjustment (maximum of 0.005 m). The difference is
relatively minor, given that the test has been conducted under
strong forcing conditions (spring tides and 5 m waves). The
effect on the regional sediment transport is also negligible:
Comparison of the gross sediment transport at two cross-



Fig. 9. (a) Positions of 2 cross-sections at which mean total load transport is computed. (b) Westerly component of residual total load transport from cross-section 1
(see Fig. 5) computed over 1 tidal cycle.

Fig. 10. Procedure used to reduce the number of calls to the sediment transport/
morphology modules.
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sections (see Fig. 9 (b) and (a) for positions) demonstrates an
almost unnoticeable difference in the predicted transport. The
results suggest that a relaxation of the updating interval, from
60 min to 120 min, is acceptable in this situation.

5. Optimising the sediment transport/morphological models

5.1. Updating frequency

Under most conditions, changes to the sediment transport
and morphology are slow in comparison with those of the
hydrodynamics (van Rijn, 1993). Intuitively, this suggests that it



Fig. 11. Residual sediment transport (westerly component) for varying sediment transport updating intervals, over 1 complete spring tide from cross-section 1
(see Fig. 5).
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is possible to limit the number of calls to the computationally
expensive sediment transport and morphological modules to a
specified frequency of the hydrodynamic computations. The
coupled model employed in this study uses an explicit Euler
scheme to update the sediment transport at every ‘morpholog-
ical time-step’ (see also Fig. 10),

qnþ1 ¼ qn þ dq
dt

jnDt ð4Þ

where qn and qn +1 are the sediment transport rates at the
current and next time-steps respectively, dq / dt is the rate of
sediment transport or bed-level change.Δt is the time difference
between successive calls to the sediment transport/morpholog-
ical models. In the following experiment, the applicability
Fig. 12. Residual transport integrated over cross
of this scheme is tested in the Bristol Channel, where the
interaction of waves and currents provides the potential to
generate non-linear flow fields and sediment transport.

Using the regional model grid (Fig. 3) and a radiation stress
field from a 5 m (Hs) wave computed on a stationary water
level, 6 coupled hydrodynamic/sediment transport simulations
were performed that each used a different number of calls to
the sediment transport model over a complete tidal cycle. The
updating intervals tested are 1, 5, 15, 30, 60, 120 mins. The aim
of the experiment was to obtain an updating interval that is both
accurate and computationally efficient. It is assumed that the
most accurate description of the sediment transport is provided
by the lowest updating interval. The accuracy of the remaining
updating intervals will therefore be measured by comparison to
the 1 minute interval predicted transport rates.
-section 1 for 6 different updating intervals.



Fig. 13. Predictions of total load sediment transport over 1 spring tide at cross-
sections 1 and 2 for grain sizes of (a) 150 μm and; (b) 270 μm.
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Fig. 11 demonstrates that the predicted sediment trans-
port is extremely sensitive to the updating interval. Both the
5 and 15 minute updating intervals predict residual sediment
transport that is comparable to the 1 minute updating interval
test. However, an increase of the updating interval above
15 min is accompanied by a significant difference in both
the pattern of residual transport across the estuary and the
total transport computed over a tide (see Fig. 12). This
suggests that in order to resolve both the inter-tidal depen-
dency of the wave-induced currents, and the equilibrium
response of the sediment transport to the ebb-dominated
tidal currents, a low updating interval is required. The use
of a minimum 15 minute updating interval is, therefore,
recommended for subsequent modelling experiments in
this environment.
Table 1
Dependency of sediment transport updating interval on grain size

Updating frequency
(/min)

1 5 15 30 60 120

270 μm; line 1 1.0000 0.9422 0.9047 1.0306 1.1353 0.2768
270 μm; line 2 1.0000 0.9695 0.9607 0.3032 1.1004 0.4496
150 μm; line 1 1.0000 1.0235 1.0340 0.9792 0.8193 0.7474
150 μm; line 2 1.0000 0.9829 −1.2695 −1.1481 0.9624 0.6464
5.1.1. The effect of grain size on the sediment transport
updating frequency

Additional tests were also conducted to establish the
dependency of the updating interval on the grain size. Two
grain sizes were selected, 150 μm and 270 μm, both present in
large quantities within the study (based on BGS, 1986).
Transport tables were computed for these two sediment sizes
using the STPQ3 model and the combined wave-flow model
Fig. 14. Predictions of total load sediment transport averaged over 1 spring tide
at cross-sections 1 and 2 for wave heights of (a) 1 m; (b) 3 m and (c) 5 m.



Table 2
Dependency of sediment transport updating interval on wave height

Hs=1 m; line 1 1.0000 0.9531 0.9126 0.9577 1.1222 1.4922
Hs=1 m; line 2 1.0000 0.9763 0.9662 1.0216 0.8894 0.5594
Hs=3 m; line 1 1.0000 0.9215 0.9870 0.9656 1.0815 0.2331
Hs=2 m; line 2 1.0000 0.9580 1.0075 1.0046 1.1661 0.4701
Hs=5 m; line 1 1.0000 0.9678 0.9310 0.9431 0.9037 0.6791
Hs=1 m; line 2 1.0000 0.9774 0.9574 0.9892 0.9770 0.4280

729O.P. Jones et al. / Coastal Engineering 54 (2007) 717–733
was re-run over a spring tidal period using a uniform wave of
2 m (Hs) and 9 s (Tpeak) defined at the western boundary.
The radiation stresses as well as the integral wave parame-
ters were therefore both subject to dynamic water levels and
currents.

Total load transport averaged over one tide was extracted
from two cross-sections (see Fig. 9 (a) for positions) and
integrated across the estuary. The total volume transport
predicted for the two grain sizes (at both cross-sections) is
presented in Fig. 13 (a) and (b).

For the 150 μm case, the predicted transport direction at
cross-section 2 reverses between the 5 minute and the 15 minute
updating intervals. This shows that, for this grain size, a
relatively low updating interval is required (at least 5 min) in
order to capture the reversal in the transport direction predicted
by the 1 minute updating interval model.

For the experiments involving the larger 270 μm sand grains,
the mean transport direction predicted at both cross-sections
1 and 2 is eastward for the 1 minute, 5 minute, 15 minute,
30 minute and 60 minute cases, suggesting that the lower
updating intervals are able to reproduce the transport directions
adequately for this grain size. However, the accuracy of the
lower interval results (30 min and 60 min) compared to the
1 minute case, is much less. Table 1 presents ratios of the total
transport averaged over one tide predicted by the 1 minute
model runs to the other five updating intervals. Uncertainty in
the model predictions can be measured by the extent to which
the ratios differ from a value of 1. Increasing uncertainty is
detected as the updating interval increases and the grain size
reduces.

Overall, the results suggest that as the grain size reduces, the
updating interval prescribed by the user must increase to
accommodate the additional time in which the smaller sediment
fractions remain suspended in the water column after periods of
peak current velocity.

5.1.2. The effect of wave height on sediment transport updating
frequency

The sensitivity of the updating interval to wave height was
also tested. Waves of 1 m, 3 m and 5 m (Hs) and period of 9 s
(Tpeak), were propagated from the western boundary of the
model during a single spring tide. The total load transport
averaged over one tide, predicted at cross-sections 1 and 2, is
presented in Fig. 14 (a), (b) and (c) for the 1 m, 3 m and 5 m
wave conditions respectively. The ratios of the total transport
predicted after 1 tide by the 1 minute model run to the other five
updating interval tests are presented in Table 2. Again, the
uncertainty in the results (relative to the 1 minute updating
interval) increases with the updating interval (for all wave
conditions), however, no clear relationship exists between the
maximum permissible updating interval and the wave height.

5.2. Morphological acceleration factor

A further technique, aimed at improving the efficiency of
longer-term morphological predictions, is to apply an acceler-
ation factor to the bathymetry changes. At each call to the
morphological model, the bed-level change rate is multiplied by
a factor, MFAC

znþ1 ¼ zn þ dz
dt

jn �MFAC� Dt

� �
ð5Þ

The validity of applying a morphological scaling factor
(henceforth, MFAC), however, is strongly dependant on the
difference in time-scales between the hydrodynamic forcing and
the bed changes. In low energy environments where morphol-
ogy evolves slowly (and linearly) in response to more constant
forcing, a high MFAC is appropriate because there is less
ambiguity in the feedback between the changing bed and the
hydrodynamics. However, under stronger forcing, non-linear
bed evolution requires more careful selection of an appropriate
MFAC. Some approaches (e.g. van Ormondt et al., 2005) adjust
the scaling factor depending on the severity of the forcing, using
progressively smaller factors with increasing wave action. The
choice of the scaling factor, however, is based on only an a-
priori assessment of the likely magnitude of the bed change rate
induced by various forcing conditions. The strong tidal and
wave forcing present in the Bristol Channel means that reliable
application of a MFAC requires a prescient knowledge of its
limitations. Therefore, in this study, a number of simulations
have been conducted to test the use of a MFAC under varying
hydrodynamic forcing conditions. Using the curtailed model-
ling domain (see Fig. 3) to facilitate longer-term simulations,
the bed change predicted over 41 tidal cycles using scaling
factors of 1, 2, 5, 10, 25, 50 and 100 is extracted. The same tests
are then performed with increased forcing provided by a 1 m 9 s
wave and 2 m 9 s wave. The aim of the test is to determine the
point at which each MFAC becomes unreliable under different
forcing conditions. The following criteria are assessed: stability
and adherence to linearity.

The model time-step is limited by a Courant–Friedrichs–
Levy (CFL) number condition of 1 due to the explicit numerical
scheme which restricts the amount of bed-level change that can
occur over the fixed time-step. In the experiments it was found
that, when using combinations of large MFACs and strong
forcing conditions, model stability became an issue. When
testing MFACs of above 25, it was necessary to limit the rate of
change of the bed level per time-step, in order to prevent the
CFL number from exceeding stable limits.

Reliable application of the MFAC also relies on the
assumption that bed changes predicted at one time-step can be
multiplied linearly. However, feedback between the changing



Fig. 15. MFAC plotted against the ratio of final bed changes predicted using a MFAC to final bed changes predicted using no MFAC for conditions of (a) tides alone;
(b) tides+1 m, 9 s waves and; (c) 2 m, 9 s waves.
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Fig. 16. MFACs plotted against the standard deviation of φ for different forcing conditions.
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bed and the hydrodynamics means that under strong forcing
conditions, this assumption becomes invalid. The following
analysis attempts to find a reliable range of MFACs that can be
applied in a given set of forcing conditions. A test criterion, φ,
is computed from the model results as a method of measuring
the linearity of the bed changes predicted under each test
condition, where

u ¼ dzMFACn

dzMFAC1
ð6Þ

dz is the bed change at the end of each simulation predicted
using a MFAC of n(n=2, 5…100). If the bed responds linearly
to the forcing, φ must be equal to MFACn. The deviation of φ
fromMFACn, gives an indication of the non-linear behaviour of
the system and an upper limit at which the MFAC can be
applied reliably. We compute the value of φ at a number of
observation positions (detailed in Fig. 2 (a)) for each test (see
Fig. 15 (a), (b) and (c)).

For all three conditions (tides alone, tides+1 m waves,
tides +2 m waves), as the value of the MFAC is increased, the
predicted bed changes begin to deviate away from the ideal
condition of φ=MFAC. As the forcing is increased, the
deviation occurs at increasingly lower values of MFAC. For
the tides alone scenario, significant deviation from linearity
occurs at MFAC=10. For the 1 m and 2 m wave scenarios,
significant deviation occurs at MFAC of 5 and 2, respectively.

In order to provide a spatially integrated demonstration of the
breakdown of the linear assumption with increasing forcing and
MFAC, the standard deviation of φ at all observation positions
(Fig. 16) has been computed. The results show that at larger
MFAC and under stronger forcing, the deviation increases. If
a standard deviation of 1 is chosen as a cut-off point for ap-
plicability, then under high spring tides, we are limited to aMFAC
of approx. 6. This reduces to MFAC of 4 and 2.5 for 1 m, 9 s and
2 m, 9 s waves, respectively, confirming that morphological
factors need to be used cautiously in dynamic environments.
An alternative to the MFAC approach described here, also
used to save computational time, is the ‘continuity correction’.
This approach assumes that the flow will not be affected by small
changes to the bathymetry and in between calls to the hydro-
dynamic module, the flow rate from the last hydrodynamic
computation is used to solve the sediment balance equation and
update the bed incrementally. When the bed changes exceed a
pre-defined level, an update to the hydrodynamics is triggered.
The approach mitigates the problems associated with non-
linearity by ensuring that an update is triggered by abrupt or
significant bed changes rather than being restricted to a fixed
interval (as in the MFAC approach). The problem with the
‘continuity correction’ approach is that is assumes that the flow
rate and pattern remain constant between morphological updates
which, for a channel or feature that is becoming increasingly
shallow, is clearly not true. The approach also requires full
sediment transport computations to be made in between calls to
the hydrodynamic module which may be computationally
demanding if a lot of suspended sediment is present. Another
problem with the approach is that the morphological time-step is
always controlled by the most shallow grid cells which are
usually not of interest. Introducing a ‘non-fixed’ speed-up factor
would provide the advantages of both the MFAC and ‘continuity
correction’. However, the question remains as to how to control
the speed-up factor and link it to the ‘real world’ not only for a
point but for the entire domain.

6. Summary and conclusions

The experiments carried out in this study have provided a
model setup that can be applied in a large-scale, regional study
where important wave and current processes occur at a variety of
spatial scales. The model has been optimised at a number of
levels. Initially, an ideal mesh resolution was established by
assessing the dissipation of sub-grid level energy by model
domains of varying resolution. The results suggested that a 45 m
node separation model produces similar current fields to a 15 m
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node separationmodel in this environment. This demonstrated the
validity of the turbulence closure scheme at the lower resolution
and provided justification for using a 45m node separationmodel
in subsequent experiments. Further improvement of the compu-
tational efficiency was then added by reducing the spatial
footprint of themesh. Comparisons of regional sediment transport
and local bed changes demonstrated the equilibrium character of
the regional sediment transport and hence, provided evidence to
suggest that a smaller (and therefore more efficient model) was
capable of resolving large-scale transport processes in sufficient
detail.

A number of tests were then performed to improve the
efficiency of themodel coupling. By restricting the number of calls
to expensive parts of the flow or wave models, the radiation stress
field and the sediment transport updating intervals were optimised.
Under high wave and tidal forcing it was shown that a radiation
stress field updating interval of 120 min is sufficient to capture
adjustments made to the wave-induced current field by a dynamic
tide in this environment. Attempts to optimise the sediment
transport rates under similar forcing, however, suggested that at
least a 15 minute updating interval is required.

Finally, a set of morphological acceleration factors were
derived for different forcing conditions. By testing a range of
MFACs, the model stability and adherence to linearity of the
predicted bed changes were assessed. Results demonstrated that
when using aMFAC above 25, stability is severely limited under
all driving conditions. To test the validity of the linear as-
sumption, a dimensionless number φ was computed which
measured the ratio of bed changes at a given MFAC to bed
changes predicted using no MFAC. Deviation from a condition
of φ=MFAC indicated a breakdown of the assumption of
linearity. For a range of forcing conditions, it was found that with
increasing forcing conditions, the MFAC at which the condition
is violated reduces.

Overall the experiments demonstrated that consideration and
understanding of the dynamics of a region is helpful in order to
select model parameters that accurately describe the physical
processes. Relaxation of the model coupling should be per-
formed carefully with numerous test simulations being con-
ducted in order to assess whether the contributing processes are
being captured properly. In the above scenario, the primary
interest was combined wave/current induced sediment transport
which required simulation of the complex regional tidal currents
and wave-induced currents in shallow-water areas. The results
presented aim to provide some direct guidance to modellers/
coastal engineers working in comparable environments that are
subject to both high tidal and wind/wave energies. Although
the settings and optimisations may not be directly transferable
to all situations, the study provides a methodology as to how
the validity of the many assumptions and shortcuts required in
real coastal modelling projects can be tested.
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Notation

a1: constant

h: characteristic length scale

Hs: significant wave height

Q: sediment transport

Tp: peak wave period

S
–
: shearing intensity

t: time

ūi: horizontal velocity

ūj: vertical velocity
V: ambient current velocity

xi: horizontal coordinate

xj: vertical coordinate

zn: bed level at the current time-step

zn+1: bed level at the next time-step

Δxn: grid spacing

φ: dimensionless ratio

υt: turbulent eddy viscosity

τij: internal fluid shear stress
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