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Abstract

Ocean waves represent the interface between the ocean
and the atmosphere, and, therefore, wave models are
needed to compute not only the wave spectrum, but also
the processes at the air-sea interface that govern the fluxes
across the interface.

This was one of the reasons for developing a wave pre-
diction model, called the WAM model, that determines
the sea state dependence of the air-sea fluxes. As a first
step, the study of the two-way interaction between ocean
waves and atmospheric circulation was undertaken. Mod-
est improvements in forecasting waves and winds were ob-
tained, and, as a consequence, since the 29th of June 1998
ECMWF produces weather and ocean wave analyses and
forecasts using a coupled IFS-WAM forecasting system.

In this paper, we briefly discuss our recent experience
with two-way interaction. Nowadays, there is a substantial
impact on weather and wave forecasting, and reasons for
this increase in impact are given. A future task is to cou-
ple the ocean waves and the ocean circulation. It is argued
that prediction of the ocean circulation would benefit from
the inclusion of currents in the calculation of fluxes. In ad-
dition, it is shown that the thickness of the ocean mixed
layer is to a large extent determined by the energy flux as-
sociated with breaking ocean waves, and furthermore, the
momentum flux is controlled to a lesser extent by break-
ing waves. Finally, in the presence of ocean waves, many
authors have shown that there is an additional force on the
mean flow, given by the cross product of the Stokes drift
and the Coriolis parameter (Coriolis-Stokes forcing). This
would have a large impact on the Ekman transport. It is
pointed out, however, that in a Eulerian frame there is also
a surface drift caused by the waves which exactly cancels
the total momentum of the Coriolis-Stokes forcing. There
may still be an impact of the Stokes drift on the circulation
in the deeper layers of the ocean, but this depends on the
interaction of the surface drift and oceanic turbulence.

1 INTRODUCTION.

Ocean waves represent the interface between the ocean
and the atmosphere, the two most important systems gov-
erning the dynamics of climate and global change. A real-
istic description of the physical processes occurring at the
ocean-atmosphere interface is essential for a reliable deter-
mination of the air-sea fluxes of momentum, sensible and
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and other trace gases, and aerosols. It is
known that the wave field is intimately involved in these ex-
change processes, and, therefore, wave models are needed
to compute not only the wave spectrum, but also the pro-
cesses at the air-sea interface that govern the fluxes across
the interface.

In the context of this extensive programme, a wave pre-
diction system, called the WAM model, was developed that
determines the sea state dependence of the air-sea fluxes
(Komen et al, 1994). As a first step, the study of the two-
way interaction between ocean waves and atmospheric cir-
culation was undertaken. This interaction takes place on a
relatively short time scale of a few days. Modest improve-
ments in medium-range forecasting of waves and winds
were obtained and, as a consequence, since the 29th of June
1998 ECMWF has been producing weather and ocean wave
analyses and forecasts, using a coupled IFS-WAM forecast-
ing system. On a seasonal time scale, depending on spa-
tial resolution, however, a more substantial impact of ocean
waves on the atmospheric climate was found (Janssen and
Viterbo, 1996).

In this paper, we briefly discuss our recent experience
with two-way interaction. Nowadays, this interaction has
a substantial impact on weather and wave forecasting, one
of the reasons being considerable increases in the spatial
resolution of the atmospheric model which allows a more
realistic representation of the small scales. These are the
spatial scales that matter for small-scale air-sea interaction.

The next step in the development of one model for our
geosphere is to study the impact of the sea state on the
ocean circulation. These studies are only beginning and
therefore we are in this respect still in an exploration phase.
Nevertheless, already some promising developments may
be reported.

There are a number of ways in which the sea state could
affect the evolution of the ocean state. In the usual descrip-
tion of the ocean the momentum of the ocean waves is not
taken into account, nevertheless a considerable list of au-
thors (Hasselmann, 1970; Weber, 1983; Jenkins, 1987a; Xu
and Bowen, 1994; McWilliams and Restrepo, 1999) have
pointed out that in a rotating ocean the ocean waves excert
a wave-induced stress on the Eulerian mean flow which re-
sults in a force equal to ����
	 �� , where �� is the Coriolis
parameter, and ���� equals the Stokes drift. This additional
force has a considerable impact on the Ekman turning of
the surface current (Weber, 1983; Jenkins, 1987b; Polton
et al, 2003). However, it is not clear whether the introduc-
tion of this additional force is appropriate, for the simple
observation that conservation of momentum seems to be
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violated. In this paper we discuss how to restore conserva-
tion of momentum by pointing out that in a Eulerian frame
there is a surface drift which exactly cancels the momentum
corresponding to the ���� 	 �� term. Hence, inclusion of the
surface drift will leave the Ekman transport unaffected, but
the Ekman turning at the surface is affected by the presence
of ocean waves. Depending on how one models the interac-
tion between surface drift and turbulence one may even find
considerable effects of the Stokes drift in the deeper layers
of the ocean. Polton et al (2003) have shown an impressive
agreement with observed currents at the Ekman depth.

In addition, we study the role ocean waves have in the
transfer of momentum and energy to the ocean. In the
first place, the roughness at the sea surface and hence the
atmosheric flux provided by the atmosphere to the ocean
waves is sea-state dependent. This sea-state dependence of
the surface stress has a systematic impact on the temper-
ature distribution of the ocean (Burgers et al, 1995). Re-
garding momentum and energy transfer to the ocean it is
noted that in growing circumstances the ocean waves re-
tain a small part of the momentum and energy (which is
spent on wave growth). When ocean waves become swell
the excess momentum and energy is lost because dissipa-
tion by wave breaking dominates the wind input. Further-
more, the momentum transfer is dominated by the high-
frequency part of the spectrum (which are in equilibrium
with the wind), hence there are only small differences be-
tween the atmospheric stress and the momentum flux to the
ocean.

The energy flux is commonly parametrized as being pro-
portional to �

� � ( with � � the air-friction velocity) where
the proportionality constant is of the order of

�
. We show

that this is indeed a good approxiation in the generation
phase of ocean waves. However, when ocean waves propa-
gate out of the storm area, energy fluxes caused by breaking
waves are much larger than as found from the above empir-
ical rule. This is also evident from the monthly mean plots
of energy flux and momentum flux of January 2003. The
mean energy flux shows a considerable spatial variation of
about a factor of 5, generally being small in the Tropics
while being larger than the global mean value in the extra-
Tropics. In contrast, spatial variations in the monthly mean
of the momentum flux are at best

���
.

In the surface layer of the ocean, the energy flux caused
by breaking waves gives rise to considerable deviations
from the balance between production and dissipation of ki-
netic energy. Following Mellor and Yamada (1982) and
Craig and Banner (1994) this imbalance is compensated by
the divergence of the turbulent kinetic energy flux. We have
studied some of the properties of the so-called ”Mellor-
Yamada Level ���
	�� ” closure. In particular, ignoring ef-
fects of stratification and the earth’s rotation, we obtain for
general mixing length an exact solution for turbulent ki-
netic energy and current profile.

Finally, following the work of Pacanowski (1987) it is ar-
gued that prediction of the ocean circulation would benefit
from the inclusion of currents in the calculation of fluxes.

Figure 1: Energy balance for young windsea for a �� m/s wind
speed.

We shown this by studying its impact on the climate of the
coupled ocean-atmosphere system.

2 IMPACT ON THE ATMOSPHERE.

In this section a brief description of the impact of sea-
state dependent drag on the atmospheric circulation is
given. The basic idea is described in Janssen (1982) and
Janssen (1989) while a parametrization of the sea-state de-
pendent roughness is developed in Janssen (1991). This
parametrization is included in WAMCy4 (Komen et al,
1994). A review of the impact on atmospheric circulation
is given in Janssen et al (2002).

The basic idea is that momentum transfer from air to sea
depends on the sea state because steep waves extract more
momentum from the air flow than gentle, smooth waves.
Steep waves typically occur in the early stages of wind-
wave generation and when a frontal system passes, hence
momentum transfer depends on the sea state. In order to
account for this effect one needs to calculate the wave-
induced stress ��� which depends on the two-dimensional
wave spectrum. Therefore the determination of the wave
stress requires the solution of the energy balance equation

�
������� ��
���

�
�
�� ��� �"! #$�%�"#
&'�%�)(*!

� � �%�)+-,/.*0 (1)

where ���1�32546087�9 is the two-dimensional wave spectrum
which gives the energy distribution of the ocean waves over
angular frequency 4 and propagation direction 7 . Further-
more, ��
� is the group velocity and on the right hand side
there are four source terms. The first one, �:! # describes the
generation of ocean waves by wind and therefore repre-
sents the momentum and energy transfer from air to ocean
waves. The third and fourth term describe the dissipation
of waves by processes such as white-capping and bottom
friction, while the second terms denotes nonlinear transfer
by resonant four-wave interactions. The nonlinear transfer
conserves total energy and momentum and is important in
shaping the wave spectrum and in the down-shift towards
lower frequencies. In order to appreciate the role of the re-
spective source terms, in Fig. 1 we have plotted for deep
water the directionally averaged source functions �:! # , �"#
& ,
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and �)(*! � � (as developed for WAMCy4) as function of fre-
quency for young windsea when a ��� m/s wind is blow-
ing for just � hours. This figure shows a typical picture of
the energy balance for growing ocean waves, namely the
intermediate frequencies receive energy from the airflow
which is transported by the nonlinear interactions towards
the low and high frequencies where it is dissipated by pro-
cesses such as white capping. The consequence is that the
wave spectrum shows a shift of the peak of the spectrum
towards lower frequencies, while a considerable enhance-
ment of the peak energy of the spectrum is also noticed in
the early stages of wave growth.

At the same time Fig. 1 illustrates the role ocean sur-
face waves play in the interaction of the atmosphere and
the ocean, because on the one hand ocean waves receive
momentum and energy from the atmosphere through wind
input (controlling to some extent the drag of air flow over
the oceans), while on the other hand, through wave break-
ing, the ocean waves transfer energy and momentum to the
ocean thereby feeding the turbulent and large-scale motions
of the oceans. The energy-conserving nonlinear transfer
plays no direct role in this interaction process, although it
determines to a large extent the shape of the wave spec-
trum, and therefore controls energy and momentum fluxes
in an indirect way. In equilibrium conditions, the fluxes
received by the ocean waves from the atmosphere through
the wind input term would balance the fluxes from ocean
waves to ocean via wave breaking. However, ocean waves
are in general not in an equilibrium state determined by
the balance of the three source functions, because advec-
tion and unsteadiness are important as well. As a rule of
thumb, of the amount of energy gained by wind, about � ���
is lost locally to the ocean by wave breaking, while the re-
maining

���
is either advected away or is spent in local

growth. As illustrated in Fig.1, which also shows a plot
of the total source function, for young windseas there may,
however, be a considerable imbalance, in particular for the
low-frequency waves. On the other hand, when wind waves
leave a storm area the magnitude of the wind input source
function decreases dramatically, while the waves are still
sufficiently steep so that white capping is still important.
Since dissipation dominates, wave energy will decay and
as a consequence momentum and energy flux to the ocean
may be larger than the amounts received by the waves from
the atmosphere.

It would be of considerable interest to develop a cou-
pled atmosphere- ocean circulation system where the ocean
waves are the agent that transfers energy and momentum
across the air-sea interface in accordance with the energy
balance equation. In this section we shall concentrate on
just one aspect of the overall problem, namely the mutual
interaction between wind and waves. In the next section we
discuss the possible impacts on the ocean circulation.

In the wind-wave interaction problem we only need to
know the wave-induced stress ��� which follows from an
integration of the input source function of the energy bal-

ance equation (1)

��� ��� ��� �
	
4
	
7 �"! # 	�� 0 (2)

where � is the phase speed of the gravity waves and � �
the water density. Here, it should be realized that wave
momentum  and energy density � of the waves are re-
lated by  �1� 	�� and the wave stress is the rate of change
of total wave momentum by wind input. Because waves
grow exponentially fast the source function �:! # is pro-
portional to the wave spectrum itself. The wave-induced
stress is mainly determined by the high-frequency part of
the wave spectrum because these are the waves that have
the largest growth rate due to wind. Since it is known that
the high-frequency spectrum depends on the stage of de-
velopment of the windsea (for example, young wind waves
are steeper than old wind waves) it follows that the wave-
induced stress depends on the sea state. Therefore, young
wind waves represent a rougher surface than gentle old
windsea. The roughness ��� therefore depends on the sea
state and following the work of Janssen (1991) one finds
for the roughness length a Charnock relation,

��� ��� � � � 	�� 0 (3)

where the Charnock parameter � depends on the sea state
according to

� � �� ��� ��� 	 � 0 � � � � � � 0 (4)

with � ����� � � � is the surface stress and � � the friction
velocity.

At ECMWF we have developed a coupled ocean-wave,
atmosphere model in such a way that the wave model is
called as a subroutine from the IFS system. This system
was introduced in operations on the 29th of June 1998.
Presently, every atmospheric time step wind fields, air
density fields and a gustiness factor are passed from the
atmospheric model to the wave model. Then the wave
model integrates one time step and determines the two-
dimensional wave spectrum. The wave-induced stress is
obtained from Eq. (2) which is followed by a determina-
tion of the Charnock parameter field. The loop is closed by
passing the Charnock field to the atmospheric model which
then continues with the next time step.

With this system we have performed a number of impact
studies the results of which will be briefly described in the
following sections.

2.1 Impact studies: medium-range forecasting.

Initial experiments showed a modest impact of sea-state
dependent roughness on atmospheric scores. We illustrate
this in Fig. 2 for 28 analyses and 10 day forecasts for the
Southern Hemisphere summer time. Shown are anomaly
correlation of the ������� and

� ��� mb geopotential field. The
resolution of the atmospheric model was � & � ��� while the
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wave model had a spatial resolution of � � ������� . No impact
of this size in the Northern Hemisphere scores were found.

When the two-way interaction of winds and waves was
introduced in operations on the 29th of June 1998 there
was a pronounced improvement of the quality of the sur-
face wind field. Routinely, first-guess (FG) winds are com-
pared with scatterometer winds (from ERS-2 in this case).
As shown in Fig.3 which displays timeseries of bias (ERS-
2-FG) and the rms difference, there is a considerable re-
duction of ��� � in the rms error after the introduction of
two-way interaction.

However, currently the impact of two-way interaction of
wind and waves is more substantial. The main reason for
this is an increase of atmospheric resolution from � & � ��� to� & � � � (or from � � to � � km) which allows for a more real-
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Figure 2: Scores of forecast � �� and 	�� mb geopotential for
the Southern Hemisphere for 28 cases in the December 1997-
January 1998 period.
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tween the background ECMWF surface winds and the ERS-2
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Figure 4: Comparison of surface kinetic energy spectrum as
function of total wave number for 
��	���� (blue) and 
�������� (red).

istic representation of small spatial scales. It is emphasized
that these are the scales that matter for air-sea interaction.
That the present atmospheric system has more realistic lev-
els of kinetic energy at the small scales is illustrated by Fig.
4 where we have compared surface kinetic energy spectra
from the � & � ��� version of the IFS with the � & � � � version.
At high wave numbers (small scales) energy levels from the
high-resolution model are higher by at least a factor of two.

The more sensitive dependence of the � & � � � version of
the IFS on the sea-state dependent drag became evident
when we performed experiments with a doubling of angu-
lar resolution of the wave spectrum from 12 to 24 direc-
tions. Trials with the � & � ��� version showed an improve-
ment of forecast skill between � and � hours. However,
when experiments were performed with the � & � � � version
of the IFS a substantially larger impact of the increase of
angular resolution was found. This is illustrated in Fig.
5 which compares forecast performance in Northern and
Southern Hemisphere for 24 cases in August 2000. It is
remarked that the sample size is too small to infer general
conclusions on the size of the impact, but nevertheless the
impact is considerable. Also note, that as a rule of thumb
usually larger impact in the summer time is found, pre-
sumably because physical processes near the surface play
a more important role in the evolution of the weather. In
winter time the atmospheric circulation is dominated by
baroclinic activity, and physical processes such as surface
friction play a relatively minor role, although, there may be
a considerable small scale impact in cases of rapidly devel-
oping lows (Doyle, 1995; Janssen et al, 2002).

Verification of analysis and forecast. Currently, the
coupled IFS-WAM system is used in many applications.
For example, in

1) 10-day deterministic forecasts. Spatial resolution of
the atmospheric model is � � km. Initial conditions for
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Figure 5: Anomaly correlation of 500 mb geopotential height for
the Northern and the Southern Hemisphere for the last 24 days in
August 2000. Here, the impact of increased angular resolution
on the forecast performance of the 
��	���� IFS forecast system is
shown.

ocean waves are generated by means of the assimilation
of Altimeter wave height data and SAR 2-D spectra from
ERS-2. No in-situ buoy observations are assimilated

2) Ensemble prediction needed to estimate forecast un-
certainty in wind and waves. Spatial resolution of atmo-
spheric model is ��� km. Initial conditions for waves are
obtained by means of interpolation of high-resolution wave
analysis.

3) Monthly and Seasonal forecasting. This is a fairly re-
cent activity at ECMWF. The IFS-WAM model is coupled
to the HOPE model in order to take advantage of the pre-
dictive skill of the ocean over a timescale of a couple of
months. The atmospheric component of the monthly fore-
cast has a spatial resolution of � � � km while for the sea-
sonal forecast the resolution is � ��� km.

An important element of any operational forecasting sys-
tem is its verification against observations. The main ver-
ification activities are concentrated on the deterministic
medium-range forecast. Analyzed and forecast parameters
such as significant wave height and mean period are rou-
tinely verified against independent buoy data. A number
of operational centers involved in ocean-wave forecasting
take part in a project to asses forecast performance against
buoy data (Bidlot et al, 2002). However, buoy data are
usually only available near coastal areas in the Northern
Hemisphere. In order to assess the global performance of

the wave prediction system we compare first-guess wave
heights against Altimeter wave height, and we compare
forecast wave height against the verifying analysis. An
overview of these activities is given in Janssen et al (2000).
Here we discuss two examples only.

The first example concerns the verification of an ana-
lyzed parameter we have not considered before, namely
the so-called Stokes transport. This parameter is relevant
for studying the impact of ocean waves on the mean circu-
lation. For an infinitely deep ocean it is defined as

�� � . � � ����
	 � �� � . 0

where �� � . is the Stokes drift for a spectrum of waves,

�� � . � ��
� �
�

	
4 4 � �3254 9�� �

���	� 
��
0�3� 4

�
	�� �

Performing the integration over depth one finds that the
Stokes transport is simply given by the first moment of the
frequency spectrum,

�� � . � � �
�

	
4 4 �3254 9 �

Fig. 6 shows a comparison of modelled and observed
Stokes transport over a one year period. There is a slight
underestimation while the scatter index, defined as the stan-
dard deviation of error normalized with the mean of the
observations, is about � ��� . This is in agreement with the
scatter index for significant wave height which on a yearly
basis is about �	� � nowadays.

By validating model parameters against buoy observa-
tions the implicit assumption is being made that the obser-
vations are more accurate. Although the observations are of
high accuracy and quality-controlled (we have used the off-
line products of NDBC) they do not necessarily represent
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Figure 6: Comparison of analyzed, modelled Stokes transport
with buoy data over a one year period. Verification statistics are
displayed as well.
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the spatial and temporal scales of the forecasting system
well. In order to study this we performed a triple colloca-
tion study which allows to estimate the ”random” error in
model, Altimeter and Buoy data, as long as their respective
errors are uncorrelated. Fig. 7, which is from Janssen et
al (2003), shows the monthly averaged scatter index over a
two year period for first-guess, analyzed, ERS-2 Altimeter
and buoy wave height. It is clear that the analyzed wave
height error is the smallest at the locations where altime-
ter and buoy data are available. The reason for this is ex-
plained in Janssen et al (2003) and is related to the fact that
the Optimum Interpolation analysis method has the prop-
erty that the analysis error is the smaller of the first-guess
error and the Altimeter wave height error. The consequence
is that the above estimate for the error in the modelled Ek-
man transport is most likely an overestimate of the ’true’
error.

2.2 Impact studies: seasonal integrations.

Janssen and Viterbo (1996) studied the impact of two-
way interaction on the seasonal time scale. In order to
obtain reliable information on the impact of waves on the
atmospheric circulation there is a need for ensemble fore-
casting, because the variability of the weather, especially
over the oceans is high. Therefore 15 coupled and control
runs were performed for the winter season of 1990 starting
from the analysis of 15 consecutive days. The atmospheric
resolution was � ��� , and the wave model had a resolution
of � ����� , while the length of the runs was 120 days. By
taking a time average over the last 90 days, followed by
an ensemble average a reliable estimate of the mean state
of one season could be provided. At the same time, infor-
mation on the variability may be inferred from the scatter
around the mean, and thus a student t-test may be applied to
test statistical significance of the mean difference between
coupled and control run. In Fig. 8 we have plotted the
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Figure 7: Monthly Relative Error of First-Guess(FG), An-
alyzed(AN), ERS-2 Altimeter(Alt) and Buoy wave height.
Maximum Relative Collocation Difference is

���
. For

comparison the Analysis error according to a local Opti-
mum Interpolation(OI) Scheme is shown as well.

Figure 8: Ensemble mean of coupled and control run and their
differences. For comparison the analysed climate is also shown.
Period is winter 1990 and area is Northern Hemisphere. The shad-
ing indicates a measure of significance. Heavy shading means that
there is a probability of � 	�� that the difference is significant.

ensemble mean of the
� ��� mb height field and their dif-

ferences for the Northern Hemisphere, while for compari-
son purposes we also display the 90-day mean of the cor-
responding ECMWF analysis. Contours for the mean are
plotted every ��� m, while in the difference plot we have in-
dicated by heavy shading the probability of � ��� (or more)
that the two fields in question are not equal. Significant dif-
ferences are noted in the storm track areas of the Northern
Hemisphere (and, not shown, also for the Southern Hemi-
sphere). We note differences over the Northern Pacific, Eu-
rope and Siberia. In the last two areas the coupled climate
shows, when compared to the analysis, a considerable im-
provement. There are also improvements in low-frequency
variability over the North Atlantic (not shown).

As far as impact of ocean waves on the atmospheric cli-
mate is concerned it should be emphasized that also here
resolution of the atmospheric model plays a crucial role.
Janssen and Viterbo (1996) also performed seasonal fore-
casts with the � � � version of the coupled system and par-
ticularly in the Southern Hemisphere a much reduced im-
pact of the sea-state dependent drag on the atmospheric cir-
culation was found. This should not come as a surprise
when it is realized that with � � � the mean wind speeds
are reduced by as much as

� � � , therefore giving a much
weaker coupling between wind and waves.
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2.3 Impact studies: ocean circulation.

The study by Janssen and Viterbo (1996) also revealed
that there were quite large changes in the surface stress in
the warm pool area east of Indonesia. Because this area
plays a prominent role in understanding certain issues in El
Nino prediction, it was thought to be of interest to generate
stresses over a one year period in order to investigate the
impact of the sea-state dependent momentum transfer on
ocean circulation. The long period of one year was thought
to be necessary because of the long response times of the
ocean circulation.

The stress fields were supplied to Dave Anderson (then
at Oxford University) and Gerrit Burgers (KNMI) who
forced their tropical ocean model with the coupled and
control fluxes. Both models gave considerable differences
in the temperature distribution of the surface layer of the
ocean (Burgers et al, 1995). An integration period of 6
months gave already a good idea of the kind of impact,
which was typically of the order of � ������� . However,
the difference patterns of the two models were surprisingly
different. One model showed differences with fairly small
spatial scale of the order of ������� km, while the difference
pattern in the other model covered the whole tropical Pa-
cific.

Note that such experiments most likely exaggerate the
size of the impact, because there may be an important
feedback from the ocean to the atmosphere. The present
ECMWF seasonal forecasting system consists of a coupled
atmosphere, ocean circulation model. The atmospheric
model is coupled to the ocean waves model in two-way
interaction mode. Coupling of wind and waves gave a ben-
eficial reduction in the drift in the mean temperature, but
the size of the reduction was relatively modest ( � � � �������
out of a drift of about � ������� in 6 months) (T. Stockdale,
private communication 2003).

3 TOWARDS A MORE REALISTIC
AIR-SEA INTERFACE FOR OCEAN

MODELLING.

Ocean waves are the agent that takes care of the mo-
mentum and energy transfer from atmosphere to the ocean.
Through the process of wave dissipation by, for example
white-capping, wave energy is transferred to the ocean col-
umn which then generates turbulence and large scale mo-
tion of the ocean. It is pointed out that it only makes sense
to determine the fluxes through the waves if the circum-
stances are sufficiently non-stationary or inhomogeneous.
If the surface gravity waves were in equilibrium with the
wind, the air-sea interface would be transparent, because
the energy and momentum received from the wind would
be immediately transferred to the ocean column. How-
ever, whether unsteadiness and inhomogeneity (or, in other
words, wave growth and energy advection) play a role, can
only be decided by a determination of these fluxes in ac-
tual circumstances. Therefore, the fluxes into the ocean are

determined for the month of January 2003 using WAMCy4
forced by operational ����� wind analyses from ECMWF.
In particular, there are considerable deviations from the at-
mospheric fluxes in the case of the energy flux. This en-
ergy flux gives rise to large deviations from the balance of
production and dissipation of kinetic energy. An appropri-
ate turbulence scheme to deal with such circumstances is a
scheme developed by Mellor and Yamada (1982). In case
of neutral stratification and no Coriolis force an exact so-
lution for kinetic energy and current profile is found. We
extend the Mellor-Yamada scheme by modelling the effects
of wave breaking via the divergence of the correlation be-
tween pressure and vertical velocity. This idea is similar in
spirit as found in Janssen (1999) who argued that because
of growing waves by wind the corresponding term in air
may be important.

However, first we comment extensively on the prob-
lem of the interaction of the mean flow and surface grav-
ity waves. This is followed by a discussion on the need
to include ocean currents in the determination of the
atmospheric-ocean fluxes, and to provide the proper bound-
ary condition for the atmospheric flow.

3.1 Ocean waves, the surface jet and ocean cir-
culation.

In the usual description of the ocean the momentum
of the ocean waves is not taken into account, despite
the fact that a considerable list of authors (Hasselmann,
1970; Weber, 1983; Jenkins, 1987a; Xu and Bowen, 1994;
McWilliams and Restrepo, 1999) have pointed out that in
a rotating ocean the ocean waves excert a wave-induced
stress on the Eulerian mean flow which results in a force
equal to �� � 	 �� , where �� is the Coriolis parameter, and ����
equals the Stokes drift. This additional force has a consid-
erable impact on the Ekman turning of the surface current
(Weber, 1983; Jenkins, 1987b; Polton et al, 2003). Here,
we reconsider the problem of wave, mean-flow interaction
in two ways. First, this problem is discussed in the context
of the conservation law of total column momentum. Sec-
ond, we study the momentum balance in detail by means
of the simple example suggested by Xu and Bowen (1994).
A treatment will be given that starts from the general case
of internal gravity waves, and the case of surface gravity
waves follows by an appropriate choice of the equilibrium
density profile. As a result we find that in addition to the
usual �� � 	 �� force a highly localized surface drift needs to
be included in the Coriolis force as well. The transport as-
sociated with the surface drift exactly cancels the transport
by the Stokes drift with the consequence that ocean waves
do not affect the Ekman transport.

Conservation of total mass and momentum. Con-
sider an incompressible fluid (water) in a constant gravi-
tational field on a rotating earth. Let the body of water with
air above it be of infinite extent in the horizontal while in
the vertical it extends from � � ��� (with � the water
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depth) to � ��� , with �"2 � 0�� 0 � 9 the unknown surface ele-
vation. Let us assume that the water motion is governed by
the continuity equation

�
����� ��� � 2 � �� 9 � � � (5)

and the momentum equation
�
����� �� ��� � � �� �� � � ��� � � �� � � �� 	 �� � (6)

These equations apply to the domain ���	���
� � and the
boundary conditions are

� ���"2 � 0�� 0 � 9� ������$� �� � �
���3���$0�� ��� ��0 (7)

where � � is the given air pressure at the sea surface and�
� � 2 � 	 � � 0 � 	 � � 9 is the horizontal gradient operator.
At the flat bottom � � � � we impose the condition that
no fluid penetrates the bottom

� � ��� ��� � � � (8)

Following Longuet-Higgins and Stewart (1961), Whitham
(1962), and Phillips (1977) conservation laws for the mean
surface elevation � and the mean horizontal velocity �

�
may

now be obtained by integration of the continuity equation
and the momentum equation over the depth of the water,
followed by a suitable ensemble averaging. The ensemble
average � � � is supposed to filter the linear gravity wave mo-
tion. Here, the mean surface elevation � is defined as� � � � � 0 (9)

while the mean horizontal velocity �� follows from

�� � ���� 0 (10)

with � � � � � the slowly varying water depth. Note that
� is the total mass flux

� � � ������ 	 � � ���� 0 (11)

i.e., it consists of the sum of the water column mean ���
and the surface layer mean � � , defined as (Hasselmann,
1971)

� � � � �� ��� 	 � � ���� 0 � � � � � � 	 � � ���� � (12)

In the linear approximation the surface layer mean mass
flux may be expressed in terms of the wave momentum

� � ��� � � 	
�� �! � 	�� 0 (13)

where c is the phase speed of the gravity waves and �
! � �� 	 �

is a unit vector pointing in the direction of the wave prop-
agation. As a consequence, the mean horizontal velocity

�� is the sum of the ocean circulation velocity ��#" and the
wave-induced drift �

� �%$�&(' ,
�� � ��#" � �� �%$�&(' � (14)

Note that the momentum in the mean surface drift equals
the one of the Stokes drift.

The conservation laws become (Mastenbroek et al,
1993)

�
��� � ���
� ��) � ���* � � 0 (15)

and + �
��� � �� � �
��, �� � � �
� � � �� �
�-� �

� �� 	 �� � �� � � �� +��� � ���� �
� � . 0 (16)

where �� � and �� + represent the atmospheric surface stress
and the bottom stress. The radiation stress tensor . rep-
resents the contribution of the wave motions to the mean
horizontal flux of horizontal momentum. In terms of the
wave spectrum it is given by

�"! / � � � �
	
��10 �
�� ! ! ! / �

+
�
�
� � �� ,32 ! /54 �32 �� 9 � (17)

Note that the first term corresponds to advection of wave
momentum, while the second term consists of a combina-
tion of contributions from the wave-induced pressure and
the wave-induced stress (Phillips, 1977).

As pointed out by Whitham (1974) the momentum con-
servation law (16) assumes its most simple form when the
mass transport velocity including the wave momentum is
used. In this formulation of the conservation laws, ocean
waves only appear explicitely through the radiation stress
tensor . . Implicitely it also appears through parametriza-
tions of the stress. For example, in case the bottom stress �� +
is modelled in terms of the current velocity ��#" rather than
the total velocity �

�
. Mastenbroek et al (1993) parametrized

the bottom stress in terms of the total velocity and used
the above depth-averaged equations in a study of the im-
pact of sea-state dependent atmospheric stress on a number
of storm surges in the North Sea. In particular for rapidly
varying atmospheric lows a considerable increase in atmo-
spheric stress was found. This resulted in increases of the
storm surge at several stations along the English and Dutch
coasts of the order of ��� � � and a good agreement with
observed water levels was found. These authors also stud-
ied the importance of the radiation stress. In one case the
water levels showed an increase of ����� � � � � when the ra-
diation stress was included in the calculation, while in two
other cases the impact was less than

� � � . The effect of
the radiation stress, therefore, cannot always be neglected,
especially when shallow water effects are important.

Although the depth-averaged continuity and momentum
equations show their simplest form in terms of the total ve-
locity, there is a definite need to know the ocean circulation
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velocity ��#" . This can be obtained in two ways. First, one
could simply subtract the surface drift from the total ve-
locity. Secondly, following Hasselmann (1971) one could
obtain the corresponding evolution equations for the cur-
rent velocity ��#" . To that end one eliminates from (16) the
rate of change in time of the wave momentum by means
of the energy balance equation (1). Dividing the energy
balance equation by the phase speed and integration over
wavenumber �� gives

�
��� � � � � � � � � � 	

�� �
!
��
�� �

� � � � 	
��� 2 �"! # �%�"#
& �%�)(*! � � �%�)+-,/./9 � (18)

Substitution of (18) into (16) gives the following evolution
equation for the ocean circulation velocity ��#"+ �

���6� ��#" � �
� , ��#" � � �
� � � �� �
� � � � ��#" 	 ��

� �� �%$�&('
	 �� � �� , " � � � �� , " � +��� � ���� �
� � �6� (19)

and it is straightforward to rewrite the continuity equation:
�
��� � ���
� ��) � ��#"�* � � �
� ��) � �� �%$�&(' * � (20)

The conservation laws for the mean ocean circulation differ
in a number of respects from the laws for the total current.
First, the continuity equation now shows an explicit depen-
dence on the mass flux related to the ocean waves. Second,
in the momentum equation effects of the advection of wave
momentum have been eliminated, therefore, ��� becomes

� ! / ��� � �
	
��
+
�
�
� � �� ,32 ! / �32 �� 9 � (21)

Third, the surface stress and the bottom stress are modi-
fied accordingly. For example, the surface stress felt by
the mean circulation is the total stress minus the net stress
going into the waves, or,

�� , " � � � �� � � � � � 	
��� 2 �"! #$�%�"#
&'�%�)(*! � � 9 0 (22)

and the bottom stress becomes

�� , " � + � �� + � � � � 	
��� �)+-,/.*0 (23)

Fourth, the wave momentum equation (18) does not involve
an explicit Coriolis term, and therefore the mean circula-
tion experiences an additional force given by � �� �%$�&(' 	 �� .
It is this additional force, which recently has been given
considerable attention.

It is important to note that the structure of the equations
for the mean horizontal velocity �� and the ocean circula-
tion velocity ��#" are similar, but that there are detailed dif-
ferences. Nevertheless, since one follows from the other

these two alternative formulations should give the same
information on for example the mean surface elevation � .
However, following Mastenbroek et al (1993), there is, be-
cause of its simplicity, a slight preference to use in numer-
ical studies of the interaction of ocean waves and ocean
circulation the momentum equations in terms of the total
horizontal velocity �� , Eqns. (15) and (16).

Despite our preference, we will study in the context of
the mean circulation equations the impact of ocean waves
as well, by, for example, determining the difference be-
tween the atmospheric stress �� � and the stress felt by the
mean ocean circulation �� , " � � (cf. Eq. (22)).

Nevertheless, even in the context of the evolution equa-
tions for the total horizontal velocity, a number of issues
need to be adressed. The first one is how to parametrize the
turbulent fluxes. In the following sections it will be shown
that there is large difference in the Ekman spiral depending
on whether one uses the total velocity �� in the turbulent
stress or the ocean circulation velocity ��#" . Also, it is found
that the surface drift �

� �%$�&(' is highly concentrated near the
surface of the ocean. Therefore, the surface velocity really
differs from the mean velocity of the surface layer, and this
difference may have consequences for the determination of
the atmosphere-ocean fluxes. In other words, near the sur-
face it is of interest to study the vertical profile of the total
velocity.

The surface drift. Consider a single gravity wave at
the interface of air and water. Suppose the surface elevation
is given by �3�����	��
 7 0 7 � � � � 4 � 0 (24)

hence, we take a wave with amplitude � , wavenumber �
and angular frequency 4 which is propagating to the right.
The question now is what is in a Eulerian frame the mean
momentum as function of height � . Clearly, since this is a
periodic wave there is no mean momentum below � � � �
or above � ��� , hence only mean momentum for  ���� �
will be found.

The mean momentum at height z is

 � �
���
� ���
�

	
7 � �

� � �
���
�����
� ���

	
7 � � � ������

� ��� � ���
���

	
7 � � 0 (25)

where 7 � follows from

� �����	��
�7 0
hence

7 � ���������	��
 2 � 	 � 9 � (26)

Here, the subscripts � and � refer to air and water, re-
spectively. For simplicity we assume potential flow � ���� 	 � � � � ��� 	 � 7 where� � � � � � � � 
 
��  7 0 � � 4 	 �� � � � � � � � � 
 
��  7 (27)
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(Note that across the interface the � component of the ve-
locity jumps, while the vertical component is continuous),
and the mean momentum becomes

 � ��� � � �� � � 2 7 � 9 0
or,

 � 4 �� 2 ��� � � � 9 
��  7 � 0 (28)

where we ignore the
� ��� 2 � �  �� 9 factor because we take

weakly nonlinear waves, hence, � ��� � .
Now, 
��  7 � ��� � � �	��
 � 7 � � � � � 2 � 	 � 9 � , and

therefore the height dependence of the mean momentum
follows from

 � �� 2 ��� � � � 9-4 �
� 	
2 � 0�� 9 0 (29)

where for small amplitude � the function
	
2 � 0�� 9 is highly

localized around � � � ,	
2 � 0�� 9 � �� �

�
��� ) �� *

�

0 (30)

which is normalized to � , ie. 	 	 � 	 2 � 0�� 9 � � . In partic-
ular in the limit ��
 � the function

	
2 � 0�� 9 behaves like

a 2 -function and hence the surface drift becomes a surface
jet: �

� ��� �  
 �� 2 ��� � � � 9-4 � � 2 2 � 9 0 (31)

and one would expect that such a highly singular jet, which
has the same momentum as the Stokes drift, should play a
role in the mean momentum equations.

Note that, although linear theory gives an explosion for
the surface drift at � � � , the present consideration gives a
definite answer. From (29) one finds

 2 � � � 9 � ��� � � �� 4 � (32)

Eq. (32) reflects the singular nature of the surface drift as
well. Normally, one expects that such a drift is of second
order in the amplitude � , but the present consideration sug-
gests that at the surface the drift is � 2 � 9 . Remarkebly, with
a steepness � � � � � � the drift is � � � of the phase speed
of the wave.

Wave, mean-flow interaction and the surface drift.
We present here a derivation of the mean flow equations
that treats air and water on an equal footing, by consid-
ering the case of stable, general density profiles. Only at
the end of the analysis the appropriate density profiles are
specified.

Starting point are the equations for an adiabatic fluid on
a rotating earth, and we consider phenomena with a speed
much smaller than the sound speed, hence� � �� � � 0�

��� � �� ��� � � �� �� � � ��� � � �� � � �� 	 �� 0 (33)+ �
���6� ��:� � , � � � �

The equilibrium is given by

�� � � � 0 �� � � ���� 
 0
� � � � � 2 � 9 0 � � ��� 2 � 9 � � � �
	 � � � 2 � 9 (34)

First we shall apply linear theory, which enables us to ob-
tain the necessary fluxes in the mean flow equations. The
resulting fluxes will induce a mean flow, but we shall as-
sume that the waves are much faster than the mean flow.
In other words, mean flow effects on the waves can be ig-
nored.

Consider a plane wave propagating in the � -direction so
there is no � -dependence. The perturbations are assumed
to have the form

2 2 ��0 2 � 0 2 � 0 2 �$0 2 � 9 � 2 ���0 �� 0 �� 0 �� 0 �� 9 � ! � � � � � 0 7
� � � � 4 � 0 (35)

where the amplitudes are still functions of height � . Lin-
earizing Eq. (33) around the equilibrium (34) then gives� � �� � ���� � � 0� 4 �� � � � �� 	 � ��� � �� 0� 4 �� � � �� 0 (36)� 4 �� � ���� 	 � � � �� � 	 � � 0� 4 �� � �� ���� 0
where a prime denotes differentiation with respect to � .

Combining the first and third equation of (36) we have

�� � � �� �4 � 0 �� � � �� �� � (37)

hence cross velocity and vertical velocity are in phase, giv-
ing a non-zero flux � � � 2 � 2 � � which produces a force or-
thogonal to the wave propagation direction.

The density perturbation becomes

�� � � �� ��� 4 (38)

while from the second equation of (36) the pressure pertur-
bation becomes

�� � � 4� � � � ���� � 0 � � ��� 2 � 	 4 9 � � (39)

Note that in practice for surface gravity waves
� � 4 ,

hence � 
 � .
Finally, eliminating pressure and density perturbation

from the fourth equation of (36) we arrive at the Sturm-
Liouville type of differential equation		 �

+
� �
		 � �� , ���

� ��
4
��� � � �� � 4 � � ��� 0 (40)

where � � � �
�
	 � , and the boundary conditions are the

vanishing of the vertical velocity at infinity:

�� 
 ��! � �  �� 
#" � (41)
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We do not use the so-called Boussinesq approximation
(ignore all density variations except in combination with
acceleration of gravity) because, in particular for surface
gravity waves the density gradient is large.

Some general properties of the boundary value problem
(40), (41) are presented now. First, it is shown that for
stable density profiles the gravity waves are stable. As
a consequence, the flux � � � 2 � 2 � � vanishes. Only when
the waves are slightly growing or damped will the stress
in the wave direction be finite. The result is a force
which is proportional to the time derivative of the ampli-
tude of the waves (see also Andrews and McIntyre, 1976).
We also obtain a general expression for the cross force� � � � 2 � 2 � � 	 � � . In the special case of surface gravity
waves this force will give rise to a singular contribution
proportional to 2 2 � 9 .

The dispersion relation is obtained from (40) by multipli-
cation with �� � and integration of the result from � 
 � "
to � 
 � " . Partial integration of the LHS, and making
use of the boundary condition for �� gives

4
� � �

���
	 � � � �  �� �  � � � �  ��  ���

� � � � �
� �
���

	 � � ��  ��  � (42)

Considering only the case of high-frequency waves, such
as surface gravity waves are, we ignore

�
with respect to

4 in � . Then, if the density profile is stable ( � �� � � ) we
have real solutions for angular frequency 4 , a result which
is well-known.

Next, we will derive some general expressions for the
relevant fluxes. First, consider the stress along the wave
direction,

� $ � � � � � � 2 � 2 � � � � � � 2 �� �� � � � � � 9 (43)

Using (37) one finds

� $ � ��� � (44)

where � is the Wronskian of the differential equation (40),

� � � � � � ) �� � �� � � �� ��� �� * � (45)

If there are no critical layers the Wronskian is constant.
This follows immediately by differentiating � with respect
to z, and using (40)		 � � � � � � �  ��  �

+
� � ��
4
� � � � , � � � � 0 (46)

and this vanishes because for real 4 the term in brackets is
real. Hence, � $ � is constant and since �� vanishes for large
heights we conclude that � $ � vanishes.

Remark that the vanishing of � $ � depends on 4 being
real. In unsteady circumstances there will be a finite stress.
Unsteadiness can be mimicked by introduction of a slight

damping in the system of equations. In Eqns. (33) we re-
place

�
��� 
 ����6�	� (47)

everywhere, where � is a small damping rate. This effec-
tively means that angular frequency 4 is replaced by 4 � � � .
For complex frequency the right-hand side of (46) does not
vanish. As a consequence one finds as force along the wave

�
� � � $ � � � � � �4 � � �� �4 ����  ��  � 0 (48)

hence the force is proportional to the time derivative of the
vertical velocity (cf. Andrews and McIntyre, 1976). Note
that for surface gravity waves, when the density shows a
jump at � � � , the above force is singular. It should be
clear, however, that there may be several causes why ocean
wave energy changes with time, and in general the stress
� $ � depends in a complicated fashion on e.g. the wind
profile in air (cf. Komen et al, 1994). For simplicity it will
be assumed from now on that the sea state is steady, hence
� $ � vanishes.

The next flux of interest is

��
 � � � � � � 2 � 2 � � � � � � 2 �� � �� � � � � 9 (49)

Using (37) this may be written as

��
 � � � �

4 � 2 � � �� � ������ � � � � 9 � (50)

Differentiating the stress with height and making use of the
differential equation for �� gives the important relation
�
� � ��
 � � � �

4 � 0 � �� � �  ��  � �  �� �  ��� � � � �4 � � ��  ��  � 4
� � � � � � (51)

The force given in Eq. (51) consists of two parts. The
first part is given by the term in square brackets and is a
regular function of height, because, although �� � may show
a jump at the air-sea interface,  �� �  � is continuous. For
the water wave problem this will give rise to the �� � 	 �� -
force. The second part is proportional to the density gradi-
ent. This part is, however, of a special nature because for
the air-water problem � � shows a jump, hence � �� � 2 2 � 9 .
Therefore, there is a very important contribution of the
force very close to the surface. This force has, as far as
we know, never been mentioned in the literature. It is im-
portant to retain this 2 2 � 9 -force, however, because of mo-
mentum conservation.

In order to show that the force
� ��
 � 	 � � conserves total

momentum one needs to show that� �
���

	 � �� � ��
 � � � � (52)

This follows immediately from integration of Eq.(51) over
height and making use of the dispersion relation (42).
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The special case of surface gravity waves. Let us
now consider the special case of surface gravity waves by
taking as density profile

� � �
�� � ����0 ����� 0
� � 0 �
��� � (53)

where ��� and � � are constants. The density ratio ������ 	 � � is assumed to be small.
In air and water the problem simplifies considerably be-

cause there is no density gradient. From (40) the relevant
equation for the amplitude of the vertical velocity becomes	 �	 � � �� � � � �� �
Taking the boundary condition of vanishing vertical veloc-
ity at infinity into account we have

�� � �� � � ��� � 
�� � (54)

The vertical velocity amplitude �� � is connected to the sur-
face elevation amplitude �� in the usual manner

� ���� ����� �� � � � � 4 �� � (55)

The dispersion relation for 4 may be obtained from the
jump-condition at the interface (Komen et al, 1994). Alter-
natively, one simply substitutes the solution (54) together
with the density profile (53) into the general dispersion re-
lation (42). The eventual result is

4
�
� � � � � �� �	� (56)

The force (51) can now readily be evaluated. It becomes
�
� � ��
 � � � � � � 2 � � . , �
	 � � � �%$�&(' 9 (57)

where

� � � �%$�&(' � � 2 ��� � � � 9 2 2 � 9-4  ��  � 0 (58)

while

� � . , �
	 � � � 4 �  ��  � � � ���	� 
�� � (59)

Here, we approximated � by � (
� 	 4 � � ). With the iden-

tification � �� 
 � the surface momentum in (58) is found to
be identical to the mean momentum (31) from the simple
considerations given in section 3.1.1.

Note that the result (57) can also be obtained directly
from the substitution of the solution for �� into the expres-
sion for the stress (49). This gives

��
 � � � � � � 4  ��  � � � ���	� 
�� � � �� 2 � 9 (60)

and the stress profile is depicted in the Fig. 9. The jump in
the stress ��
 � at the interface of air and water is caused by
the discontinuity of the fluctuating horizontal velocity.

Figure 9: Profile of cross-stress � ��� . For display purposes air
and water density are equal.

According to (60) ��
 � 2 � 9 � � and differentiation of (60)
with respect to z gives (57). There is no contribution from
the derivative of the density � � because of the vanishing of
the wave stress ��
 � at the surface. This condition is quite
important because it implies that in each fluid momentum
is conserved by the

� ��
 � 	 � � - force.
Other fluxes in the mean flow equations, such as � 2 � 2 � � ,� 2 � 2 ��� and � 2 � 2 ��� can be shown to vanish. The first two

fluxes vanish because 2 � and 2 � are out of phase with 2 � .
For the flux in the � -direction one finds� 2 � 2 ��� � � ���� 4  ��  � � � �� 2 � 9�� � ���	� 
�� 0
and this vanishes for the same reason as the vanishing of
��
 � at the surface, namely

� � �� 2 � 9 � �� � � at � � � .
Mean-flow equations. We first consider the horizontal

components of the momentum equations. They read
�
����� � � �� � � �

�
�
�
� � � � � � � �� � � � � � ��

����� � � �� � � ��� �
�
� � � � � � � � � � (61)

Next, one writes the relevant quantities as the sum of a
mean value and a fluctuating part

� � � � � 2 ��0 � � � � � 2 � 0 � � � � � 2 � 0 � � 2 �$0 (62)

hence the ensemble average of the fluctuations, e.g. � 2 ���
vanishes. Taking the ensemble average of (61), ignoring
third moments and using the vanishing of the density fluxes
gives

�
����� � � � � �� � � � � 2 � 2 � � � � � � � ��
����� � � � � �� � � � � 2 � 2 � � � � � � � � � (63)

Making use of the expressions for the fluxes, i.e. vanishing
� $ � because of steadiness and (57) the final result becomes�

����� � � � � � � � � �
�
����� � � � � � ��� � � 2 � � � � �%$�&(' 9:� � � � � . , �
	 ��� (64)
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It is clear that we are dealing here with forced inertial os-
cillations. In the steady state one finds

� � � � � � � 2 � �%$�&(' � � � . , �
	 � 9 0 � � � � � � 0 (65)

therefore, we obtain the curious result that a steady state is
achieved which is independent of the size of the Coriolis
parameter

�
.

The surface current consists of two terms. The second
one is the negative of the Stokes drift, while the first term
is new (at least in the surface gravity wave context) and
is highly singular. Let us call this contribution the surface
drift. This drift formally explodes at the surface but it has
nevertheless a finite total momentum which exactly equals
the total momentum in the Stokes drift (as can easily be
verified). Hence, � �

���
	 � � � � � � � 0

in agreement with the momentum conservation relation
(52).

Note that the generalization of these results to the case of
many waves is immediate. Simply replace  ��  � by �3254 9 	��
with �3254 9 the wave spectrum and integrate over 4 . The
surface and the Stokes drift become

� � � �%$�&(' � 2 ��� � � � 9 2 2 � 9 � �
�

	
4 4 �3254 9 0

� � � � . , �
	 � � �� � �
� �
�

	
4 4 � �3254 9�� �

���	� 
��
0�3� 4

�
	�� � (66)

Let us finally consider the mean vertical momentum bal-
ance. First, from incompressibility it follows that the mean
vertical velocity vanishes. Ensemble averaging then gives

�
� � � � � 2 � � � � � �� � � � � � � � (67)

Apart from a constant the mean pressure becomes

� � � � � � � � 2 � � � � � �
	 � � � (68)

It should be noted that ocean waves give a considerable
contribution to the water pressure near the air-sea interface.
The variance in vertical velocity can be related to the wave
spectrum according to

� 2 � � � � � �
�

	
4 4

�
�3254 9�� �

���	� 
�� � (69)

Using a simple parametrisation for the wave spectrum,

������� � � 4 ��� 0 4 � 4�� 0
one finds

� 2 � � ���� 
�� � � ����
+
�
4�� ,

�
�

With ��� � � � � � and a peak phase speed �'	 4	� of 10 m/s
this gives a contribution of

�
mb to the surface pressure.

Consequences for ocean circulation. Generalizing
(64) to the case of arbitrary wave propagation direction,
and adding the effects of turbulent momentum transport
through the divergence of a turbulent stress �� . $�& + one finds

�
����� �� � � 2 �� � �� �%$�&(' 9 	 �� � � �� � . , �
	 � 	 ��

�
�
� � �� . $�& + (70)

Denoting the surface stress by �� � and assuming that the
turbulent stress vanishes for large depth, one then finds in
the steady state for the Ekman transport

���
 � � ����
	 � � �� (71)

the result

���
 � �� � 	 ��
� � 0 (72)

because the total momentum in the surface drift cancels the
momentum in the Stokes drift. Therefore, the classical re-
sult for the Ekman layer follows. Omitting the surface drift
would imply considerable deviations from this classical re-
sult, up to

� � � or more in the polar regions.
The above discussion would perhaps leave the impres-

sion that, as there is no impact on the Ekman transport, the
Stokes drift would not affect ocean circulation. However, it
will turn out that the impact of the ocean waves on the cir-
culations depends in a crucial way on how the interaction
between the surface drift and water turbulence is modelled.

In order to see this, let us model water turbulence by
means of a simple mixing length model. A discussion
on more sophisticated models, such as the Mellor-Yamada
(1982) scheme is given at the end of this paper. Thus,
we assume that the turbulent momentum diffusion can be
modelled with a constant eddy viscosity. In addition, we
assume that the ocean waves are propagating in the � -
direction. Introducing the complex velocity � according
to

� � � � � � 0 (73)

and writing for the turbulent stress

� . $�& + � �� �� � �� (74)

we obtain from (70) in the steady state the complex bound-
ary value problem		 �

+
��
		 � � , � � � � � � � � � � 2 � �%$�&(' � � � . , �
	 � 9� 
 ��! � �  �� 
#" � (75)

Here, � �%$�&(' and � � . , �
	 � are given by (58) and (59), respec-
tively. We confine our interest to the water column and
ignore the motion in air, except that we impose a surface
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stress � �3� ��� � � � � � � � �� caused by wind blowing in the� -direction. Here, � � and � � are the friction velocity in air
and water respectively. The surface drift is singular, and
hence we write

� �%$�&(' � �� �%$�&(' 2 2 � 9 0 �� �%$�&(' � � 4  ��  � � (76)

Integration of the differential equation across the air-water
interface therefore gives a contribution of the surface drift
to the boundary condition. Hence,

��
		 � � � � � � � � � � �� �%$�&(' ��� � � � (77)

which implies that one can model the effects of the surface
drift by simply modifying the boundary conditions at the
surface.

Using the boundary condition (76) it is straightforward
to find the appropriate solution to Eq. (75). Introducing the
Ekman depth 2 
 � � � � 	 � one finds

� � �
2 � � � 9 2 


+ � ��
� � � �� �%$�&('� , � ����� ! �



	���

� � � �� �%$�&('� �
��� 

0 (78)

where
� � � � � � 2 � 2 
 9 � . From this solution it is seen

that, apart from the Ekman depth 2 
 the waves introduce
another length scale, namely the Stokes depth 2�� � �
	�� � .
More importantly though, the effect of the waves on the
ocean current is felt throughout the whole Ekman depth.
This is discussed in more detail by Polton et al (2003).

The Ekman transport becomes

� � � ����
	 � � � � � � � � � � �� 	 � (79)

which, as expected, is independent of the wave drifts.
The classical Ekman solution is obtained by putting

� �%$�&(' to zero in Eq. (78). At the surface this will give
rise to a current which has an angle of � ������� to the right
of the stress direction. It is of interest to study the effect
of the surface and Stokes drift on the Ekman spiral. This is
shown in Fig. (10) where we have plotted the y-component
of the velocity versus the x-component, normalized with
the water friction velocity, for increasing depth. Note
that, as expected from the boundary conditions, the deep
ocean corresponds to vanishing current velocity. The par-
ticular case we have chosen is from Polton et al (2003):� � � � � ��� � �  	 
 , � � � � � � ���  � 	 
 , � � ��� ��� 
 � � ,
�%� � � � ��� �  � � and

� � . , �
	 � � � � � � �  	 
 . With respect
to the classical Ekman spiral the wave drifts give rise to
less turning in the surface layer of the ocean while there is
more turning in the deeper layers of the ocean. Neverthe-
less, with the choice of a constant eddy viscosity model,
there is only a modest impact of the wave drifts on the Ek-
man spiral.

There is, however, a curious feature of the solution (78),
which deserves further attention. The turbulent eddies
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Figure 10: Ekman spiral for case of constant eddy viscosity. A
comparison is made between two different treatments of the inter-
action of the surface drift and turbulence.

transport the momentum in the surface drift over the whole
Ekman layer, as if the wave motion at the surface is al-
most completely destroyed by turbulent diffusion. This is
odd since, as argued in section 3.1.1, the surface drift is a
purely kinematical effect. This drift is simply present be-
cause of the combination of wave motion and the density
jump at the surface. Therefore, as the other extreme, it may
be more appropriate to apply turbulent diffusion only to the
difference velocity �� � ����%$�&(' .

Therefore, as an alternative to the turbulence model (74)
we introduce the following parametrisation for turbulent
stress:

� . $�& + � �� �� � �� " (80)

where ��
" � �� � �� �%$�&(' , where ��

"
corresponds to the mean

ocean circulation current �
�#"

of section 3.1.1. The relevant
boundary problem for � " � � " � � � " becomes		 �

+
��

		 � � " , � � � � � " � � � � � � . , �
	 �
� " 
 ��! � �  �� 
#" � (81)

Again confining our interest to the water column, we im-
pose a surface stress � � � � � � �� , which results in the
boundary condition

��
		 � � " � � � ��� � � � � (82)

The solution for the velocity � � � � � � is then obtained
by simply adding the surface drift to the solution for � " .
As a consequence we find

� � � �%$�&('
� �
2 � � � 9 2 


+ � ��
� � � 2 � 2 
 9 � �� �%$�&('� , � ����� ! �



	���
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� � � �� �%$�&('� �
��� 

0

(83)

where again
� � � � � � 2 � 2 
 9 � . Note that Polton et al

(2003) obtained the same solution as above, except that
they did not include the surface drift ���%$�&(' . Therefore,
in the deeper layers of the ocean we obtain the same cur-
rent profiles as Polton et al (2003). However, the latter au-
thors find considerable deviations from the classical Ekman
transport result, while, by inclusion of the surface contribu-
tion, we find that there are no deviations from the classical
result. Integration of (83) over depth therefore gives (79).

With the present model for turbulence there are consider-
able deviations from the classical Ekman profile, as shown
in Fig. (10) (note that in this figure we used the continu-
ous version of the surface drift, Eq. (29). At the surface
the Ekman turning is now about ��� ����� , hence much less
than the classical � ������� -result, while in the deeper layers
of the ocean there is considerably more turning. The im-
portant point to note here is that Polton et al (2003) have
shown that the above solution shows impressive agreement
with observed current profiles at depths of the order of the
Ekman depth 2 
 .

It is concluded from the present study that the inclusion
of the surface and Stokes drift may have important implica-
tions for ocean circulation which certainly deserve further
exploration. However, it is important to try to understand
why the turbulence model (80) is the most appropriate, i.e.
why the momentum in the surface drift is not diffused by
turbulence to the deeper layers of the ocean. Nevertheless,
the present study suggests that there are at least three length
scale relevant in this problem, namely the Ekman depth 2 
 ,
the Stokes depth 2 � and the significant wave height

� � as
this is the relevant length scale for the surface drift.

3.2 Impact of ocean currents on atmospheric
fluxes.

As was shown by Pacanowski (1987) inclusion of cur-
rents in the determination of the atmospheric fluxes results
in considerable impact on the ocean circulation and the
temperature distribution in the equatorial region. This can
be readily seen as the wind speeds in that area are typically
� � 	

�
while the surface currents can reach values of up to

� � 	
�
, hence differences in the momentum flux may be up

to ��� � .
Again, feedback from the ocean circulation to the at-

mosphere was not taken into account so that the results of
Pacanowski (1987) may overstate the case. In order to in-
vestigate the size of the impact of the inclusion of currents
in the flux determination, the boundary condition of zero
velocity over the oceans in the IFS atmospheric code was
replaced by one of a finite current as given by the ocean cir-
culation model. We ran 6 months forecasts with this mod-
ified version of the ECMWF seasonal forecasting system
over the period of 1991 until 2002. The forecasts started
in January and July. There was a beneficial reduction of
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Figure 11: Impact of currents on fluxes as reflected by differ-
ences in the monthly mean wave height field. Top panel: mean of
sixth month experimental forecast for July averaged over the 12
July’s over the period 1991-2002. Middle panel: Difference with
control. Bottom panel: significance parameter 
 ; if 
���� then
the difference is significant with probability of � 	�� .

the drift in SST in the Equatorial Pacific, but the size of
the reduction was only � � � ������� . Nevertheless, there may
be considerable differences in physical parameters such as
the surface wind speed or significant wave height. This is
shown in Fig. 11 which gives the monthly wave height
field for the 6 month experimental forecast for July aver-
aged over the twelve year period. In addition is shown the
difference with the corresponding field of the control fore-
cast, and the result of a significance test. There are consid-
erable differences in the wave height field of the southern
Hemisphere extra-tropics, and in the warm pool area east of
Indonesia. The student t-test in the bottom panel reveals all
of the major current systems of the ocean, except perhaps
the Gulf stream in the North Atlantic.

In the work of Pacanowski (1987) and our experiments
the ocean surface current was approximated by means of
the current at

� � depth. However, it is known that this is a
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poor approximation; ocean waves play an important role in
the top layer of the ocean, resulting in an additional surface
drift of about � � ��� of the surface wind speed. In addition,
because of Ekman turning, there may be considerable dif-
ferences between the direction of the surface current and
the one at

� � depth. These effects can, however, only be
taken into account by using sea state information within the
context of a coupled ocean-circulation, atmosphere model.

3.3 Surface layer mixing and ocean waves.

The work of Terray et al (1996) and Craig and Ban-
ner (1994) has highlighted the prominent role of breaking
waves and its contribution to the surface current. For ex-
ample, in the field considerable deviations from the usual
balance between production and dissipation of turbulent ki-
netic energy are found which are caused by the energy flux
produced by breaking waves. When observed turbulent ki-
netic energy dissipation, � , and depth � are scaled by pa-
rameters related to the wave field, an almost universal rela-
tion between dimensionless dissipation and dimensionless
depth is found. Here, dimensionless dissipation is given by� � � 	�� � � , with

� � the significant wave height and � � �
the energy flux from wind to waves, while the dimension-
less depth is given by � 	 � � .

In the Craig and Banner model (1994) the difference be-
tween production and dissipation of turbulent kinetic en-
ergy is balanced by a flux of turbulent energy, following
the work of Mellor and Yamada (1982). In particular, by
choosing a wave-height dependent mixing length, Terray et
al (1999) found a good agreement between modelled dissi-
pation and current profile on the one hand and observations
on the other hand.

In order to be able to give a realistic representation of the
mixing processes in the surface layer of the ocean, it is clear
that a reliable estimate of energy and momentum fluxes to
the ocean column is required. A first attempt to estimate
these fluxes from modelled wave spectra and knowledge
about the generation and dissipation of ocean waves was
given by Komen (1987). Weber (1994) studied energy and
momentum fluxes in the context of a low-resolution cou-
pled ocean-wave atmosphere model (WAM-ECHAM), and
she concluded that there is no need to use a wave predic-
tion model to determine, for example, the energy flux. A
parametrization of the type � � � � � ��� � � � (with � � the air
friction velocity and � a constant) would suffice. It will be
argued that this conclusion depends on an approximation
used by Weber to estimate the energy flux.

Let us first define the momentum and energy flux. The
total wave momentum � depends on the variance spectrum
�32546087�9 and is defined as

� ��� ��� �
���
�

� �
�

	
4
	
7 ��4 �32546087�9 0 (84)

which agrees with the well-known relation that wave mo-
mentum is simply wave energy divided by the phase speed
of the waves. The momentum fluxes to and from the

wave field are given by the rate of change in time of wave
momentum, and one may distinguish different momentum
fluxes depending on the different physical processes. For
example, making use of the energy balance equation (1)
the wave-induced stress is given by (cf. 2)

�� � � ��� ��� �
���
�

� �
�

	
4
	
7 ��4 �"! #"2546087�9 0 (85)

while the dissipation stress is given by

���� ,6� � � � �
���
�

� �
�

	
4
	
7 ��4 �)(*!

� � 2546087�9 0 (86)

Similarly, the energy flux from wind to waves is defined by

� � � � � � � �
���
�

� �
�

	
4
	
7$�"! #)2546087�9 0 (87)

and the definition for � � , follows immediately from the
above one by replacing �)! # by �)(*! � � . It is important to note
that while the momentum fluxes are mainly determined by
the high-frequency part of the wave spectrum, the energy
flux is to a larger extent determined by the low-frequency
waves.

In an operational wave model, the prognostic frequency
range is limited by practical considerations such as restric-
tions on computation time, but also by the consideration
that the high-frequency part of the dissipation source func-
tion is not well-known. In the ECMWF version of the
WAM model the prognostic range of the wave spectrum
is given by the condition

4 � 4 " � � � � 4 � 	 � # (88)

where 4 � 	 � # is a conveniently defined mean angular fre-
quency. In the diagnostic range, 4 � 4 " , the wave spec-
trum is given by Phillips’ 4 ��� power law. In the diagnostic
range it is assumed that there is a balance between wind
input, dissipation and nonlinear transfer. In practice this
means that all energy and momentum going into the high-
frequency range of the spectrum is dissipated, and is there-
fore directly transferred to the ocean column.

As a consequence, the momentum flux to the ocean, �� , " ,
is given by

�� , " � �� �
� � � ��	 ���� 	 ���� 	

4
	
7 ��4 2 �"! #$�%�"#
&'�%�)(*!

� � 9 0 (89)

where �� � is the atmospheric stress, whose magnitude is
given by � � � ��� � � � . Note that the ocean momentum flux
�� , " only involves the sum of the three source functions of
the energy balance equation and therefore it only involves
the total rate of change of wave momentum. Any wave
model that is forced by reliable atmospheric stresses and
that produces wave height results that compare well with,
for example, buoy wave height data and Altimeter wave
height data, will produce reliable estimates of the ocean
momentum flux �� , " .
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Figure 12: Evolution in time of normalized momentum flux and
energy flux to the ocean for the case of a passing front after ��� hrs.
The momentum flux has been normalized with ����� � � , while the
energy flux has been normalized with 	
����� � � , where 	� 	�� � .

Ignoring the direct energy flux from air to currents, be-
cause it is small (cf. Phillips, 1977), the energy flux to the
ocean, � , " , is given by

� , " � � . ,/.� �
� � � � 	 ���� 	 ���� 	

4
	
7�2 �"! #$�%�"#
&'�%�)(*! � � 9 0 (90)

where � . ,/.� � is the total energy flux transferred from air to
ocean waves. This total energy flux is fairly well-known,
because empirically the wind input to ocean waves is well-
known, even in the high-frequency part of the spectrum
(cf. Plant, 1982). Furthermore, there is now a consensus
that the high-frequency part of the spectrum obeys an 4 ���
power law (Banner, 1990; Birch and Ewing, 1986; Hara
and Karachintsev, 2003, to mention but a few references).
Hence, fairly reliable estimates of the energy flux � , " may
be provided by means of a wave model provided the model
has a wind input term that agrees with the observations of
wave growth and provided modelled wave heights compare
well with observations.

Before results of time series for momentum and energy
flux for a simple case are presented, we have to make one
remark on the numerical implementation of (89) and (90).
The energy balance equation is solved by means of an im-
plicit integration scheme (cf. Komen et al, 1994). To be
consistent with the numerical treatment of the energy bal-
ance, the momentum and energy flux have to be treated in
a similar spirit, i.e. including the implicit factors of the
integration scheme.

Let us now illustrate the sea-state dependence of the mo-
mentum and energy flux for the simple case of the pas-
sage of a front. To that end we take a single grid-point
version of the ECMWF version of the WAM model and

force the waves for the first day with a constant wind speed
of � � � 	

�
, which is followed by a drop in wind speed to

��� � 	 � and a change in wind direction by ��� ����� . In Fig.
12 we have plotted time series of atmospheric stress ( � � ),
the momentum flux to the ocean ( � , " ), the total air-wave
energy flux ( � . ,/.� � ) and the energy flux into the ocean ( � , " ).
The momentum fluxes have been normalized by � � , while
the energy fluxes have been normalized by � � � � � � , with
� � � � � which is a convenient mean value. During the first
day we deal with the case of wind-generated gravity waves,
hence windsea, and, in particular, the difference between
atmospheric stress and the momentum flux to the ocean is
small, most of the time at best � � . This is a well-known
property of windsea (JONSWAP, 1973). For windsea, the
difference between total energy flux � . ,/.� � and the energy
flux into the ocean � , " is somewhat larger. When the front
passes at � � ��� ��� � there is a sudden drop in wind, hence
in atmospheric stress. However, the waves are still steep
and experience an excessive amount of dissipation in such
a way that wave energy decreases. As a consequence, con-
siderable amounts of momentum and energy are dumped in
the ocean column, much larger than the amounts one would
expect from the local wind. Therefore, in cases of rapidly
varying circumstances, the fluxes are seen to depend on the
sea state. This is in particular true for the energy flux � , "
and to a much lesser extent for the momentum flux � , " .

This different behaviour of momentum flux and energy
flux is caused by a combination of two factors. By def-
inition momentum flux is mainly determined by the high
frequency part of the spectrum while we have assumed that
in the unresolved part of the spectrum there is a balance
between wind input and dissipation. Hence, for windsea
there is almost always a balance between atmospheric mo-
mentum flux and the flux into the ocean. This holds to a
lesser extent for the energy flux because this flux is partly
determined by the low frequency part of the wave spectrum
as well.

The different behaviour of momentum and energy flux is
also found in the monthly means on a global scale. This is
illustrated in

the Figs. (13) and (14). The typical variation in the ra-
tio � , " 	 � � is then found to be of the order of � � while
the variation in the normalized energy flux, � , " 	 � ��� � � � , is
substantially larger. The global average of the value for �
turns out to be ��� � � � . Note that the map for the energy
flux shows an interesting spatial pattern. In the equatorial
region values of the normalized energy flux are small, sug-
gesting that the mixed layer is thinner than the norm. In the
extra-Tropics the normalized energy flux is considerably
larger, presumably because here there is larger variability
in the wind field.

We finally remark that in the work of Weber (1994) the
energy flux into the ocean was approximated by the relation
� , " ��� � � � � � , where � � � is the mean phase velocity. This
generally overestimates the energy flux by at least a factor
of two and as a consequence she finds fairly high values
of � , ��� ��� . In addition, in interesting cases such as
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Figure 13: Monthly mean of momentum flux into the ocean, normalized with the atmospheric stress. Period is January 2003.

the passage of a front, the energy flux approximated in this
manner will follow the wind. For example, in the frontal
case of Fig. (12) the energy flux to the ocean would de-
crease dramatically at � � ��� hrs, while, in fact, it should
hardly change. Therefore, it is not surprising that with this
approximation the energy flux � , " and wind are closely re-
lated.

3.4 Mixed layer modelling.

Having found a reliable way of obtaining from the rate
of change of the wave spectrum the momentum and energy
flux into the ocean, we now turn our attention to the conse-
quences for the mean flow in the ocean. We follow the work
of Craig and Banner (1994) and Mellor and Yamada (1982)
and we briefly discuss the momentum equation, where the
eddy viscosity is modelled in terms of the turbulent kinetic
energy budget. In the steady state an exact solution is found
for the case of no earth-rotation and no buoyance effects,
but the mixing length may be arbitrary.

Momentum equation. To simplify the problem, the
wind driven water velocity is assumed to be stationary, non-
rotating and uniform without any pressure gradients in the
horizontal directions. The momentum equation then re-
duces to 		 �

+
�
	
�	 � , � � for ����� 0 (91)

where for convenience we have taken increasing depth in
the positive � -direction. The boundary conditions are:

�
	
�	 � � � � �� for � � � 0 (92)

� � � for � � � � (93)

Here, � is the horizontal velocity component in � -direction.
The eddy viscosity � is assumed to be a function of depth
only, � � is the friction velocity in water and

�
is the total

water depth. The friction velocity of water is related to the
momentum flux according to

� , " � � � � �� (94)

Using (91) and (92), the stress in the water is found to
be constant. The equation for the horizontal velocity then
becomes 	

�	 � � � �
�
�
� (95)

For given eddy viscosity, the velocity profile of the mean
flow becomes

� � � � �� � 

�

	 �
�
� (96)

The expression for � will follow from the turbulent kinetic
energy budget of the flow.

Kinetic energy equation. The equation for the mean
kinetic energy of the turbulent velocity fluctuations is ob-
tained from the Navier-Stokes equations. If buoyancy ef-
fects are ignored, and stationary two-dimensional flow is
assumed, the energy budget becomes

� � � � �� 	 �	 � � �� �
		 � 2 2 � 2 � 9:�

		 � 2 � 2 � 9 ��� 0 (97)

where � � is the water density, 2 � and 2 � are the pres-
sure and vertical velocity fluctuations, � is the turbulent
kinetic energy and � is the dissipation rate. The over-bar
denotes the average taken over a time scale that removes
linear turbulent fluctuations. Following Craig and Banner
(1994), the level-2

�� Mellor-Yamada turbulence scheme is
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Figure 14: Monthly mean of energy flux into the ocean, normalized with 	
� ��� � � where 	�� 	�� � . Period is January 2003.

used (Mellor and Yamada 1982). Here, the eddy viscosity
is expressed as

�3� !�� ��� (98)

where
!

is the turbulent mixing length,
� �

is the turbulent
kinetic energy (

�
is referred to as the turbulent velocity) and

��� is a dimensionless constant. The dissipation term is
taken to be proportional to the cube of the turbulent velocity
divided by the mixing length

� �
� �
� ! 0 (99)

Here,
�

is another dimensionless constant. In the Mellor-
Yamada scheme, the terms for the vertical transport of tur-
bulent kinetic energy are parametrized through a diffusion
term. Using the equation for the velocity profile (95) to
eliminate the velocity shear, the equation for

�
becomes

�
		 �
+
�� ! ���

	 � �	 � , � � � �!�� ��� � � �
� ! (100)

where ��� is a constant. The term on the left-hand side of
(100) represents vertical diffusion of turbulent kinetic en-
ergy. The first term on the right side is the shear production
of turbulent kinetic energy, and the final term on the right
side represents dissipation of turbulent energy. The bound-
ary conditions for the turbulent kinetic energy equation are

� �� !�� ���
	 � �	 � �1� � for � � � 0 (101)	 � �	 � � � for � � � � (102)

The values used in the empirical constants of the Mellor-
Yamada model are

2 ��� 0*��� 0 � 9 ��2 � � ��� 0 � � � 0 ��� � � 9 (103)

In order to agree with the turbulence results in case there
is a balance between production and dissipation of ki-
netic energy the parameters ��� and

�
satisfy the relation� � 	 � � �

	 �� � � .
The energy flux � � � � is related to the energy flux into

the ocean by � � � � � �
	�� (104)

In the absence of the relevant information on the sea state,
the energy flux is often parametrized as �
	�� � � � � � � � .
Hence writing,

� � ��� � �� 0 (105)

one then finds ��� � 2 � � 	 ���
9 � 	 � . With � of the order of
� � � , � has typical values of

� � � � � � .
Note, that we still need to specify the mixing length,

!
.

Before this is done, we will study in the next section the
diffusion problem for arbitrary mixing lengths.

Exact solution of the diffusion problem. In this sec-
tion we present the exact solution to the diffusion problem
(100)-(102). Let

� ��� � + �
��� , � 	 � � and � � � � � (106)

Furthermore, introduce a new length scale � ,	 � �
	 �!�� �� ��� � � � �

� 	 �!�� �� ��� � (107)

in such a way that � � � corresponds to � � � , and � 
#"
when � 
 " . As a consequence, (100)-(102) becomes

� ��� � 	 � �	 � � ��� � � � � 	 �
� � � � 	 �	 � � � � � (108)� 
 ��! � � � 
#"
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where � � � � � � � 	 �� � 	 � � 	 � � �
	 �
� .

The set of equations (108) can be solved exactly because
there is an integral of motion. Multiplying the non-linear
differential equation for � by

	 � 	 	 � and integrating, we
get + 	 �	 � , � ��� � � � � � 	 � � �	�  
�� (109)

The integration constant is determined from the boundary
condition at � 
 " ( ��
 � hence

	 � 	 	 � 
 � ) giving
�	�  
�� � � , hence+ 	 �	 � , � ��� � � � � � 	 � � � (110)

In principle an explicit solution is now obtained. To see
this we write (110) as an equation for

	 � 	 	 � and take the
square root, hence	 �	 � ��� �� � � � � � � 	 � � � (111)

and for definiteness we need the value of � at the surface.
Using (110) and the boundary condition in (108) we get� �� � � � � 	 �� � � � �

�� � � (112)

Integration of (111) then gives

� �
� �
� �

	 �� � � � � � � 	 � � � (113)

Denoting the primitive integral by � 2 � 9 , so that� � � 	 �� � � � � � � 	 � � � (114)

(an explicit form will be given later), we therefore find

� � � 2 � 9 ��� 2 � � 9 (115)

where � � follows from (112).
Next, we solve the equation for � 2 � 9 . In terms of the � -

coordinate, equation (92) becomes, using � 2 � 9 � � � � � 2 � 9 ,
� ��� ��� � 	 �

	
� �	 � � � � �

	 �
� 0 (116)

where �
� 	 �� � � �

	 �
� � � 	 � 	 � � � � 	 �� , while the boundary

condition becomes

� � � � � � � � 0 (117)

Hence
� � � � � � 	 ��

� 	 �� � 	 � (118)

Using (111) we may write the integral in terms of � only,
or

� � � � � � 	 ��
� 	 �� � 	 � � � � � � � � 	 � � � (119)

This integral can be solved immediately by means of the
substitution � � 	 � � �$� � , with the final result

� � � �
� � � � �

	 �
�
�
� �
� � � � 	 � � � � � �� � � 	 � � � � � ��� �����

�

��� (120)

Therefore, the current � � has been expressed in terms of � .
The remaining task is now to determine � � . For this we

need the integral (114). Using � � � � one finds� � � � � � 	 �
2 �
� � � 9 � � � � �

� �
+ � 	 �� � � � � �

� 	 �
2 �
� � � 9 � � � � � ,

(121)

Both integrals are known and the end result is

� � � �
�

�
� �
�
�
�
	 � � � � 	 � � � � � 	 � � �� � � � 	 � � � � � 	 � � ����

� �
�
� � ) � � 	 � � � � � 	 � � � * (122)

In the exact solution for the diffusion problem a key role
is played by the variable � . First one has to obtain the
surface value of � from the solution of Eq. (112) Then, for
given � the coordinate � can be obtained using (115) and
(122). The values for � are then found by inverting (107),
or,

� �
� �� ��� �

� ! 	 � 0 (123)

and the current profile is found immediately from (120).
What remains now is the study of the roots of (112). It

is convenient to introduce the variable � � � � 	 � , which
is basically the turbulent kinetic energy. In terms of � one
finds the third order equation� � � � � � � � � � � � (124)

For � � � � this equation has only one real positive root,
while in the opposite case ( � ��� � ) there are three real
roots. One of the additional roots is always negative and,
therefore, physically not meaningful, because the turbulent
kinetic energy is positive. The other root becomes positive
for � �1� � . Accordingly, for weak forcing, when � ��� � ,
two different equilibrium solutions are possible. The first
solution results in values of � � ��� . For this solution � is
decreasing asymptotically towards the deep water value � .
The other solution results in surface values ��� � ��� � .
Since also this solution must comply with the deep wa-
ter boundary condition, this results in increased turbulence
with depth.

We have studied to some detail the properties of the mul-
tiple equilibria. Current profiles are very similar, but there
are considerable differences in the dissipation of turbulent
kinetic energy. However, since multiple solutions only ex-
ist for extremely weak forcing ( � ��� � ), corresponding to
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Figure 15: Velocity profile (left) and dissipation of turbulent
kinetic energy (right) for exact, numerical, and approximate so-
lution. The direct calculation uses the new model for turbulent
kinetic energy, making use of the dissipation term of WAMcy4.

values of � of � 2 � 9 , we have not pursued the consequences
in great detail.

Fig. (15) shows current profile and dissipation rate
(made dimensionless in an appropriate fashion) as function
of dimensionless depth � 	 � � for the case of � � ��� and� � � � � � � . The mixing length scale

!
was chosen as! 2 � 9 � � 2 � � ��� 9 0 ��� � � � � � � �

The comparison between exact and numerically obtained
solution is excellent.

The fact that the exact solution of equation (100) has
to be calculated inversely, by first choosing � and finding
the � values at the final stage, makes it a bit awkward for
practical purposes. It is possible to find an approximate
solution that is easier and faster to use which, for exam-
ple, may be implemented in a numerical ocean model. The
main difficulty in solving equation (100) is due to the non-
linearity in the shear production term. Near the surface,
the main balance is between the diffusion and the dissipa-
tion term, whereas for the deep layer, the balance is be-
tween the shear production and the dissipation term. Craig
and Banner (1994) give the solutions for these two layers
when the wave enhanced layer is assumed to be balanced
by dissipation, and for the deep layer when the dissipation
is balanced by shear production. The latter gives rise to the
classical logarithmic velocity profile. It is, however, diffi-
cult to find an asymptotic matching between these two so-
lutions. A rudimentary way of removing the non-linearity
from equation (100), is by replacing

�
in the denominator

of the shear production term by its deep water value. It is
straightforward to solve the resulting linear problem and in
Fig. (15) the resulting solution is compared with the exact
one. A good agreement for current profile and dissipation
rate is obtained.

Direct calculation of vertical transport. In the non-
linear model for the ocean current in the surface layer,
Eq.(100), the combined effects of the pressure term and the

vertical transport of turbulent kinetic energy are modelled
by means of a diffusion term. However, the pressure term
can also be determined by explicitely modelling the energy
transport caused by wave breaking. Janssen (1999) demon-
strated how the pressure term may affect flow in the atmo-
spheric boundary layer by explicitely using knowledge on
the growth of waves by wind. The same idea will be used
here but now applied to wave breaking in the ocean column.
The pressure term is thus written as

� � � � �� �
		 � 2 2 � 2 � 9 � � ��� � � �)(*! � � 2 ��'9�� �

��� 
 	
��

(125)
Neglecting the third order term involving the turbulent ki-
netic energy and using the same parametrizations for the
dissipation and eddy viscosity as in the Mellor-Yamada
model, the turbulent energy budget may be written as

� � � ! ��� � � � � � � �� � � � (126)

Here, (95) has been used to eliminate the velocity gradient
of the mean flow. With (126) and (100) we have two tur-
bulence models that both involve the balance between ver-
tical transport, shear production and dissipation of turbu-
lent kinetic energy. The main difference is that the Mellor-
Yamada model parametrizes the vertical flux of kinetic en-
ergy by a diffusion term while the new model calculates
this term directly from the dissipation source function of
the energy balance equation (1).

Let us explore the consequences of the turbulent kinetic
energy equation (126) for current profile and dissipation
rate profile. To that end, a one grid point version of the
WAM model was run over a ��� hour period and the results
at the end of the run were used for calculating the turbu-
lence in the surface layer of the ocean and the resulting
velocity profile. Wind speed was kept constant at ��� m/s
during the whole run. At final time the significant wave
height was � � � m and the waterside friction velocity � � was� � � � � m/s. The energy flux for the boundary condition was
calculated using (90), while

� � from (125) was obtained
from the dissipation source function of the WAM model.
Comparison with the results of the Mellor-Yamada model,
run for the same conditions, are shown in Fig. (15). There
is a remarkable agreement, taking into consideration the
well-known uncertainties regarding the modelling of wave
dissipation.

4 CONCLUSIONS.

In this paper we have reviewed the impact of the sea state
on the atmospheric circulation, from the medium-range to
seasonal forecasting time scales. An important finding is
that with the recent increase of atmospheric resolution from� & � ��� to � & � � � we have experienced a more pronounced
impact of ocean waves on the atmosphere in the medium-
range. The same remark applies to seasonal forecasting
time scales. Apparently, a realistic representation of the
small scales is important for air-sea interaction.
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Furthermore, we have discussed possible benefits of sea
state information for coupled atmosphere, ocean circula-
tion modelling such as relevant for seasonal forecasting.
These possible benefits have always been ignored by the
ocean modelling community. This is surprising when it is
realized from the physical point of view that the ocean sur-
face layer is to a large extent controlled by the physics of
breaking waves. This will have impact on the magnitude
and direction of the surface drift, and hence on the atmo-
spheric circulation and fluxes. In addition, the energy flux
into the ocean is sea state dependent, and therefore also the
thickness of the mixed layer. In particular, the mixed layer
will be shallow in areas where there is hardly any variabil-
ity in the wind, such as in the Trade winds, whereas the
mixed layer will be deep in the extra-Tropics.

The study of the impact of ocean waves on ocean cir-
culation is only beginning. There are nevertheless already
some interesting results, e.g. the work of Mastenbroek et al
(1993) on the impact of the sea-state dependent drag on the
mean sea level and the work of Polton et al (2003) on the
impact of the Stokes drift on the Ekman spiral. The next
task is to obtain the relevant primitive equations, including
the effect of surface waves. In the context of multi-layer
models the approach of section 3.1.1 seems promising,
where, because of its simplicity, there is a preference for
evolution equations for the total horizontal velocity. The
significant impact of the Stokes drift on the Ekman spiral
is found when the turbulent stresses are parametrized by
means of the mean ocean circulation velocity. This makes
sense because the surface drift is highly concentrated near
the air-sea interface. Near the ocean surface the momen-
tum transport is to a large extent determined by the energy
flux associated with breaking waves. A turbulence model
to deal with such circumstances is a scheme developed by
Mellor and Yamada (1982). In case of neutral stratification
and no Coriolis force we have found an exact solution for
the turbulent kinetic energy profile and the current profile.
No doubt, this exact solution will be of help in parametriz-
ing the mixing length near the surface.
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