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Linear inversion of body wave data-Part II: Attenuation 
versus depth using spectral ratios 

R. S. Jacobson,* George G. Shor, Jr.,+ and LeRoy M. DormanJ: 

ABSTRACT 

We present a method for determining the specific quality 
factor Q-’ by the use of spectral ratios of seismic refraction 
data. The only modifications to standard refraction profiles 
are that the source and receivers be sufficiently far away from 
reflective boundaries to eliminate the angular dependence 
of the source spectrum itself and of the observation of the 
source signal by the receiver. The last requirement may 
not be too significant. Application of this method for de- 
termining attenuation as a function of depth was applied to 
data obtained in a thick sedimentary section in the Bay of 
Bengal. Once an adequate velocity-depth function is deter- 
mined, attenuation as a function of depth is readily calcu- 
lated by the use of linear inverse theory. Several preferred 
solutions are discussed, including a model of constant Q-’ 
of 0.0115. A comparison of our data with a compilation of 
data from the published literature of attenuation with depth 
reveals a reasonable concordance, but with some slight dif- 
ferences. A peak of attenuation at 600-m depth probably 
represents the depth of lithification of the sediments into 
mudstone. 

INTRODUCTION 

Although marine seismic refraction profiles have been under- 
taken in the past 50 years primarily to elucidate velocity structures, 
relatively little attention has been paid to measuring attenuation. 
Attenuation measurements, in conjunction with velocity, can add 
more information to our inferences of the composition and proper- 
ties of the earth. Unfortunately, since we cannot place sensors deep 
within the earth, we cannot directly measure intrinsic attenuation, 
that absorption due to frictional heating, viscous losses, etc. The 
absorption that we can observe is called “effective” attenuation, 
and includes (along with intrinsic attenuation) losses due to scat- 
tering, reflections, interbed multiples, shear-wave conversions, 
etc., but it should not include spreading losses. It is plain that 
structure, velocity contrasts, and the geometry of the observations 
can alter the value of effective attenuation, even though intrinsic 
attenuation remains constant. All is not lost, though, for most mea- 

surements show a remarkable concordance, at least in marine sed- 
iments, so that some conclusions can be drawn. 

A compilation of compressional wave attenuation coefficients, 
gathered from the published literature (Hamilton, 1976a) in unlith- 
ified marine sediments, suggests a peak of attenuation at 200-m 
depth. Hamilton’s speculation about this phenomenon was that the 
effect of porosity reduction due to burial increases attenuation, 
while pressure effects on the frame structure of the sediments cause 
a decrease of attenuation. The two effects counterbalance each 
other at about 200-m depth. At greater depths, further reductions of 
porosity are small, so overburden pressure on the sediments dom- 
inate to produce a reduction in attenuation. As noted by Hamilton, 
however, no single experiment has possessed the resolution to 
describe the value of the attenuation peak or its depth. A recent 
experiment (Mitchell and Focke, 1980) verifies the existence of a 
peak in attenuation at 250-m depth in one profile, but they report 
values of attenuation lower than that which Hamilton predicts by 
an order of magnitude. 

We present results of an attenuation measurement experiment 
which has the necessary resolution to verify Hamilton’s predic- 
tions. We first outline the method, by using spectral ratios, to 
determine attenuation values. This method is derived from ampli- 
tude observations, and it is similar to the approach taken by Dor- 
man (1968). We then discuss how the data were collected. As we 
shall see, attenuation measurements are intimately associated with 
velocity structure, so a discussion of the velocity-depth profile is in 
order. Finally, the results of the attenuation depth profile are dis- 
cussed. 

DERIVATION OF SPECTRAL RATIOS 

Acoustic energy traveling through a region of vertically hetero- 
geneous, but laterally homogenous, structure is a function of fre- 
quency f, depth of penetration z, and angle of incidence from the 
vertical 8. More explicitly, the spectrum of the amplitude of the 
received signal waveform can be described as follows: 

Aj(8, f, Z) = Eoj(6, f)Fj(e, f> r)r(f)> Cl) 

where A is the received signal, Ea is the source signal, F is the 
earth response, and I is the instrument response. Index j specifies 
each observation of refracted energy, which penetrates to a differ- 
ent depth in the earth. All information about the earth is contained 
in the functional F, which can be further described as 
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FIG. 1. Bathymetric map of the seismic refraction station in the central Bay of Bengal, detailing the locations of the seismic runs, sea floor 
hydrophones, the moored buoy (Buoy Jo) and gravity cores, and the multichannel reflection line. 
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Fj(e,f, Z) = T,(e, Z)Rj(e, z)GJ(f, Z)> (2) 

where T is the function containing reflection and transmission coef- 
ficients (which we assume to be independent of frequency), scat- 
tering losses, conversions to shear waves, etc., R is the spreading 
loss function, and G is the attenuation operator. G is commonly 
expressed as 

where t is the traveltime spent in the attenuating medium. The 
well-known specific quality factor Q1 is the attenuation depth 
function we seek. Although Q -’ is a dimensionless quantity, its 
units can be expressed as nepersiradian. A neper is the analog of a 
decibel; one neper is equal to 8.686 dB. We now assume that Q is 
independent of frequency, and later we provide justification for 
doing so. 

Another method of describing G, used by Hamilton (1972, 
1976a), is 

G(.L Z! = exp [-k(z)f”f’L(z)l, (4) 

where k is the attenuation coefficient, measured in dB/Hzlkm or 
dB/kHz/m, and PL is the path length. It should be noted that Q-l 
and k are not directly equivalent. This will be brought up again. 
Hamilton (1972) observed that the attenuation coefficient in 
marine sediments appears to be independent of frequency in the 
range from a few hertz to the megahertz range, and thus assumes 
that n is equal to unity. This is equivalent to taking Q-’ to be 
indepenctent of frequency. The attenuation coefficient is a useful 
value in determining sediment types and is also helpful in inter- 
comparisons of sediment properties. 

It should also be noted that a frequency-independent Q -’ implies 
a dispersionless medium. Hard rock studies clearly indicate a 
frequency-dependent Q-’ (Jeffreys, 1965) to account for the 
observed physical dispersion of surface waves and free oscilla- 
tions. Hamilton (1972) discusses dispersion in marine sediments 
and concludes it is a neglible effect. 

Assuming the instrument response is known, and an accurate 
measure of the source function is known, we can then solve for the 
earth response F knowing our received signal. One measure of the 
source function is from that of the direct waterborne signal. A 
complexity arises in the source signal from reflections from sur- 
faces that introduce an angular dependence upon its frequency 
characteristics. If the source and receiver are far enough away from 
reflective boundaries, this problem is eliminated, and the source 
function becomes independent of inclination. Also, water does not 
significantly absorb acoustic energy in the seismic band (Urick, 
1975). Each observation of the direct waterborne path can be 
expressed as 

where R represents geometrical spreading losses through the water 
column and wj indexes each jth observation through the water. 
Thus, our observation of the direct water path immediately yields 
an excellent source spectrum, offset in absolute levels by spreading 
losses. If one needs to know exactly, adjustments can be made for 
accurate source levels by considering spreading losses and instru- 
ment response. 

Once we know the spectrum of the source, we can divide it into 
the spectrum of the received energy to give us a spectral ratio, 
i.e., 

Aj(fj> f, Z) 
Auj(e,.f, 2,) = 

TJ(e, z)RJ(e, z)Gj(f, 2) 
Rwj@, z,) 

(6) 

We now change variables by taking natural logarithms 

SR(O,f, z) = In $y 
I I 

WJ 

= In q(0, z) + In R,(O. z) 

+ In Gj(f, Z) - In Rwj(O, z,). (7) 

We note that the spectral ratio SR can be readily separated into a 
frequency-dependent term G and other, nonfrequency dependent 
terms, i.e., 

SR(O,f, z) = SRo(B, z) + In G(f, z). 

We also observe that 

(8) 

again stating that Q is independent of frequency. If we fit SR by 
least-squares into a slope and intercept, the slope becomes (In G)if 
or (-nt/Q). The variance of the slope, therefore, becomes the 
variance of (In G)/f. By dividing the earth that is sampled into n 
equally thick layers, we have for each observation j 

-sR,(f, z) = 2 ty M  5 ,, 

vf i=l Q(Z) 

Note that the traveltime in the ith layer, for the jth observation ty is 
a function of depth, velocities within the ith layer, and the apparent 
velocity (c.f., Dorman and Jacobson, 1981, this issue). Altema- 
tively, we have 

-sRj(f, 2) 
= 2 k,PL,?. (11) 

7F.f r=l 

Here, PLiJ is the path length within each layer i, and is a function 
of the jth apparent velocity. 

Numerous advantages accrue from the use of the spectral ratio 
method. First is the rather simple method of computation and data 
reduction. No spreading losses need to be calculated, because only 
frequency-dependent effects are examined. If reflection coeffi- 
cients or scattering. for example, are frequency dependent, they 
will be included in the attenuation values. Thus, we will be mea- 
suring effective, rather than intrinsic attenuation. Second, our only 
restrictions on data collection are accurate recordings of both 
refracted and waterborne energy, with the source and receiver suf- 
ficiently far away from reflective boundaries to eliminate angular 
dependence on the source spectrum. Third, an accurate velocity 
depth function is needed to reduce the spectral ratio into attenua- 
tion values as a function of depth. Finally, by changing variables to 
logarithms, we have cast the problem as a linear one, that is, atten- 
uation values are linearly related to the logarithm of the spectral 
ratio. In addition, the errors of the spectral ratio are independent of 
the amplitudes (Dorman, 1969). Having this linear relationship 
and statistical properties allow the use of classical linear inverse 
theory (Parker, 1977). This method (similar to least-squares anal- 
ysis) allows estimates of spectral ratio variances to be incorporated 
into the attenuation value variance, and thus we can derive confi- 
dence limits on the attenuation depth function. Furthermore, we 
can trade off a smooth function with a high degree of confidence 
for a highly resolved attenuation function with a low level of con- 
fidence. We are primarily interested in smooth, highly confident 
attenuation depth functions. 

The inverse technique we use is that developed by Wiggins 
(1972). Our system of equations is 

Ab=C, (12) 
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FIG. 2. Wide-angle reflection/refraction profile shot to the east at 4 knot speed. The first refracted arrivals appear at 8 set and at approx- 
imately 06.502 time The second set of arrivals, just before the bottom reflection, represent doubly refracted energy that has been reflected 
once from the top of the sedimentary section. 
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VELOCITY, km/set DATA COLLECTION 

The marine seismic refraction experiment was located in the 
central Bay of Bengal and was conducted in February 1979. A site 
at 13”5l’N, 88”34’E was selected for a variety of reasons. Curray 
and Moore (1974), Curray et al (1981), and Hamilton et al (1974, 
1977) have reported that the sea floor here is composed of a section 
of Cenozoic terrigenously derived sediments greater than 5 km in 
thickness, overlying Cretaceous oceanic crust. These sediments 
are derived from the Himalayas, transported by the Ganges- 
Brahmaputra River system, and deposited on the Bengal deep sea 
fan. The location of the experiment is far from any major distrib- 
utary channels of the fan complex, where levees and valleys intro- 
duce structure into the sea floor. The immediate area, in 3.0 km of 
water, was extremely flat (Figure 1). simplifying some of the data 
reduction. Most important, however, was the lack of sediment 
velocity discontinuities. Hamilton et al (1974, 1977) predict a 
smooth increase of velocity with depth. 6.0 I I I I I 

FIG. 3. The velocity-depth solution, reproduced from Dorman and 
Jacobson (1981), including the 98 percent (two standard deviation) 
confidence levels. The surface velocity of 1 SO3 km/set was deter- 
mined by a combination of velocity measurements on gravity cores 
and traveltime data. 

where Aij = tij Or PL,; bi = Qzy’ or ki; and Cj = SR;l(-nfl or 
SRj/( -f ), respectively. Following Wiggins’ notation S, the vari- 
ance of C is the variance of the slope of the spectral ratio, and W, 
the variance of the parameters b, is taken to be unity. We then de- 
compose the equations into linked orthononnal eigenvectors and 
rank the eigenvalues in decreasing order (Gilbert, 1971). We then 
take a linear combination of eigenvectors to solve the system of 
equations. We do this by starting with one eigenvector and incre- 
menting the number of eigenvectors included in the solution. We 
select preferred solutions on the basis of chi-square analysis and 
correlation of the residuals of the misfits to the observational data. 

GRADIENT. xc-' 
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i t 
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FIG. 4. The velocity gradient with depth profile, as reproduced 
from Dorman and Jacobson (1981). Only the best fitting solution is 
shown here, which was used to compute the velocity depth profile 
used to calculate the specific quality factor. Note in particular the 
rapid decrease of the gradient from 1.79 set-’ at the surface to 0.7 
set-l within 500 m. 

To measure attenuation accurately, energy that refracts entirely 
through the sediments must be observed without interference from 
energy traveling along other paths. This requires placing both 
receivers and sources as close to the sea floor as possible. Use of 
SUS Mk94 mod 0 depth charges (Naval Ordnance Systems Com- 
mand, 1973) set to 6000 or 8000 ft (1829 or 2438 m) together with 
either 256 lb of TNT or 240 lb of HBX enabled a deep, broadband 
frequency source, independent of the angle of inclination of prop- 
agation. Since the shot instants for these depth charges are not as 
predictable as for near-surface charges, an event triggered micro- 
processor-controlled, digitally recording, sea floor hydrophone sys- 
tem was used as the receiver. Two of these instruments were 
deployed on the ocean floor approximately 250 m apart. (We later 
discuss the effect of using sea floor receivers on the angular depen- 
dence of monitoring the source function.) The sampling interval 
was 5 msec. With an antialias filter, signals with frequency content 
up to 80 Hz could be recorded reliably. Total dynamic range of the 
instrument is 132 dB, with a resolution of 72 dB. All data were 
stored in memory before being transferred to magnetic tape, elim- 
inating introduction of mechanical vibration from tape transport 
into the recorded signal. 

A moored, near-surface, telemetering hydrophone buoy (Buoy 
Jo) was also deployed near the sea floor hydrophones (Figure 1). 
This unit was used for wide angle reflection/refraction measure- 
ments (Figure 2). The telemetered signals for the air gun refraction 
work were digitized at 128 Hz after being sent through the antialias 
filter with a comer frequency of 32 Hz. Use of the ship’s 3.5-kHz 
echosounder and Buoy Jo enabled an analog ranging system to be 
used out to about 15 km. 

The refraction profile was a combination of two outgoing lines. 
All deep charges were deployed as the ship drifted southwestward 
at a steady 0.8 knots. Use of the ranging system enabled deploying 
the charges at 250- or 500-m intervals at 8- or 17-minute intervals. 
Several shots did not fire, and the line was reshot at 4 knots speed 
to the south to fill in the gaps in data. 

THE VELOCITY-DEPTH FUNCI’ION 

Because of the interdependence of attenuation and velocity 
structure in determining the specific factor Q-’ , it was essential to 
describe an adequate velocity depth function. Because of the 
apparently smooth increase of velocity with distance (Figure 2) and 
thus with depth, it was felt that a model with planar homogenous 
layers (Ewing, 1963; Officer, 1958) would make an inadequate 
description. A better solution is to assume linear velocity gradients 
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FIG. 5. Autoscaled plots of the refracted energy used in determining spectral ratios. Each plot begins at the 0.16-set time window used in the 
analysis. Vertical lines represent the maximum peak-to-peak amplitude of the wavelet before autoscaling. Hydrophone responses have been 
approximately adjusted to be equal for this figure. The complex nature of most of these waves probably results from fine scale multipathing 
within the sedimentary column. Positive pressure is downward. 
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FIG. 4. The unwindowed spectrum of the direct waterborne path (solid upper line) and the refracted arrival (dashed line) for the wave 
penetrating to 1.215km depth. The lower solid line is the spectral ratio of the direct arrival to the refracted arrival, showing the least-squares 
slope, fit between 25 to 75 Hz. The slope was determined to be 1.097 5 0.033 dB/Hz. This figure represents the best quality fit of all the 
spectral ratios. The average variance of the slopes was 0.21 dB/Hz 

with depth, as Dorman (1979) and Dorman and Jacobson (1981) 
have discussed. 

The first step in inverting the traveltime data into a velocity- 
depth function is to reduce all the data to the sea floor. The reduced 
traveltime data consist of the combination of deep charges, re- 
corded by the sea floor hydrophones, and refractions recorded by 
Buoy Jo (Figure 2) from air gun sources. A fourth-order polyno- 
mial of distance versus time was then performed on the traveltime 
data, in order to derive the apparent velocity for each arrival. This 
apparent velocity is the derivative of the regression at each obser- 
vation. Two adjustments, however, were made to the polynomial 
regression. The first condition was that the traveltime curve pass 
through the origin. The second adjustment was made for the slope 
at the origin, or the initial velocity at the sea floor. Velocity anal- 
ysis of water-saturated cores, taken within 2 km of the station 
(Figure l), were performed. The cores, consisting of silty clays, 
were divided into IO-cm sections, and velocities were calculated 
using the method of Hamilton (1970). The average in-situ core 
velocity was 1.4865 km/set, with a standard deviation of 0.0121 
km/set. These values were introduced into the polynomial regres- 
sion as an additional observation. The regression then determined 
that 1.503 krn/sec was the least-squares estimate of the sea floor 
velocity. 

Once the apparent velocities were determined, the traveltime 
data were reparameterized into tau and zeta, defined as follows: 

r = T - px, (134 

and 

5 = T -t px, (1%) 

where T is traveltime, x is the range, and p is the apparent slowness 
(or inverse velocity) that the wave travels. Tau and zeta are ortho- 
normal pairs and thus have statistically independent errors (Dor- 
man and Jacobson, 1981). These values are linearly related to dZ/ 
dv, or the inverse velocity gradient. The singular value decompo- 
sition method of Wiggins (1972) was used to solve for the inverse 
velocity gradient as a function of slowness. This function was inte- 
grated, knowing the velocity, to give the velocity depth function. 
The reader is referred to Dorman and Jacobson (198 1) for a more 
complete discussion of this inversion technique. The solution of 
the velocity depth function, shown in Figure 3, depicts the least- 
squares fit and the 98 percent (two sigma) confidence bounds. As 
can be seen, velocity increases smoothly up to 5 km of depth. The 
section of sediments is much thicker than 5 km, possibly up to 8 
km (Curray et al, 1981). The velocity gradient solution shown in 
Figure 4 shows the rapid decrease of the gradient to about 400 m: 
thereafter, the velocity gradient is reasonably constant at 0.6 to 0.7 
set-l, similar to values discussed by Bachman and Hamilton 
(1980) in the Arabian fan, an analogous deep sea fan. The initial 
gradient of 1.795 set -’ is pleasingly close to the value of 1.87 
set -’ that Hamilton et al (1977) predict for the central Bay of 
Bengal, based on sonobuoy wide-angle reflection measurements 
(e.g., Le Pichon et al 1968). 

THE ATTENUATION DEPTH FUNCTION 

The data used for determining spectral ratios were taken only 
from the sea floor hydrophones. The Buoy Jo data were not used 
for a number of reasons: the signal-to-noise (S/N) ratio was poor 
due to multiples (Figure 2); the bandwidth of usable signal was 
small and the source (air guns) were near surface, making the spec- 
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FIG. 7. The constant specific quality factor Q-l solution and the fit to the data. The number of observations is 26 and the chi-square fit for 
this solution is 38.80. The value of Q is 86.92, corresponding to a value of 0.0115 for Q-’ 

trum of the source dependent upon the angle of inclination or the 
apparent velocity. 

Before describing the attenuation solutions, we should first men- 
tion some of the problems we had in recording the signals. Upon 
recovery of the instruments at sea, we discovered that one hydro- 
phone had leaked, and its response dropped by approximately 40 
dB. This turned out to be fortunate, however, for the other instru- 
ment’s recording was found to be clipped for the direct water wave 
arrival. Thus, we were forced to use the water wave signal received 
by the bad hydrophone for our source function. We could only 
calibrate this hydrophone over part of the frequencies of interest, 
The frequency response curve was similar to the other hydro- 
phone’s response but offset by 40 dB. A further problem encoun- 
tered was that the antialias filter was driven into its range of non- 
linear response. We were then forced to assume that the nonlinear 
response was insignificant. As we shall see, our results are fairly 
consistent, indicating this assumption is tolerable. 

refracted arrivals, and from 20 dB to 70 dB for the direct arrival. 
For the shot depth and weight used, the dominant frequencies 
should lie within the 50 to 60 Hz band. However, each water wave 
spectrum showed that the dominant frequency was above 80 Hz, 
indicating either partial detonation or nonlinear responses of the 
filters. 

We mentioned earlier that for a reliable measurement of the 
source function, the source and receiver need to be away from 
reflective boundaries. The sea floor hydrophones, being about 2 m 
above the sea floor, do not satisfy this criterion. For each reception 
of the direct path signal, we should see three other signals traveling 
along other paths that contaminate the signal in which we are inter- 
ested. These other paths include a reflection off the sea floor, a 
shallow refracted arrival, and possible contamination by the deeply 
refracted arrival. To investigate this problem, we compared the 
spectrum of our direct water signal with two other spectra of water- 
borne signals reflected from the sea surface. We found the shape of 
the spectral curves differed only slightly in shape, indicating that 
the multipathing problem is insignificant. It would still be prefer- 
able to have a second receiver to measure the source signal, that is 
far from both the bottom and surface of the water column. 

The value of the slope of the spectral ratio used for determining 
Q-’ [equation (lo)] was determined by least squares from 25 to 7.5 
Hz. The standard deviation of the slope was then used to compute 
the variance of each observation. Variances of the observations 
ranged widely. Even for the same shot, each of the two observa- 
tions has variances sometimes differing by an order of magnitude. 
In fact, in two cases where waves from different shots penetrated to 
the same depth, observations and variances differed considerably. 
We feel that this is a result of small-scale multipathing within the 
sediments, as Schoenberger and Levin (1974, 1978, 1979) have 
reported. Since we wish to reduce the dependence of multipathing 
on variance (and thus reduce any biasing of the data), we averaged 
all the variances to get a more stable estimate. 

One of our assumptions was that the spectral ratio can be 
described as only a function of frequency to the first power. Given 
the fact that the observed average variance of the term for the first 
power of frequency was high, it was felt that it would be futile to 
test for higher-order terms of frequency components of the spectral 
ratio. 

As mentioned before, one of the great advantages of linear 
inverse theory is the ability to solve in a least-squares sense an 
infinity of models. The disadvantage is that there is no one best 
solution, so that solutions that are preferred are chosen on the basis 
of subjective judgment. We solve for the specific quality factor 
Q-’ first, and later determine the attenuation coefficient k in order 
to compare our data to that predicted by Hamilton (1976a). 

In order not to contaminate our received signals with other We first cast the inversion problem to solve for constant Q-l. 
energy traveling along different paths, visual inspection of the Figure 7a, b shows this function, the 98 percent confidence regions 
records allowed a selection of a time window of 160 msec (32 (two standard deviations), and the corresponding fit to the data. 
samples) for each first refracted arrival, and for the direct water The value for Q -’ is 0.0115 with a chi-square of 38.80 with 26 
wave for the instrument with the reduced response. The 26 obser- observations. As one can see in Figure 7b, the fit to the data of a 
vations of refracted energy are depicted in Figure 5. A fast Fourier constant QP1 model is not bad, considering the scatter in the data 
transform was computed, and spectral ratios were calculated (Fig- and the rather large error bounds. This value of Q-l was used to 
ure 6). Signal-to-noise ratios ranged from 55 to 90 dB for the compute the amount of velocity dispersion over the frequencies of 
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FIG. 8. The preferred solution for Q1 as a function of depth. Chi square is equal to 30.86. 

interest (25 to 75 Hz), using the relationship proposed by Kana- decreases to about 350-m depth, then increases to a maximum, 
mori and Anderson (1977). The dispersion amounted to only 0.4 then decreases, and thereafter remains fairly constant deeper in the 
percent, well within experimental errors. section (Figure 8a). 

To get a more detailed solution of attenuation as a function of 
depth, it was necessary to divide the section into equally thick 
layers. The reason for this lies in nonuniform data spacing. If we 
had chosen the layer thickness to be defined by the separation of 
the data in depth, we would have to tailor the a priori parameter 
variance W to produce smooth eigenvectors that are independent of 
layer thickness. We do not always know how to do this. Since we 
are interested in highly smooth functions, we arbitrarily chose 26 
equally thick layers. After looking at many different solutions 
(some with negative Q-l), we selected the profile shown in Figure 
8a. Here, only three eigenvectors were retained, providing a fairly 
smooth attenuation function with a high degree of statistical con- 
fidence, with a chi-square of 30.86. Notice that the 98 percent 
confidence bounds of Q-l extend beyond zero at 300-m depth. 
Figure 8b shows how the solution fits the observations. Although 
there is some variability in the attenuation depth function, some 
observations can be made. The specific quality factor Q-l first 

We also inverted the spectral ratio observations to determine the 
attenuation coefficient k versus depth. We first solved for constant 
k, which yielded a value of 0.13 dB/m/kHz, with chi-square of 
47.58. We felt that this value of chi-square was too high, and thus a 
constant k solution was inadequate to describe the data. Figure 9a, b 
shows a preferred solution, retaining four eigenvectors, and hav- 
ing a chi-square of 29.70. With this particular solution, a peak of 
attenuation coefficient of 0.29 dB/m/kHz is evident at 600-m 
depth, decreasing to about 0.10 dB/mlkHz at greater depths. This 
profile shows that our data are reasonably consistent with the 
model of Hamilton (1976a). Two distinguishing differences exist 
between our data and Hamilton’s compilation. First, we find that 
the attenuation coefficient remains essentially constant to about 
350-m depth. Although we do not have many data at this shallow 
depth, nearly all solutions with four or more eigenvectors show this 
common feature of constant attenuation. Second, attenuation coef- 
ficient values do not decrease to 0.02 dB/m/kHz at 2-km depth as 

k (dB/km/Hz) 

_O 0.4 0.2 0.3 0.4 

2.5 t (a) 

FIG. 9. The preferred solution for 

0 0.2 0.4 0.6 0.8 i.0 i.2 i.4 i.6 

attenuation coefficient k and the fit to the data. Here, the chi-square value is 29.70. 
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Hamilton predicts. Rather, the attenuation varies somewhat about 
the value of 0.10 dB/m/kHz below 0.8 km with a slight decrease 
with depth. 

DISCUSSION 

As mentioned earlier, attenuation coefficient k and specific 
quality factor Q~’ are not exactly equivalent. Although they each 
describe some measure of attenuation, the relationship between the 
two is 

8.686 ; = kPL. (14) 

But the path length PL is related to traveltime by the velocity, i.e., 
by using differential traveltimes and path lengths 

dPL = Vdt. (15) 

Thus, n/Q is proportonal to kV. 
Let us now look at the equivalent representation of Q-l in terms 

of Hamilton’s (1976) attenuation coefficient. Figure 10 represents 
the smoothed version of our attenuation coefficient model as a 
function of depth. When we transform this model in terms of Q-' , 
the result is Figure lob. Here Q -1 increases (due to increasing 
velocity) while k remains constant at shallow depths. At the peak 
of the attenuation coefficient with depth, the specific quality factor 

Q-l reaches its maximum value. At still deeper depths, k 
decreases, while Q-’ remains constant. We now seem to have a 
paradox. In one case (k), attenuation reaches a peak, and then 
decreases with depth. In the other case (Q-l), attenuation 
increases to a maximum, decreases rapidly, and then remains con- 
stant with depth. The key to this puzzle lies in the units of measure 
and the relationship to depth. The attenuation coefficient measures 
attenuation relative to the unit of length, while Q-’ measures 
absorption of a cycle of energy. As energy proceeds deeper into the 
sedimentary section, the wavelength increases, and thus a unit of 
length becomes a smaller portion of a wavelength. 

We feel that attenuation is best described as a measure of energy 
loss per unit cycle. This measure is independent of frequency and 
velocity, unlike the attenuation coefficient. Hamilton’s explana- 
tion for the decrease of the attenuation coefficient, i.e., the over- 
burden pressure on the frame structure, is not the dominant factor. 
Rather, we suggest, the dominant reason for the decrease of k 
values is the increase of velocity with depth. 

A remaining question is: How does attenuation vary at shallow 
depths? Our data indicate that Q-’ decreases with depth. Because 
of the relationship with depth, this would imply that attenuation 
coefficient k would also decrease with depth, which is not the case 
(Figure 9). It is important to point out that our data do not ade- 
quately constrain these attenuation depth relationships at depths 
less than 300 m. Hamilton (1976a) predicts the attenuation coeffi- 
cient would increase due to porosity reductions with depth. Reduc- 
ing the porosity causes a more densely packed sediment structure. 
Consequently, there are more intergranular contacts, which have 
the effect of increasing attenuation (Hamilton, 1972). Unfortu- 
nately, there are no published data regarding the effect of porosity 
reductions with depth on attenuation for unlithified marine sedi- 
ments (Hamilton, personal communication, 1980). Other factors 
which may affect the shallow attenuation values we observe 
include lithologic changes, grain size changes, and the possible 
presence of gas in the interstitial water. 

We now wish to address ourselves to a discussion of the peak of 
attenuation at 500 to 700 m depth. Both methods of describing 
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FIG. 10. Equivalent representations of the specific quality factor 
Q-l and the attenuation coefficient k for a very smoothed version 
of the attenuation depth profile for our data. 

attenuation reveal this peak, although it seems to be more pro- 
nounced in the specific quality factor model (Figure 8). Hamilton 
(1976a) predicts this peak to occur at 200 to 300 m depth, due to 
the countering effects of porosity reduction and overburden pres- 
sure effects. 

The observed depth, at approximately 600 m, is close to the 
depth at which induration becomes complete and the unlithified 
sediment becomes a mudstone. Hamilton (1976b) reports depths of 
590 m in the Arabian fan and 450 m in the Somali basin as depths 
of lithification. He also describes a peak of rebound of porosity at 
600-m depth, which he describes as being the boundary between 
lithified and unlithified sediments. This is also the depth where the 
velocity gradient curve reaches its nominal value of 0.65 see-’ 
(Figure 4). We feel that the observed peak of attenuation at 600-m 
depth is a consequence of sediment lithification and must be related 
to the collapse of the cardhouse structure of the unlithified sedi- 
ment (Hamilton, 1970). The collapse of the mineral structure, once 
consisting of randomly oriented clay and silt particles, would 
produce subparallel layering of mineral grains, which might 
explain observed velocity anisotropy in marine sediments (Bach- 
man, 1979). The rapid increase of intergranular contacts could 
explain the increase of attenuation at the 500 to 600 m depth. The 
rapid decrease of attenuation at slightly deeper depths can be 
explained by cementation of mineral grains, reducing the sliding 
friction that seems to be the dominant mechanism for attenua- 
tion 

A possible alternative explanation for the peak of attenuation is 
the presence of a primarily sandy layer at this depth. Without a 
deep core nearby, we cannot distinguish between the two possibil- 
ities. We prefer the explanation of lithification for the increase of 
attenuation. If this explanation is correct, we now have two meth- 
ods of determining the depth of lithification: the inflection in the 
velocity gradient depth curve and the pronounced peak of attenu- 
ation. 

The possibility of lithologic changes can and probably do man- 
ifest themselves in attenuation depth profiles. Many of the second- 
ary peaks in the specific quality factor profile (Figure 9) can be due 
to a sandier constituency. We still do not completely understand 
the effects of porosity, lithification, sediment type, and sedimen- 
tation rate on attenuation depth profiles. Only when more profiles 
are made and better laboratory work is performed can we perhaps 
clarify these relationships. 
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